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Objectives: The use of videoconferencing technologies for clinician-patient online consultations has become increasingly
popular. Training on online communication competence through a videoconferencing application that integrates nonverbal
communication detection with feedback is one way to prepare future clinicians to conduct effective online consultations. This
case report describes and evaluates two such applications designed for healthcare professionals and students in healthcare-re-
lated fields. Methods: We conducted a literature review using five databases, including the Web of Science, Scopus, PubMed,
ACM, IEEE, and CINAHL in the spring of 2022. Results: We identified seven studies on two applications, ReflectLive and
EQClinic. These studies were conducted by two research groups from the USA and Australia and were published between
2016 and 2020. Both detected nonverbal communication from video and audio and provided computer-generated feed-
back on users’ nonverbal communication. The studies evaluated usability, effectiveness in learning communication skills,
and changes in the users’ awareness of their nonverbal communication. The developed applications were deemed feasible.
However, the feedback given by the applications needs improvement to be more beneficial to the user. The applications were
primarily evaluated with medical students, with limited or no attention given to questions regarding ethics, information
security, privacy, sustainability, and costs. Conclusions: Current research on videoconferencing systems for training online
consultation skills is very limited. Future research is needed to develop more user-centered solutions, focusing on a multidis-
ciplinary group of students and professionals, and to explore the implications of these technologies from a broader perspec-
tive, including ethics, information security, privacy, sustainability, and costs.
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Videoconferencing has grown in popularity in recent years
due to improved network speed and advancements in video-
conferencing technologies. This trend was accelerated fur-
ther by the coronavirus disease 2019 (COVID-19) pandemic
internationally [1]. Telehealth refers to the delivery of a wide
range of remote health services using technology, such as
conducting online clinical consultations. Telehealth has been
shown to improve access to healthcare [2]. Despite the po-
tential benefits of telehealth, there has been a limited focus
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on preparing clinicians for online consultations [3,4].

A clinician’s compassionate nonverbal communication in-
creases patient satisfaction related to the care provided [5].
Guidelines for clinicians’ online consultations have been de-
veloped to maximize the empathy and rapport experienced
by patients [6]. However, learning to be compassionate in an
online consultation situation is difficult and time-consum-
ing, as it requires monitoring and assessing the communica-
tion to address potential areas for improvement.

Recent advances in machine learning have made it possible
to detect nonverbal communication during videoconfer-
ences. This technology can be used to provide automatic
computer-generated feedback in online consultations and
potentially improve the communication skills of students
and healthcare professionals [7-11].

The aim of this case report is to describe and evaluate two
videoconferencing applications—namely, ReflectLive and
EQClinic—identified through a literature review. These ap-
plications, which are designed for healthcare students and
professionals, detect nonverbal communication, and provide
feedback on it during simulated online consultations with
patients.

Il. Methods

We conducted a literature review by searching five databases
(Web of Science, Scopus, PubMed, ACM, IEEE, and CI-
NAHL) for peer-reviewed articles related to videoconferenc-
ing applications with nonverbal communication detection
and a feedback option developed for healthcare professionals
or students pursuing a healthcare-related degree, such as
medical or nursing degrees. We employed the PICo (popula-
tion, phenomenon of interest, and context) strategy to iden-
tify relevant search terms. The search was done during the
spring of 2022, using the title, abstract, and keyword fields.
We also reviewed the references of the included articles.

I1l. Results

We identified seven peer-reviewed articles reporting two ap-
plications: ReflectLive [11] and EQClinic [7-10,12,13]. We
described these systems’ basic characteristics, technology
used for the detection, users and settings of implementation,
form of feedback provided by the system, and outcomes of
evaluations of effectiveness. The summarized results are pre-
sented in Table 1.
o ReflectLive is a videoconferencing application that de-
tects clinicians’ nonverbal communication during online
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consultations with patients. It provides real-time forma-
tive feedback and summative feedback after the clinical
consultation [11].

* EQClinic is a videoconferencing platform that detects
nonverbal communication and provides feedback on
a student’s nonverbal communication during a clinical
consultation session with a simulated patient [7-10,12,13].
EQClinic has also been tested to identify nonverbal mim-
icking behavior between students and the simulated pa-
tient [12,13].

1. Basic Characteristics of Studies Included in the Evaluation
The study reporting the ReflectLive application was con-
ducted in the United State in 2017. It involved a group of
experts in computer science and human-computer interac-
tion [11]. The six EQClinic research studies, conducted in
Australia between 2016 and 2020 [7-10,12,13], involved
multidisciplinary teams of experts in computer science [7-
10,12,13], human-computer interaction [7-10,12,13], medi-
cine [7-10,13], education [7,9,10,13], and psychology [13].

2. Nonverbal Communication Detection

ReflectLive and EQClinic both use video to detect nonverbal
communication. However, they differ in terms of what is
detected from the video image. EQClinic detects facial ex-
pressions and head and body movements, while ReflectLive
focuses on detecting how the user is positioned in the image,
such as centeredness on the screen and gaze. Both systems
use audio and video to detect nonverbal communication.
They detect conversational aspects of speech, including turn-
taking, overlaps, and speaking contributions. EQClinic also
detects users’ volume and pitch variations [7-10]. EQClinic
relies exclusively on video to detect the mimicry between us-
ers [12,13].

3. Users and Settings

ReflectLive was tested with medical doctors and a psycholo-
gist, and EQClinic was tested with medical students. The
context of use is similar for both applications. Both are de-
signed to practice nonverbal communication during a video-
conference with a simulated patient in online clinical setting
and to increase awareness of the importance of nonverbal
communication during clinical consultations.

4. Feedback Provided by Systems

The applications provide computer-generated feedback in
two ways: real-time formative and summative feedback. Re-
al-time formative feedback is given during an ongoing con-
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sultation. In ReflectLive, real-time feedback sends an alert
if the user is not centered on the screen, or if the user has
interrupted the patient [11]. The alert is provided with visual
feedback, such as the user's thumbnail being highlighted in
red. Challenges with real-time formative feedback have been
reported, including that it is distracting, and even more so
when it gives false alerts [11].

Summative feedback is a set of visualized information that
informs the user on how they have used nonverbal com-
munication during the session. In EQClinic, the summative
feedback includes both computer-generated feedback and
commentary from the simulated patient during the session
[7-10,12,13]. The computer-generated feedback includes
simple graphs showing factors, such as the user’s speaking
ratio or smile intensity over specific periods. Simulated pa-
tients can provide feedback during the session by using the
thumbs up or down icons and providing brief comments.
ReflectLive summarizes the real-time feedback for summa-
tive feedback [11].

5. Evaluation

We collected information on the feasibility and usefulness
of the applications, such as how well the nonverbal commu-
nication detection functions, whether users have improved
their communication skills through the use of the system,
and what users think about the feedback provided. The study
on the ReflectLive application reported the application's
feasibility and usability for online clinical consultations and
its impact on users’ nonverbal communication during and
after consultations through semi-structured interviews [11].
The authors concluded that the application can be useful for
monitoring and providing feedback on nonverbal communi-
cation in online clinical settings.

EQClinic has been evaluated regarding its usability, stu-
dents’ learning, and the accuracy of the nonverbal commu-
nication detection [7-10]. These outcomes were based on us-
ability scores from surveys [8-10] and an adapted version of
the Student-Patient Observed Communication Assessment
instrument [7-9,12,13]. The students’ awareness of their non-
verbal communication was compared using pre- and post-
test surveys [7-10]. Mimicry detection has been evaluated
for its potential to improve students’ communication skills
[12,13]. Ethical and privacy concerns were raised only in the
ReflectLive study, which reported on clinicians’ acceptance
of an application that tracks their nonverbal communication
[11]. Some users expressed concern about potential misuse,
while others anticipated using it at every future videoconfer-
ence. Information security, sustainability, and costs were not
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addressed in any of the articles reviewed.

IV. Discussion

We identified and evaluated two videoconferencing applica-
tions—namely, ReflectLive and EQClinic—that have been
designed to detect nonverbal communication and give feed-
back on it to the user during and after a simulated online
consultation. To our knowledge, there are no other reviews
of these aspects. The main takeaway from this case report is
that the solutions presented are deemed feasible and users
may benefit from them by learning to pay more attention to
their nonverbal communication. However, studies evaluating
the performance and impact of these applications are scarce,
and those that exist are mainly descriptive.

Evaluating nonverbal communication in online consulta-
tions is a complicated task. For example, what does gaze
and head orientation detection convey to the user? During
clinical encounters, it is necessary to occasionally look away
from the screen, such as when taking notes. Furthermore,
as pointed out by Liu et al. [10], the systems developed can
only identify nonverbal communication, but not evaluate the
behavior. The applications provide a descriptive summary of
the user’s communication, but not the feedback they might
want, such as how to improve their communication. These
are examples of questions that need to be explored in more
depth in the future.

Ethical and privacy issues were only briefly discussed by
Faucett et al. [11], and none of the articles addressed infor-
mation security, sustainability, or economic issues. These is-
sues warrant much more attention in future research and for
the implementation of safe and sustainable videoconferenc-
ing technologies to learn nonverbal communication.

A limitation of this study is that our inclusion criteria for
peer-reviewed research may have resulted in the exclusion of
some relevant literature. Hence, future studies should con-
sider broader search strategies and literature beyond peer-
reviewed articles.

Universities have recognized the importance of educating
students about digital health services [14]. This has spurred
interest in developing innovative solutions to improve the
videoconferencing experience with patients and offer users
valuable information about their communication during on-
line clinical consultations. Systems for detecting and provid-
ing feedback on the nonverbal communications of students
and professionals during online consultations are still in
their infancy. The idea is promising, but to create a practical
design for the application, collaboration among stakeholders
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from diverse disciplines is essential. Relying solely on medi-
cal doctors or students as test users may limit the perspec-
tive, given the variety of professionals using online consulta-
tions. Our review only covered reports on the two studied
technologies, leaving it an open question whether others
have been scientifically evaluated.
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