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Abstract 

 

Pushing the Limits of Marangoni-driven Patterning 

 

Steven Kenneth Stanley, PhD 

The University of Texas at Austin, 2020 

 

Supervisor:  Roger T. Bonnecaze 

 

Marangoni-driven patterning (MDP) is a relatively new technique that harnesses surface 

tension-driven flows to create topography in thin polymer films with potential uses in 

generating flexible electronics, metamaterials, and functional coatings for light capture, 

adhesive, and antibiofouling applications. To determine which applications MDP is best 

suited for, it is important to understand the fundamental limits of achievable pattern pitch 

and aspect ratio. To date, the maximum reported aspect ratio for MDP is roughly 0.05 and 

the minimum reported feature pitch is roughly 1.5 μm. To determine how much these 

metrics could be improved, we perform a numerical analysis to predict the maximum 

aspect ratio and minimum feature pitch for MDP. Our analysis shows that the maximum 

aspect ratio is roughly 0.5, which is roughly ten times better than what has been 

demonstrated to date. We also show that the pattern pitch is fundamentally limited by light-

imaging capabilities and engineering constraints.  

 

One issue facing MDP is the leftover residual layer that blocks access to the substrate and 

necessitates a breakthrough etch for subsequent patterning. To avoid this extra processing 

step, we investigate the possibility of inducing a dewetting event during MDP, which could 



 vii 

expose the underlying substrate during the annealing step and even improve the aspect ratio 

of the resulting pattern. Through modelling and simulation, we predict the conditions 

necessary to induce a dewetting event in MDP. 

 

Another issue in MDP is pattern control. When generating two-dimensional shapes like 

squares, simulations show that the corners and edges of the shape are significantly rounded. 

To improve pattern quality, we implement an algorithm to optimize the initial exposure to 

generate more favorable flow patterns and sharper topography. We also experimentally 

validate this work using a polystyrene polymer system. 

 

Finally, we investigate the root cause of unexpected bias reversal in spin-coated, conformal 

polymer films. Our model and simulation results show that Marangoni-driven flow could 

be responsible for this observation. 

 



 viii 

Table of Contents 

List of Tables ................................................................................................................... xiii 

List of Figures ................................................................................................................ xviii 

Chapter 1:  Introduction .......................................................................................................1 

Chapter 2:  Fundamental Limits of Marangoni-driven Patterning.......................................8 

2.1 Introduction ...........................................................................................................8 

2.2 Theory And Analysis ..........................................................................................11 

2.2.1 Model for Marangoni-driven patterning ..............................................11 

2.2.2 Linear Analysis ....................................................................................15 

2.2.3 Nonlinear Analysis...............................................................................21 

2.2.4 Minimum Feature Pitch .......................................................................29 

2.3 Discussion ...........................................................................................................30 

2.4 Conclusion and Future Work ..............................................................................32 

Supporting Information.............................................................................................34 

S2.1 Table of Polymer Surface Tensions ......................................................34 

S2.2 Determining the Origin of Difference Between Linear and 

Nonlinear Solutions ................................................................................35 

S2.3 Simulation Setup for the Case of Step Concentration Profiles .............37 

Chapter 3:  Harnessing Marangoni-driven Patterning to Facilitate Dewetting in Thin 

Polymer Films ..............................................................................................................40 

3.1 Introduction .........................................................................................................40 

3.2 Methodology .......................................................................................................44 

3.2.1 Model for Marangoni-driven patterning ..............................................44 

3.2.2 Simulation Methodology .....................................................................48 



 ix 

3.2.3 Feature Evolution and Calculation of Dewetting Contours .................49 

3.3 Results and Discussion .......................................................................................51 

3.3.1 Contour Map Defining Dewetting and Replanarization ......................51 

3.3.2 Comparison to Prior Experiments ........................................................53 

3.4 Conclusions .........................................................................................................57 

Chapter 4:  Control of Marangoni-driven patterning by an optimized distribution of 

surface energy ..............................................................................................................58 

4.1 Introduction .........................................................................................................58 

4.2 Methodology .......................................................................................................63 

4.2.1 Model for Marangoni-driven patterning ..............................................63 

4.2.1.1 Geometric and Physical Parameters.........................................65 

4.2.1.2 Nondimensionalization ............................................................65 

4.2.2 Pattern Quality .....................................................................................68 

4.2.3 Penalized Area and Feature Height Evolution for the Intuitive 

Photomask ...............................................................................................71 

4.3 Photomask Resizing ............................................................................................74 

4.4 Pixel-based Exposure Optimization....................................................................79 

4.4.1 Photomask and Optimization Setup .....................................................79 

4.4.2 Optimization Results ............................................................................81 

4.5 Conclusions .........................................................................................................87 

Supporting Information.............................................................................................88 

S4.1 Simulation Setup ...................................................................................88 

S4.2 Convergence and Conservation Study ..................................................89 

S4.3 Model Verification................................................................................93 



 x 

S4.4 Calculating the Penalized Area .............................................................95 

S4.5 Genetic Algorithm Implementation ......................................................97 

S4.6 Convergence Study for Optimized Photomasks ...................................99 

S4.7 Optimized photomasks with corresponding feature profiles and 

contours .................................................................................................101 

S4.8 Effects of Using a Weighted Population Seed ....................................104 

Chapter 5:  Parameter Estimation and Photoexposure Optimization for a Real 

Marangoni-driven Pattern System .............................................................................105 

5.1 Introduction .......................................................................................................105 

5.2 Experimental .....................................................................................................110 

5.2.1 Materials ............................................................................................110 

5.2.2 Methods..............................................................................................110 

5.3 Characterization of Polymer Properties ............................................................113 

5.3.1 Line-Space Experiments ....................................................................113 

5.3.2 Model for MDP ..................................................................................118 

5.3.3 Parameter Estimation Method............................................................120 

5.3.4 Characterizing Patterns Resulting from an Intuitive Photomask .......127 

5.4 Optimizing the Photomask................................................................................129 

5.5 Optimized Photomask Experimental Results ...................................................132 

5.5.1 Square Shapes Results .......................................................................137 

5.5.2 L-Shapes ............................................................................................144 

5.6 Conclusion ........................................................................................................147 

Supporting Information...........................................................................................148 

S5.1 Sensitivity Study .................................................................................148 



 xi 

S5.2 Long-time Mask Optimization Results for L-Shaped Figures ...........152 

S5.3 All Experimental Feature Contours ....................................................153 

Chapter 6: Marangoni-driven Bias Reversal in Conformal Polymer Films ....................160 

6.1 Introduction .......................................................................................................160 

6.2 Experimental Methods And Results .................................................................163 

6.2.1 Materialsand Polymer Preparation .....................................................163 

6.2.2 Spin Coating and Annealing ..............................................................164 

6.2.3 Characterization of the Film and Polymer .........................................164 

6.2.4 Experimental Results .........................................................................165 

6.3 Theory And Analysis ........................................................................................174 

6.3.1 Examining Temperature Variations ...................................................174 

6.3.2 Examining Solvent Concentration Variations ...................................175 

6.3.3 Examining Polymer Concentration Variations ..................................178 

6.4 Conclusion ........................................................................................................192 

Supporting Information...........................................................................................193 

S6.1 Viscosity Data and Extrapolation .......................................................193 

S6.2 Estimating Polymer Self Diffusivity ..................................................194 

S6.3 Surface Tension Estimation Method ..................................................196 

S6.4 Thickness reduction for pure PTBSM vs. PS-co-PTBSM .................198 

Chapter 7:  Summary, Outlook, and Future Work ...........................................................199 

7.1 Summary ...........................................................................................................199 

7.2 Outlook for Marangoni-driven Patterning ........................................................199 

7.3 Future Work ......................................................................................................201 



 xii 

References ........................................................................................................................203 



 xiii 

List of Tables 

Table 2.1 Experimental conditions and reported feature heights/AR for the literature 

values reported in Figs. 2.4a and 2.4b. Data extracted from the indicated 

references. *Values extracted from feature profiles. †Values extracted 

from maximum recorded peak-to-valley height for given experiment. ........27 

Table 2.2 Dewetting transition point values, εMin and associated accuracy for the step 

and sine function models for α = αMax = 2, A = AMax = 10-19 J, and γ0 = 

γ0Min = 10 mN/m (same as Figs. 2.4ab and 2.5). Corresponding Δh*
Nonlin 

and ARNonlinMax are also reported. The maximum aspect ratio observed was 

for the sine function case at h0 = 10 nm, and is bolded. ...............................29 

Table S2.1 Surface tension values for various polymers at 20, 140, and 180°C. Table 

adapted from Bicerano [27]. Mn is number-average molecular weight, 

Mw is weight-average molecular weight, Mv is viscosity-average 

molecular weight, and M is for cases where the type of molecular weight 

was not provided. ..........................................................................................35 

Table S2.2 Table shows the dimensionless peak-to-valley height (Δh/h0) resulting from 

solving the linear and nonlinear models under different assumptions. The 

model assumptions were to include/neglect convection effects and the 

concentration dependence of capillary forces. In solving the model, the 

parameters were set to ε = 0.3, α = 2, and V = 5x10-6, and Pe = ∞. .............37 

Table 3.1 Physical parameters for  system taken from ref. [7]. Air-polystyrene-SiOx 

Hamaker constant, A, taken from ref. [24]. ...................................................54 

Table 4.1 Physical and geometric parameters used in simulations. Physical parameters 

taken from Arshad et al. [7] ..........................................................................67 



 xiv 

Table 4.2 Penalized area for several square photomask sizes (left-most column) at 

select dimensionless annealing times and temperatures (Left: T = 120°C, 

Right: T = 140°C). The objective used to calculate the penalized area is 

a 35x35 µm2 square. Underlined values indicate the best square 

photomask among those tested for a given dimensionless annealing time. 

Note that the 35x35 µm2 square photomask is the intuitive choice of 

photomask. Annealing temperature is 120°C for the regular font and 

140°C for the bold font. ................................................................................76 

Table S4.1 Comparison of penalized area and pre-etch feature heights using the coarse 

(1x1 µm2) and fine (0.5x0.5 µm2) simulation grid size. The absolute, 

relative percent difference between the results are provided. .....................100 



 xv 

Table 5.1 Optimized parameter summary. Sample numbers and associated feature 

pitch (λ), average initial height (h0Avg) with sample standard deviation, 

and maximum recorded average peak-to-valley height (ΔhMax) are 

reported. Optimal objective function, J, is reported along with optimized 

variable handles t*
Mar, Pe*, and κ*, all reported to three digits. The optimal, 

primary parameters are provided first in bold while the generally sub-

optimal, secondary parameters are provided in non-bolded text. *Note that 

Sample 4 possessed a more optimal solution that was inconsistent with 

the rest of the 5 μm and 10 μm pitch optimal parameters. For this reason, 

a different local optimum is reported so as not to skew the parameter 

averages. Values of ΔΓC0, μ, and D are calculated assuming 

γ0 = 32.2 mN/m as reported in ref. [7]. Average parameter values and 

corresponding standard deviation of all calculated values are also 

provided, which helps characterize the sample-to-sample variability seen 

in experiments. Note that the standard deviation is not a confidence 

interval. Furthermore, values of ΔΓC0, μ, and D for a similar polystyrene 

system as determined in ref. [7] at 120°C are also provided along with the 

resulting values of t*
Mar, Pe*, and κ*. ..........................................................126 



 xvi 

Table 5.2 Penalized area and peak-to-valley height data summary for the square target 

experiments. Standard deviations are provided in parenthesis. The 

penalized area was averaged for only three of the four squares, excluding 

the bottom right contour because it was typically smaller than the others. 

*The optimization for the primary, 10,000 second anneal, 1x1 μm2 

photomask was terminated early after sufficient improvement in the 

penalized area had been achieved. †Penalized area metrics obtained from 

only two shapes rather than the usual three so as to exclude a very 

misshaped pattern........................................................................................139 

Table 5.3 Penalized area and peak-to-valley height data summary for the L-shape target 

experiments. Standard deviations are provided in parenthesis. The 

penalized area was averaged for only three of the four shapes, excluding 

the bottom right contour because it was typically smaller than the others. 

*Δh measured using only three of the four features. †Penalized area 

metrics obtained from only two shapes rather than the usual three so as to 

exclude a very misshaped pattern. ..............................................................146 

Table 6.1 Surface tension, liquid vapor pressure, and normal boiling points for PGME 

and PGMEA solvents at 25°C and 240°C. Data obtained from reference 

[64]. .............................................................................................................176 

Table 6.2 Physical parameters used in the simulations and their associated references, 

where SI stands for the Supporting Information section. Note that α and 

ΔΓ were varied as part of a parameter sweep between the reported ranges.

.....................................................................................................................186 



 xvii 

Table S6.1 Summary of homopolymer surface tension estimates at 240°C obtained 

through different combinations of correlations. ΔΓ values for each method 

are provided. ...............................................................................................197 



 xviii 

List of Figures 

Figure 1.1 Schematic of Marangoni-driven patterning carried out using a contact 

exposure technique. a) Light exposure step in which an equal line-space 

photomask of periodicity λ is used to selectively expose to UV light the 

film of initial height, h0. Exposed areas undergo a chemical reaction and 

possess a surface energy, or surface tension, of γ+ while those unexposed 

areas remain unaffected and possess the nominal surface tension, γ0. b) 

Annealing the film above its glass transition temperature causes the 

polymer film to flow into the exposed regions. The flow is initially 

strongest at the crossover between the exposed and unexposed regions, 

resulting double peaks. c) The double peaks eventually merge to form 

peaks and valleys with a peak to valley height of Δh and an aspect ratio, 

AR, where AR = 2Δh/λ. d) At long annealing times, the surface tension 

promoter dissipates due to diffusion effects and capillary forces 

eventually planarize the film. This figure was published in Colloids and 

Surfaces A: Physiochemical and Engineering Aspects, 603, Stanley, S. K. 

and Bonnecaze, R. T., Fundamental Limits of Marangoni-driven 

Patterning, 125217, Copyright Elsevier (2020) and has been adapted to a 

two-column format..........................................................................................2 



 xix 

Figure 1.2 Photomask, simulated feature, and pattern contour compared to 50x50 μm2 

target. Yellow regions of the photomask are exposed with higher surface 

tension, whereas dark areas are opaque. The polymer flows towards the 

center of the exposed, higher surface tension region. Feature profile and 

contours were taken at an annealing time of 5,000 seconds. The red outline 

in a) shows the target dimensions. Feature contours are extracted at h = h0 

= 150 nm, denoted by the red cut in b). This red cut is for demonstration 

only and do not represent the dimensions of the target. Note that the 

features are not drawn to scale, where the pattern pitch is 100 μm and the 

feature height is in nanometers. ......................................................................4 

Figure 1.3 Depiction of thin films possessing (a) positive and (b) negative bias. 

Positive bias is characterized by a lower film height in trenched regions 

with respect to open regions, whereas negative bias is characterized by a 

higher film height in the trench regions with respect to the open regions. 

Bias is defined as the difference in film height between the open region 

and the trench region. ......................................................................................6 



 xx 

Figure 2.1 Schematic of Marangoni-driven patterning carried out using a contact 

exposure technique. a) Light exposure step in which an equal line-space 

photomask of periodicity λ is used to selectively expose to UV light the 

film of initial height, h0. Exposed areas undergo a chemical reaction and 

possess a surface energy, or surface tension, of γ+ while those unexposed 

areas remain unaffected and possess the nominal surface tension, γ0. b) 

Annealing the film above its glass transition temperature causes the 

polymer film to flow into the exposed regions. The flow is initially 

strongest at the crossover between the exposed and unexposed regions, 

resulting double peaks. c) The double peaks eventually merge to form 

peaks and valleys with a peak to valley height of Δh and an aspect ratio, 

AR, where AR = 2Δh/λ. d) At long annealing times, the surface tension 

promoter dissipates due to diffusion effects and capillary forces 

eventually planarize the film. Note that the figures are not necessarily 

drawn to scale, as films patterned to date are typically several hundreds of 

nanometers thick and the pattern pitches have ranged from roughly 1-200 

μm. ..................................................................................................................9 

Figure 2.2 Feature profiles calculated using the linearized solution for varying a) ε, b) 

 , and c) V. Note that in Fig. 2.2a, there exists a critical value of ε at 

which the feature touches the substrate. .......................................................18 



 xxi 

Figure 2.3 Steady-state and dewetting feature profiles as determined by the nonlinear 

and linear models for the limiting values of α, and αV, where α = αMax = 2 

and αV = αVMax = 10.  Note that by decreasing the value of ε by ~0.003% 

from ε = 0.31028 to ε = 0.31027, the film is forced to dewet due to the 

rapidly increasing van der Waals forces. This transition point defines the 

minimum value of ε for the nonlinear analysis. Also note that in 

comparing the linear and nonlinear models for ε = 0.31028, the linear 

model over predicts the feature height. .........................................................23 

Figure 2.4 (a) Peak-to-valley height and (b) aspect ratio as a function of pattern 

periodicity, λ, for given values of h0, A, γ0, α, and V. The lines/symbols 

that terminate at the upper right of each series indicate when εMin is 

achieved where the film either touches the substrate (linearized model) or 

is barely stabilized against dewetting (nonlinear model). Experimental 

observations extracted from various references are also included. The 

symbol-reference pairs are as follows:  = [1],  = [7],  = [3],  = [4], 

 = [6]. Note that the values of h0, α, A, and γ0 reported in the figure apply 

only to the simulation results and not to the experiments. See Table 2.1 

for the values used in experiments. ...............................................................26 

Figure 2.5 Aspect ratio as a function of pattern periodicity, λ, for given values of h0, 

A, γ0, α, and V. The symbols that terminate at the upper right of each series 

indicate when εMin is achieved, except for the step function profiles at 

h0 = 100 nm and h0 = 1000 nm. ....................................................................28 

Figure S2.1 Comparison of concentration distributions initialized using a sinusoid 

(black) and smoothed step function (blue). The transition zone is of 

dimensionless size 0.05 (5% of the full domain length). ..............................38 



 xxii 

Figure 3.1 Schematic and possible outcomes of MDP performed using a line-and-space 

photomask. a) UV light interacts with polymer film in regions 

unobstructed by the photomask, raising the surface tension in exposed 

regions. λ is the full-pitch of the equal line-space photomask and λHP the 

resulting half-pitch of the surface tension gradient and resulting pattern. 

h0 is the initial film thickness. b) Heating the film above its glass transition 

temperature allows the film to flow into the exposed regions of higher 

surface tension, resulting in the film being deflected. Initially double 

peaks form where the gradient is strongest. c) The double peaks eventually 

merge, and the film height continues to grow. d) If the Marangoni forces 

are not strong enough, the film will eventually relax back to flat as 

diffusion erases the surface tension gradient and capillary forces 

replanarize the film. e) If the film is deflected far enough, van der Waals 

forces become strong and dewetting occurs. Portions of this figure have 

been published in Colloids and Surfaces A: Physiochemical and 

Engineering Aspects, 603, Stanley, S. K. and Bonnecaze, R. T., 

Fundamental Limits of Marangoni-driven Patterning, 125217, Copyright 

Elsevier (2020). .............................................................................................43 

Figure 3.2 a) Normalized concentration profiles and b) normalized film height profiles 

for a simulation in which the initial concentration was a step function. c) 

Normalized concentration profiles and d) normalized film height profiles 

for a simulation in which the initial concentration was a sinusoid. 

Simulation conditions for all component figures were M, V, = 1, and W = 

10...................................................................................................................49 



 xxiii 

Figure 3.3 a) Normalized concentration profiles and b) normalized film height profiles 

for a simulation in which the initial concentration was a step function. 

Simulation conditions for a) and b) were M, V, = 1, and W = 10.7. c) 

Normalized concentration profiles and d) normalized film height profiles 

for a simulation in which the initial concentration was a step function. 

Simulation conditions for c) and d) were M, V, = 1, and W = 10.8. Note 

that the ~1% increase in the value of W leads to dewetting, which can be 

seen by comparing b) and d). ........................................................................50 

Figure 3.4 Constant V contours defining the transition from planarization to dewetting. 

For a given value of V, regions below the contour replanarize while 

regions above the contour dewet. The validity of the simulation results 

depends on whether fast vertical diffusion can be assumed, i.e. Wε2/M ≤ 

0.1. This borderline is provided for ε = 0.01 (typical of past experiments) 

and for ε = 0.1 (more general value). Note that for a value of ε = 0.1, the 

domain is fairly restricted, but for typical experimental conditions in 

which ε = 0.01, the domain is much less restricted. .....................................52 

Figure 3.5 Constant V contours defining the transition from planarization to dewetting. 

For a given value of V, regions below the contour replanarize while 

regions above the contour dewet. Assuming silicon oxide as the substrate, 

experimental values were overlaid with the model predictions, showing 

that the conditions tested by Arshad et al. would not lead to dewetting. ......56 



 xxiv 

Figure 4.1 Schematic of Marangoni-driven patterning and breakthrough etch. a) 

Example line-space photomask of periodicity λ and space-width w is used 

to selectively expose the polymer film of initial height h0 to UV light. The 

surface energy or tension in the exposed areas (red) increases due to the 

photochemical reaction, as indicated by the γ+ symbol. The surface 

tension in unexposed areas (blue) remains unchanged as indicated by the 

γ0 symbol. b) Annealing the film causes the polymer to flow from the 

unexposed, lower surface tension regions, into the higher surface tension 

regions. Note the double peaks that form at short times where the gradient 

in surface tension is greatest. c) Double peaks merge and the surface 

tension gradient diffuses as indicated by the solid color. Central feature 

height is indicated by hc. d) Anisotropic breakthrough etch of height he 

exposes the underlying substrate, leaving features of height hf and width 

CD. Note that the figures are not drawn to scale as the film height is 

typically hundreds of nanometers while the feature periodicity is typically 

tens of microns. .............................................................................................59 

Figure 4.2 Repeating 35x35 µm2 square photomask pattern. Yellow areas represent 

exposed regions and blue areas represent unexposed regions. The exposed 

regions of the polymer film possess a higher surface tension relative to the 

unexposed regions, meaning that fluid will flow into the yellow region......69 



 xxv 

Figure 4.3 a,b) Features formed using a 35x35 µm2 square photomask annealed at 

120°C. The pre-etch film height, h/h0, is indicated by the associated color 

bars. The red squares in a) and b) help visualize the contour that would 

result from an anisotropic etch of height h0. c,d) Feature contours overlaid 

with the target 35x35 µm2 square. Notice that the feature corners are 

significantly rounded. The penalized area, a dimensionless metric for 

determining feature-target overlap, is also reported with each contour. e,f) 

Contours of the concentration, C/C0. Contours levels range from 0 to 1 in 

intervals of 0.1.  The dimensionless annealing times for a,c,e) and b,d,f) 

were 0.049 and 0.16, respectively. ................................................................71 

Figure 4.4 a) Penalized area and its component parts vs. scaled annealing time at 120°C 

and 140°C. b) Normalized feature height vs. scaled annealing time at T = 

120°C and T = 140°C. Inset shows that the curves mostly collapse when 

scaling the feature height by κ. .....................................................................73 

Figure 4.5 a) Intuitive and b) resized photomasks. Red outline overlays the target with 

the photomask. c,d) Features resulting from annealing at 140°C for t/tM = 

0.16. Red cross-section defines the relevant after-etch contour taken at h0. 

e,f) After-etch contour overlaid with the target 35x35 µm2 square contour.

.......................................................................................................................75 



 xxvi 

Figure 4.6 a) Penalized area at various annealing times for the intuitive 35x35 µm2 

photomask and the best-performing resized photomasks. b) Fold 

reduction in penalized area when comparing the penalized areas generated 

by the intuitive 35x35 µm2 photomask to the best-performing resized 

photomasks at each annealing time and temperature. c) Normalized 

feature height at various annealing times for the intuitive 35x35 µm2 

photomask and the best-performing resized photomasks. d) % reduction 

in feature height when comparing the feature heights generated by the 

intuitive 35x35 µm2 photomask to the best-performing resized 

photomasks at each annealing time and temperature. ...................................77 

Figure 4.7 Normalized feature height over time for various square photomask sizes 

annealed at 120°C. Note that the smaller square photomask exhibits taller 

feature heights at early annealing times. The earlier onset of feature decay 

for the smaller photomask results in shorter features at later times relative 

to those achieved by larger photomasks. ......................................................79 

Figure 4.8 Photomask representation. Yellow pixels represent transparent, exposed 

photomask regions, while the blue areas represent closed photomask 

region. Note that only one-eighth of the photomask needs to be 

manipulated due to symmetry (light outline). Also note that the variable 

domain has been restricted to a subset of the whole domain (bold outline).

.......................................................................................................................80 



 xxvii 

Figure 4.9 Genetic algorithm convergence plot for optimizations at a) 120°C with fixed 

annealing times of t/tM = 0.049, 0.097, 0.16, 0.23, 0.29 and b) 140°C with 

fixed simulation times of t/tM = 0.079, 0.16, 0.26, 0.37, and 0.47. The 

initial point at generation zero for each fixed annealing time reflects the 

“first order” correction to the intuitive 35x35 µm2 square photomask 

(underlined values in Table 4.2). The progression terminates when the 

photomask population becomes homogeneous. ............................................82 

Figure 4.10 a) Optimized photomask for the 120°C optimization at t/tM = 0.049. The 

red square depicts the size of the intuitive 35x35 µm2 square photomask. 

b) Resulting feature. Note that the feature height is not to scale so as to 

clearly visualize the feature shape. Red cross-section defines the relevant 

after-etch contour. c) After-etch contour overlaid with the target 35x35 

µm2 square contour. ......................................................................................84 

Figure 4.11 a) Penalized area at various annealing times for the intuitive 35x35 µm2 

photomask and the photomasks optimized using the genetic algorithm. b) 

Fold reduction in penalized area when comparing the penalized areas 

generated by the intuitive 35x35 µm2 photomask to the optimized 

photomasks at each annealing time and temperature. c) Normalized 

feature height at various annealing times for the intuitive 35x35 µm2 

photomask and the photomasks optimized using the genetic algorithm. d) 

% reduction in feature height when comparing the feature heights 

generated by the intuitive 35x35 µm2 photomask to the optimized 

photomasks at each annealing time and temperature. ...................................87 



 xxviii 

Figure S4.1 Normalized feature height over time calculated using adaptive and 

constant time stepping methods on simulation grid sizes of 1x1 µm2 and 

0.5x0.5µm2, respectively. Simulations were performed using square 

photomasks of size 25x25 µm2 and 51x51 µm2 at annealing temperatures 

of 120°C and 140°C. .....................................................................................90 

Figure S4.2 Penalized area over time calculated using adaptive and constant time 

stepping methods on simulation grid sizes of 1x1 µm2 and 0.5x0.5µm2, 

respectively. Simulations were performed using square photomasks of 

size 25x25 µm2 and 51x51 µm2 at annealing temperatures of 120°C and 

140°C. ...........................................................................................................92 

Figure S4.3 Plots showing the progression of relative volume and species loss for 

square photomasks of size 25x25 µm2 and 51x51 µm2 at annealing 

temperatures of 120°C and 140°C. ...............................................................93 

Figure S4.4 Normalized feature height for the C++ and COMSOL model 

implementations which were calculated using a 35x35 µm2 square 

photomask at an annealing temperature of 120°C. .......................................95 

Figure S4.5 Penalized area over time calculated using various grid sizes. Simulations 

were performed using a square 35x35 µm2 photomask at an annealing 

temperature of 120°C. ...................................................................................97 

Figure S4.6 Target contour (red) overlaid with feature contours (blue and black) 

formed using the optimized photomask for conditions t/tM = 0.26 and T = 

140°C. The blue contour is that formed using a coarse, 1x1 µm2 

simulation grid, whereas the black, dashed contour is that formed using a 

fine 0.5x0.5 µm2 simulation grid. ...............................................................101 



 xxix 

Figure S4.7 Optimized photomasks (left column), resulting feature (middle column), 

and feature contours (right column) with associated penalized area. 

Optimizations performed at 120°C for a) t/tM = 0.049, b) t/tM = 0.097, c) 

t/tM = 0.16, d) t/tM = 0.23, and e) t/tM = 0.29. Note that the feature heights 

are not to scale not to scale so as to clearly visualize the feature shape. ....102 

Figure S4.8 Optimized photomasks with overlaid target contour (left column), 

resulting feature (middle column), and feature contours (right column) 

with associated penalized area. Optimizations performed at 140°C for a) 

t/tM = 0.079, b) t/tM = 0.16, c) t/tM = 0.26, d) t/tM = 0.37, and e) t/tM = 0.47. 

Note that the feature heights are not to scale not to scale so as to clearly 

visualize the feature shape. .........................................................................103 

Figure S4.9 a) Optimized photomask and overlaid target contour. b) Resulting feature. 

c) Feature contour and target. Optimization performed at 120°C for using 

an initial population seed containing a disproportionate amount of 35x35 

µm2 square photomasks. Note that the feature height is not to scale so as 

to clearly visualize the feature shape. .........................................................104 



 xxx 

Figure 5.1 Schematic of Marangoni-driven patterning and breakthrough etch. a) 

Example line-space photomask of periodicity λ and space-width w is used 

to selectively expose the polymer film of initial height h0 to UV light. The 

surface energy or tension in the exposed areas (red) increases due to the 

photochemical reaction, as indicated by the γ+ symbol. The surface 

tension in unexposed areas (blue) remains unchanged as indicated by the 

γ0 symbol. b) Annealing the film causes the polymer to flow from the 

unexposed, lower surface tension regions, into the higher surface tension 

regions. Note the double peaks that form at short times where the gradient 

in surface tension is greatest. c) Double peaks merge and the surface 

tension gradient diffuses as indicated by the solid color. Central feature 

height is indicated by hc. d) Anisotropic breakthrough etch of height he 

exposes the underlying substrate, leaving features of height hf and width 

CD. Note that the figures are not drawn to scale as the film height is 

typically hundreds of nanometers while the feature periodicity is typically 

tens of microns. Figure and caption adapted from S.K. Stanley, C.J. 

Ellison, R.T. Bonnecaze, Control of Marangoni-driven patterning by an 

optimized distribution of surface energy, J. Appl. Phys. 127 (2020), with 

the permission of AIP Publishing. ..............................................................107 



 xxxi 

Figure 5.2 Photomask, simulated features, and pattern contours compared to 50x50 

μm2 target. Yellow regions of the photomask are exposed with higher 

surface tension, whereas dark areas are opaque. The polymer flows 

towards the center of the exposed, higher surface tension region. Feature 

profile and contours were taken at an annealing time of 5,000 seconds. 

The red outline in a) shows the target dimensions. Feature contours are 

extracted at h = h0 = 150 nm, denoted by the red cut in b). This red cut is 

for demonstration only and do not represent the dimensions of the target. 

Note that the features are not drawn to scale, where the pattern pitch is 

100 μm and the feature height is in nanometers. Details regarding the 

simulation will be provided later. ...............................................................109 

Figure 5.3 Reaction diagram for conversion of polystyrene to poly(phenyl acetylene). 

UV exposure causes a reaction leading to dehydrogenation of the polymer 

backbone. The pure polystyrene species imparts a surface tension, γ0, 

whereas the exposed polymer, now containing some 

poly(phenyl acetylene), imparts a higher surface tension, γ+. ....................112 

Figure 5.4 a) Example AFM scan and trace of 10 μm pitch line-space pattern. Low-

frequency or linear noise that exists in the trace was reduced using a 

splining technique. Note that the reported height is only relative and had 

to be adjusted to an absolute scale by ensuring the volume under the 

curves was consistent with the initial volume calculated from the initial 

film thickness, h0Avg. b) Averaged traces and ±1 standard deviation for a 

similar 10 μm pitch line-space pattern (Sample 1 in Table 5.1) taken at 

t = 70 seconds. ............................................................................................115 



 xxxii 

Figure 5.5 Peak-to-valley heights taken from experimental data with ±1 standard 

deviation. a) Data from 10 μm pitch samples. b) Data from 20 μm pitch 

samples. .......................................................................................................117 

Figure 5.6 Averaged trace and standard deviation for 20 μm pitch line-space patterns 

with overlaid simulation profiles. Sample 7 experiment and simulation 

profiles provided at annealing times a) t = 3 minutes and b) t = 30 minutes. 

Sample 11 experiment and simulation profiles provided at annealing 

times c) t = 3 minutes and d) t = 30 minutes. In all cases, blue points 

represent experimental values with ±1 standard deviation, where red and 

green points represent simulation data obtained using the primary and 

secondary parameters in Table 5.1, respectively. Note that good overlap 

is achieved for the primary parameter set in a) where poor overlap is seen 

for the secondary parameters. In some cases, though, the secondary 

parameter set performs well, which makes difficult the task of 

determining which parameter set is correct. ...............................................125 



 xxxiii 

Figure 5.7 Intuitive square and L-shaped photomasks, simulated features, and pattern 

contours compared to target. a) and d) Photomasks, where yellow regions 

of the photomask are exposed with higher surface tension and dark areas 

are opaque. The polymer flows towards the exposed, higher surface 

tension regions. The red outline shows the target dimensions. b) and e) 

Feature profile and contours taken at an annealing time of 5,000 seconds. 

Feature contours are extracted at h = h0 = 150 nm, denoted by the red cut. 

This red cut is for demonstration only and does not represent the 

dimensions of the target. Note that the features are not drawn to scale, 

where the pattern pitch is 100 μm and the feature height is in nanometers. 

c) and f) Contours extracted at h = h0 = 150 nm compared to target shape.

.....................................................................................................................129 

Figure 5.8 Optimized square and L-shaped photomasks with 1x1 μm2 pixels, simulated 

features, and pattern contours compared to the corresponding targets. 

Feature profile and contours taken at an annealing time of 5,000 seconds. 

The optimized photomasks were obtained through the optimization 

method using the Sample 8 primary parameters. The red outline in a) and 

d) shows the target dimensions. The red cut in b) and e) is for 

demonstration only and does not represent the target dimensions. Feature 

contours are extracted at h = h0 = 150 nm. Note that the features in b) and 

e) are not drawn to scale, where the pattern pitch is 100 μm and the feature 

height is in nanometers. ..............................................................................132 



 xxxiv 

Figure 5.9 Optimized square target photomasks. Ideal (left) and actual photomasks 

(right) as imaged using an optical microscope. In the ideal images, the 

yellow regions represent clear, exposed areas, whereas the blue represents 

opaque areas covered by chrome. In the actual photomask images, the 

reflective chrome regions are lighter and the darker regions are 

transparent. The red scalebars in the microscope images correspond to 10 

μm. a) Pixels are 1 μm wide. b) Pixels are 2 μm wide. c) Pixels are 4 μm 

wide. ............................................................................................................134 

Figure 5.10 Optimized L-shaped target photomasks. Ideal (left) and actual photomasks 

(right) as imaged using an optical microscope. In the ideal images, the 

yellow regions represent clear, exposed areas, whereas the blue represents 

opaque areas covered by chrome. In the actual photomask images, the 

reflective chrome regions are lighter and the darker regions are 

transparent. The red scalebars in the microscope images correspond to 10 

μm. a) Pixels are 1 μm wide. b) Pixels are 2 μm wide. c) Pixels are 4 μm 

wide. Note because a photomask with 2 μm wide pixels was seeded into 

the 1 μm pixel mask optimization, several 2 μm pixels persisted in the 1 

μm wide pixel mask. ...................................................................................135 



 xxxv 

Figure 5.11 Feature height plots (left) and associated photomask pattern (right) used 

in generating the feature. Results shown are for the a) 50x50 μm2 square 

mask, b) 58x58 μm2 square mask, and the c) optimized mask with 1x1 

μm2 pixels. Samples were annealed for roughly 5,000 seconds. Actual 

feature contours are shown in red. Target (dashed black) and simulated 

(solid black) contours were roughly centered around the actual contours. 

The simulated contours here were obtained using the primary parameter 

set. The red scale bars in photomask images correspond to 10 μm. Note 

that point defects were occasionally present that may fall below or above 

the manually set color bar limits. ................................................................138 

Figure 5.12 Comparison of penalized areas for the different square target photomasks. 

The square represents the average value bounded by ±1 standard 

deviation. In diamonds are the measured values for the corresponding 

photomasks. ................................................................................................140 

Figure 5.13 Peak-to-valley height over time (Δh) for a 50x50 μm2 square feature as 

predicted using the primary and secondary parameters. The dashed lines 

correspond to the Δh predicted using the sample 8 parameters, whereas 

the upper and lower bounds correspond to the Δh predicted using the 

sample 5 and sample 11 parameters, respectively. These upper and lower 

bounds help account for the sample-to-sample variability seen in Fig. 5.5. 

Experimental Δh values for the 50x50 μm2 square photomask are overlaid 

(see Table 5.2). These values fall mainly within the intervals set by the 

primary parameters, suggesting that the primary parameters are correct. ..143 



 xxxvi 

Figure 5.14 Feature height plots (left) and associated photomask pattern (right) used 

in generating the feature. Results shown are for the a) 50x25 μm2 L-shape 

mask and b) optimized mask with 1x1 μm2 pixels. Samples were annealed 

for roughly 5,000 seconds. Actual feature contours are shown in red. 

Target (dashed black) and simulated (solid black) contours were roughly 

centered around the actual contours. The simulated contours here were 

obtained using the primary parameter set. The red scale bars in photomask 

images correspond to 10 μm. Note that point defects were occasionally 

present that may fall below or above the color bar limits. ..........................145 

Figure 5.15 Comparison of penalized areas for the different L-shape target 

photomasks. The square represents the average value bounded by ±1 

standard deviation. In diamonds are the measured values for the 

corresponding photomasks..........................................................................147 

Figure S5.1 a) and d) are optimized square photomasks with 1x1 μm2 pixels obtained 

using the sample 8 primary parameters and an annealing time of 5,000 

seconds. Features and feature-target contours in b) and c) were obtained 

by simulating feature formation using the sample 11 primary parameters. 

Features and feature-target contours in e) and f) were obtained by 

simulating feature formation using the sample 5 primary parameters. The 

red outline in a) and d) shows the target dimensions. The red cut in b) and 

e) is for demonstration only and does not represent the dimensions of the 

target. Feature contours are extracted at h = h0 = 150 nm. Note that the 

features in b) and e) are not drawn to scale, where the pattern pitch is 100 

μm and the feature height is in nanometers. ...............................................150 



 xxxvii 

Figure S5.2 a) and d) are optimized square photomasks with 1x1 μm2 pixels obtained 

using the Sample 8 primary parameters and an annealing time of 10,000 

seconds. Features and feature-target contours in b) and c) were obtained 

by simulating feature formation using the Sample 11 primary parameters. 

Features and feature-target contours in e) and f) were obtained by 

simulating feature formation using the Sample 5 primary parameters. The 

red outline in a) and d) shows the target dimensions. The red cut in b) and 

e) is for demonstration only and does not represent the dimensions of the 

target. Feature contours are extracted at h = h0 = 150 nm. Note that the 

features in b) and e) are not drawn to scale, where the pattern pitch is 100 

μm and the feature height is in nanometers. ...............................................151 

Figure S5.3 L-shaped photomask with 1x1 μm2 pixels, simulated feature, and pattern 

contour compared to the target. Feature profile and contours taken at an 

annealing time of 12,000 seconds. The optimized photomasks were 

obtained through the optimization method using the Sample 8 secondary 

parameters. The red outline in a) shows the target dimensions. The red cut 

in b) is for demonstration only and does not represent the target 

dimensions. Feature contours are extracted at h = h0 = 150 nm. Note that 

the feature in b) is not drawn to scale, where the pattern pitch is 100 μm 

and the feature height is in nanometers.......................................................152 



 xxxviii 

Figure S5.4 Feature height plots (left) and associated photomask pattern (right) used 

in generating the feature. Results shown are for the a) 50x50 μm2 square 

mask and for the optimized masks with b) 1x1 μm2 pixels, c) 2x2 μm2 

pixels, and d) 4x4 μm2 pixels. Samples were annealed for roughly 5,000 

seconds. Actual feature contours are shown in red. Target (dashed black) 

and simulated (solid black) contours were roughly centered around the 

actual contours. The simulated contours here were obtained using the 

primary parameter set. The red scale bars in photomask images 

correspond to 10 μm. Note that point defects were occasionally present 

that may fall below or above the color bar limits. ......................................154 

Figure S5.5 Feature height plots (left) and associated photomask pattern (right) used 

in generating the feature. Results shown are for the a) 50x50 μm2 square 

mask and for the optimized masks with b) 1x1 μm2 pixels, c) 2x2 μm2 

pixels, and d) 4x4 μm2 pixels. Samples were annealed for roughly 10,000 

seconds. Actual feature contours are shown in red. Target (dashed black) 

and simulated (solid black) contours were roughly centered around the 

actual contours. The simulated contours here were obtained using the 

primary parameter set. The red scale bars in photomask images 

correspond to 10 μm, except in c), where the scale bar is 20 μm. Note that 

point defects were occasionally present that may fall below or above the 

color bar limits. ...........................................................................................155 



 xxxix 

Figure S5.6 Feature height plots (left) and associated photomask pattern (right) used 

in generating the feature. Results shown are for the a) 50x50 μm2 square 

mask and for the optimized masks with b) 1x1 μm2 pixels, c) 2x2 μm2 

pixels, and d) 4x4 μm2 pixels. Samples were annealed for roughly 6,000 

seconds. Actual feature contours are shown in red. Target (dashed black) 

and simulated (solid black) contours were roughly centered around the 

actual contours. The simulated contours here were obtained using the 

secondary parameter set. The red scale bars in photomask images 

correspond to 10 μm. Note that point defects were occasionally present 

that may fall below or above the color bar limits. ......................................156 

Figure S5.7 Feature height plots (left) and associated photomask pattern (right) used 

in generating the feature. Results shown are for the a) 50x50 μm2 square 

mask and for the optimized masks with b) 1x1 μm2 pixels, c) 2x2 μm2 

pixels, and d) 4x4 μm2 pixels. Samples were annealed for roughly 12,000 

seconds. Actual feature contours are shown in red. Target (dashed black) 

and simulated (solid black) contours were roughly centered around the 

actual contours. The simulated contours here were obtained using the 

secondary parameter set. The red scale bars in photomask images 

correspond to 10 μm. Note that point defects were occasionally present 

that may fall below or above the color bar limits. ......................................157 



 xl 

Figure S5.8 Feature height plots (left) and associated photomask pattern (right) used 

in generating the feature. Results shown are for the a) 50x25 μm2 L-shape 

mask and for the optimized masks with b) 1x1 μm2 pixels, c) 2x2 μm2 

pixels, and d) 4x4 μm2 pixels. Samples were annealed for roughly 5,000 

seconds. Actual feature contours are shown in red. Target (dashed black) 

and simulated (solid black) contours were roughly centered around the 

actual contours. The simulated contours here were obtained using the 

primary parameter set. The red scale bars in photomask images 

correspond to 10 μm. Note that point defects were occasionally present 

that may fall below or above the color bar limits. ......................................158 

Figure S5.9 Feature height plots (left) and associated photomask pattern (right) used 

in generating the feature. Results shown are for the a) 50x25 μm2 L-shape 

mask and for the optimized masks with b) 1x1 μm2 pixels, c) 2x2 μm2 

pixels, and d) 4x4 μm2 pixels. Samples were annealed for roughly 6,000 

seconds. Actual feature contours are shown in red. Target (dashed black) 

and simulated (solid black) contours were roughly centered around the 

actual contours. The simulated contours here were obtained using the 

secondary parameter set. The red scale bars in photomask images 

correspond to 10 μm. Note that point defects were occasionally present 

that may fall below or above the color bar limits. ......................................159 



 xli 

Figure 6.1 Depiction of thin films possessing (a) positive and (b) negative bias. 

Positive bias is characterized by a lower film height in trenched regions 

with respect to open regions, whereas negative bias is characterized by a 

higher film height in the trench regions with respect to the open regions. 

Bias is defined as the difference in film height between the open region 

and the trench region. ..................................................................................161 

Figure 6.2 a) Thermal deprotection reaction in which PS-co-PTBSM forms PS-co-

PHOST and gaseous carbon dioxide and isobutylene. Water contact 

angles show that PHOST subunits impart a higher surface tension 

compared to PTBSM subunits as indicated by the symbols γ0 and γ+. b) 

Water contact angle on separate polymer films measured at different 

annealing times. Note the decrease in water contact angle, suggesting an 

increase in film surface energy over time. Water contact angle data 

extracted from reference [17]......................................................................166 

Figure 6.3 a) Film thickness over several annealing times for samples coated on flat 

Si-SiOx substrates. Samples were prepared using either PGMEA as the 

only spin-coating solvent or using a mixture of 40:60 PGME:PGMEA (by 

weight) as the spin-coating solvent. Thick and thin films were used to 

determine whether the reaction was thickness dependent. b) Film 

thickness normalized by the initial film thickness. .....................................168 

Figure 6.4 SEM images of trench and open regions for the sample coated on Si-SiOx 

substrates annealed at 240°C for different times. Trench regions are on 

the left and open regions are on the right. Scale bars correspond to 100 

nm. Note that at t = 10 s, the film is notably thicker in the trench regions, 

as the bias has reversed. ..............................................................................170 



 xlii 

Figure 6.5 SEM images of trench and open regions for the sample coated on TiN 

substrates annealed at 240°C for different times. Trench regions are on 

the left and open regions are on the right. Smaller scale bars correspond 

to 100 nm and larger scale bars correspond to 200 nm. Note that at t = 10 

s, the film is notably thicker in the trench regions, as the bias has reversed. 

Also note that the bright, thin TiN coating can be distinguished from the 

original substrate. ........................................................................................171 

Figure 6.6 Wide-angle SEM images of trench and open regions for the sample coated 

on Si-SiOx substrates and annealed at 240°C for different times. At t = 0 

s (no bake), a dip in height in the trench regions is visible. By t = 10 s, a 

dome is apparent, as significant polymer has flowed into the trench 

regions. By t = 60 s, the dome has relaxed, and the surface appears flatter 

relative to the 10 s bake. .............................................................................172 

Figure 6.7 Film thickness measured from the substrate (excluding trench depth) in the 

a) open region and b) trench region over time. c) Film bias over time 

measured as Bias = hOpen-hTrench. .................................................................173 

Figure 6.8 Diagram of the adjusted film height, Φ(x), film thickness, h(x), and 

substrate geometry, S(x). The adjust film height is calculated as Φ(x) = 

h(x) + S(x). ..................................................................................................180 

Figure 6.9 Adjusted film height, Φ(x), obtained at several times using a five-trench 

substrate for a) ΔΓ = 14 mN/m and α = 1, and for b) ΔΓ = 14 mN/m and 

α = 4. c) Bias over time for simulated results compared to experimental 

results featured previously. .........................................................................187 



 xliii 

Figure 6.10 a) Minimum bias calculated/interpolated across a range of ΔΓ and α. Red 

line denotes the contour at which the minimum bias is zero. Regions to 

the left of the contour did not reverse in bias, whereas regions to the right 

did. b) Contours denoting zero bias for the 5-trench and 10-trench 

geometries. The similarity in contours suggests that adding more trenches 

to the simulation domain would not greatly affect the results. ...................188 

Figure 6.11 a) Objective, J, calculated/interpolated across a range of ΔΓ and α for the 

5-trench geometry. Red contours enclose regions where the simulated bias 

reversal at t = 10 s is within 10% of that achieved in experiments. b) 

Comparison of the contours for the 5-trench and 10-trench setups. Note 

that only a small difference is observed, suggesting that adding more 

trenches would not greatly affect the results...............................................190 

Figure S6.1 Log-viscosity vs. inverse temperature plot for deprotected PS-co-PTBSM 

sample, which has presumably converted into PS-co-PHOST. Data and 

Arhenius-like fit are provided. ....................................................................194 

Figure S6.2 Log-diffusivity vs. inverse temperature data extracted from reference [65]. 

Black lines correspond to quadratic fits used to extrapolate out to 240°C. 196 

Figure S6.3 Thickness over time for pure PTBSM and PS-co-PTBSM annealed at 

225°C on a silicon substrate. .......................................................................198 

 

  



 1 

Chapter 1:  Introduction 

Marangoni-driven patterning (MDP) is a relatively new technique that harnesses surface 

tension-driven flows to create topography in thin polymer films [1–8]. The process begins 

by selectively exposing a photoactive polymer film to UV light, where exposed regions 

undergo a chemical reaction and experience a change in surface energy/tension. When the 

polymer is heated above its glass transition temperature after exposure, the surface tension 

gradients are allowed to act on the now liquid polymer film and cause it to flow into the 

regions of higher surface tension by way of the Marangoni effect. This flow process 

generates hill-and-valley topography with peak-to-valley height, Δh and pattern 

periodicity, λ. By cooling the film below its glass transition temperature, the topography 

can be locked in place. The magnitude of the topography generated through MDP is 

primarily limited by diffusion and capillary forces. Initially, Marangoni forces are strong 

relative to capillary forces, thereby generating the topography. Over time, though, diffusion 

sufficiently degrades the concentration gradient to the point that capillary forces dampen 

the feature height and eventually planarize the film.  A schematic of MDP using a line-

space contact exposure technique is provided in Fig. 1.1. It is worth noting that patterning 

with “unzipping” polymers is notably similar to MDP. Unzipping polymers with low 

ceiling temperatures and end caps are kinetically stable, but upon exposure to UV light, 

bond scission allows for depolymerization when the polymer is heated above the ceiling 

temperature. In some cases, the exposed polymer can be made to vaporize immediately or 

upon heating and thereby undergo solvent-free development [9,10], much like in MDP. 

 

MDP possesses several distinguishing processing characteristics relative to other roll-to-

roll patterning methodologies. Where photolithography requires developing solvents to 
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develop the latent image, MDP relies solely on heat to develop the pattern. Furthermore, 

MDP could be made contactless using techniques like maskless lithography [11] inherently 

avoiding the template contact issues often associated with imprint lithography. In the R2R 

patterning space, applications for MDP might include generating flexible electronics, 

metamaterials [12,13], and functional coatings for light capture [14], adhesive [15], and 

antibiofouling applications [16].  

 

 

Figure 1.1 Schematic of Marangoni-driven patterning carried out using a contact exposure 

technique. a) Light exposure step in which an equal line-space photomask of periodicity λ 

is used to selectively expose to UV light the film of initial height, h0. Exposed areas 

undergo a chemical reaction and possess a surface energy, or surface tension, of γ+ while 

those unexposed areas remain unaffected and possess the nominal surface tension, γ0. b) 

Annealing the film above its glass transition temperature causes the polymer film to flow 

into the exposed regions. The flow is initially strongest at the crossover between the 

exposed and unexposed regions, resulting double peaks. c) The double peaks eventually 

merge to form peaks and valleys with a peak to valley height of Δh and an aspect ratio, AR, 

where AR = 2Δh/λ. d) At long annealing times, the surface tension promoter dissipates due 

to diffusion effects and capillary forces eventually planarize the film. This figure was 

published in Colloids and Surfaces A: Physiochemical and Engineering Aspects, 603, 

Stanley, S. K. and Bonnecaze, R. T., Fundamental Limits of Marangoni-driven Patterning, 

125217, Copyright Elsevier (2020) and has been adapted to a two-column format. 
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To determine which applications MDP is best suited for, it is important to understand the 

fundamental limits of the aspect ratio (AR) and feature pitch (λ), shown in Fig. 1.1. Aspect 

ratio is defined as the peak-to-valley height divided by the feature half-periodicity, i.e. AR 

= 2Δh/λ.  Generally, larger aspect ratios are desirable because they provide better etch 

contrast and improved optical properties, whereas smaller pattern pitches are often 

desirable as they allow for more densely packed features and shorter wavelength optical 

capabilities. To date, the maximum reported aspect ratio for MDP is roughly 0.05 and the 

minimum reported feature pitch is roughly 1.5 μm. Chapter 2 is dedicated to determining 

the limits of pattern aspect ratio and periodicity. Using modelling and simulation 

techniques, we perform a numerical analysis which shows the maximum aspect ratio for 

equal line-space patterning is roughly 0.5 and the fundamental limit of feature pitch is 

governed primarily by exposure capabilities and engineering constraints. 

 

One issue in MDP is the leftover residual layer that blocks access to the substrate and 

necessitates a breakthrough etch for subsequent patterning. To avoid this extra processing 

step, we investigate the possibility of inducing a dewetting event during MDP, which could 

expose the underlying substrate during the annealing step. Accessing this dewetting regime 

through MDP could additionally improve the aspect ratio of the resulting pattern beyond 

the limits mentioned previously. In Chapter 3, we explore the conditions necessary to 

induce this dewetting event by simulating MDP across a broad parameter space. Knowing 

these conditions a priori could help design future polymer systems for 

Marangoni-facilitated dewetting. 

 

Another primary issue in MDP is pattern control. When generating two-dimensional shapes 

like squares, simulations show that the corners and edges of the shape are significantly 
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rounded, as shown in Fig. 1.2. In this example, the pattern target is a 50x50 μm2 square and 

the photomask is a square of the same dimensions. Note in the feature and extracted contour 

that the corners are rounded, the edges are bowed inwards, and the extracted contour is too 

small relative to the target. To mitigate these issues, we implement an algorithm to optimize 

the initial exposure in a pixel-by-pixel fashion to generate more favorable flow patterns 

and sharper topography, which is presented in Chapter 4. Later, in Chapter 5, we 

experimentally validate this work using a polystyrene polymer system and show that 

improved patterning can indeed be achieved using this technique. 

 

 

Figure 1.2 Photomask, simulated feature, and pattern contour compared to 50x50 μm2 

target. Yellow regions of the photomask are exposed with higher surface tension, whereas 

dark areas are opaque. The polymer flows towards the center of the exposed, higher surface 

tension region. Feature profile and contours were taken at an annealing time of 5,000 

seconds. The red outline in a) shows the target dimensions. Feature contours are extracted 

at h = h0 = 150 nm, denoted by the red cut in b). This red cut is for demonstration only and 

do not represent the dimensions of the target. Note that the features are not drawn to scale, 

where the pattern pitch is 100 μm and the feature height is in nanometers. 

Finally, in Chapter 6, we describe a previously demonstrated polymer-coating and heating 

process capable of quickly planarizing and even reversing the bias of an initially conformal 

polymer film [17]. Bias is defined as the difference between open and trench region film 

heights (see Fig. 1.3). The polymer is a low-molecular-weight random copolymer 
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composed of polystyrene (PS) and poly(4-tert-butoxycarbonyloxystyrene) (PTBSM). The 

copolymer is abbreviated as PS-co-PTBSM. Upon heating PS-co-PTBSM to temperatures 

above 190°C, the PTBSM subunits are deprotected to form poly(4-hydroxystyrene) 

(PHOST) subunits along with gaseous carbon dioxide and isobutylene that escape the film 

as shown in Fig. 1.3c. Spin coating the copolymer onto a substrate containing trenches 

initially produces a conformal film, but with sufficient annealing (~10 seconds at 240°C) 

the film quickly reverses in bias [17].  
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Figure 1.3 Depiction of thin films possessing (a) positive and (b) negative bias. Positive 

bias is characterized by a lower film height in trenched regions with respect to open regions, 

whereas negative bias is characterized by a higher film height in the trench regions with 

respect to the open regions. Bias is defined as the difference in film height between the 

open region and the trench region. 

This reversal in bias is contrary to experience in leveling by traditional thermal reflow 

[18,19]. We present several theories for why this reversal in bias occurs, including 

thermocapillary-driven Marangoni flows and solvent-based solutal-driven Marangoni 

flows. We also propose a mechanism in which uneven rates of PTBSM deprotection across 
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the film generate a gradient in surface tension and drive fluid into the trench regions. This 

is likely when considering that the protected PS-co-PTBSM is expected to possess a lower 

surface tension (γ0) relative to the deprotected PS-co-PHOST (γ+). Using modelling and 

simulation techniques, we show that an uneven deprotection reaction could drive a 

sufficient quantity of fluid into the trench regions and reverse the bias. 

 

This work has answered questions essential to the advancement of MDP. Regarding the 

fundamental limits of this novel patterning process, we estimated the maximum aspect ratio 

and minimum feature pitch through an analytical and numerical analysis. We also 

performed an investigation on harnessing dewetting to go beyond the fundamental limits 

of MDP and avoid the breakthrough etch step. We also developed a strategy to address 

corner rounding and edge overlap issues related to two-dimensional patterning. This 

strategy hinged on iteratively simulating the flow process and optimizing the 

photoexposure field to improve pattern-target overlap. This strategy was implemented, and 

experimental results indeed showed improved shape control. Finally, we investigated a 

previously demonstrated bias-reversal process and developed a theory to explain this 

phenomenon.  
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Chapter 2:  Fundamental Limits of Marangoni-driven Patterning*

2.1 INTRODUCTION 

In the Marangoni effect fluid flows from regions of lower surface tension to regions of 

higher surface tension. The variations in surface tension can come about from variations in 

surface temperature (thermocapillary flow) or surface concentration (solutal Marangoni 

flow). The solutal Marangoni effect has been used to pattern thin polymer films by 

exposing them to UV light through a photomask [1–7]. A photochemical reaction takes 

place in the exposed regions that causes the surface energy of the film to increase. By 

heating the polymer film above its glass transition temperature, the polymer flows from the 

unexposed regions into the exposed regions of higher surface tension. This flow process 

forms features with hills and valleys possessing a peak-to-valley height, Δh, and a 

periodicity of λ. For equal line-space patterning, the aspect ratio, AR, of the feature is 

defined as the peak-to-valley height divided by the feature half-periodicity, such that 

AR = 2Δh/λ. A schematic of Marangoni-driven patterning (MDP) is shown in Fig. 2.1. Note 

that the films patterned to date have typically been 100-300 nm thick and the pattern pitches 

have ranged from roughly 1-200 μm. 

 

MDP is similar in many respects to traditional photo and imprint lithography. In both 

photolithography and MDP, the photoexposure step triggers a photochemical reaction. But 

where photolithography relies on a solubility switch to drive feature formation, MDP 

instead harnesses surface tension gradients to drive fluid flow and generate features. 

                                                 
* This article has been published in Colloids and Surfaces A: Physiochemical and Engineering Aspects, 603, 

Stanley, S. K. and Bonnecaze, R. T., Fundamental Limits of Marangoni-driven Patterning, 125217, Copyright 

Elsevier (2020). Fig. 2.1 has been adapted to better fit the page. Other minor format changes have been made 

and additional commentary has been added. The author would also like to thank and acknowledge Dr. Chris 

Ellison and Gabriel Cossio for their help understanding feature aspect ratio. 
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Similar to imprint lithography, MDP results in a residual layer between the valleys and the 

substrate, which could be removed using selective, anisotropic etch techniques. Doing so 

would expose the underlying substrate for further patterning. 

 

 

Figure 2.1 Schematic of Marangoni-driven patterning carried out using a contact exposure 

technique. a) Light exposure step in which an equal line-space photomask of periodicity λ 

is used to selectively expose to UV light the film of initial height, h0. Exposed areas 

undergo a chemical reaction and possess a surface energy, or surface tension, of γ+ while 

those unexposed areas remain unaffected and possess the nominal surface tension, γ0. b) 

Annealing the film above its glass transition temperature causes the polymer film to flow 

into the exposed regions. The flow is initially strongest at the crossover between the 

exposed and unexposed regions, resulting double peaks. c) The double peaks eventually 

merge to form peaks and valleys with a peak to valley height of Δh and an aspect ratio, AR, 

where AR = 2Δh/λ. d) At long annealing times, the surface tension promoter dissipates due 

to diffusion effects and capillary forces eventually planarize the film. Note that the figures 

are not necessarily drawn to scale, as films patterned to date are typically several hundreds 

of nanometers thick and the pattern pitches have ranged from roughly 1-200 μm. 

MDP possesses several processing characteristics that distinguish it from traditional 

patterning methods. Where in photolithography, toxic development solvents may be 

required, MDP relies solely on a heating step to drive feature formation. MDP also avoids 

the complications inherent to template fill and lift-off in imprint lithography. The 
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distinguishing processing steps in MDP may be advantageous in roll-to-roll patterning. For 

instance, although a solvent develop step may be simple in wafer-scale photolithography, 

dragging a patterned web through a solvent development bath may not be ideal. 

Conversely, to develop the features with MDP, an annealing oven and perhaps a 

breakthrough etch chamber could be used to avoid the solvent develop step. 

 

Technologies served by MDP could include functional coatings for improved surface 

adhesion [15], antifouling [16], improved light capture [14], and an etch mask for 

fabricating flexible electronics and flexible metamaterials. Flexible terahertz metamaterials 

[12,13] are a particularly promising application for MDP as the size requirements for 

terahertz metamaterials of 1-100 µm  have been achieved in previous MDP experiments. 

The photoexposure step at these size scales could be performed in a roll-to-roll setting 

using optical maskless exposure techniques [11,20] or using photo-roll exposure 

techniques [21,22]. 

 

To gauge the full scope of applications for MDP, it is necessary to understand the physical 

limits of the patterning mechanism. The goal of this chapter is to determine an upper bound 

for the maximum possible feature aspect ratio, and a lower bound for the minimum 

printable feature half-pitch, λ for equal line-space MDP. High aspect ratio structures are 

desirable because they often provide improved etch protection for device fabrication or 

improved optical properties. Smaller feature pitches are beneficial for creating higher 

density structures and can interact favorably with shorter optical wavelengths. To date the 

largest reported aspect ratio (AR) is roughly 0.04 [6] and the smallest reported feature pitch 

is roughly 1.5 μm [3]. Using a previously developed model for MDP along with a linear 

analysis, we determine the maximum feature aspect ratio and the minimum feature pitch. 
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These limits are compared to previous experimental results to show that significant 

opportunities remain to improve feature quality. 

 

The remainder of the chapter is as follows. First, a model for equal line-space MDP is 

presented and a framework for determining the maximum AR is outlined. A nonlinear and 

linear analyses are then performed to determine the steady-state feature height under 

various conditions. Using reasonable physical parameters and engineering constraints, the 

maximum feature aspect ratio and minimum printable half-pitch are determined and 

compared to previous literature results. Finally, we discuss barriers and strategies to realize 

these improvements and comment on potential research avenues for further improving the 

patterning process. 

 

2.2 THEORY AND ANALYSIS 

To understand the fundamental limits of the feature aspect ratio, we present a model for 

equal line-space MDP to determine the AR as a function of the polymer-substrate system. 

We then solve this model using both analytical and numerical methods and determine an 

upper bound for the feature aspect ratio and lower bound for the feature pitch. 

 

2.2.1 Model for Marangoni-driven patterning 

Several forces govern feature formation in MDP. Marangoni forces propel the fluid to 

regions of higher surface tension while capillary forces oppose the formation of surface 

features. Species diffusion also acts to dampen the features, causing the surface tension 

gradient to dissipate and weaken the Marangoni flow. Over time, capillary forces dominate 
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and eventually replanarize the film. In extreme cases where very tall features are generated, 

the valleys come close to the substrate and can be influenced by polymer-substrate van der 

Waals interactions. Accounting for Marangoni, capillary, van der Waals, and diffusive 

forces, we present a model for MDP.  

The fluid flow is modeled using the thin film equation, which is a reduced-order model 

derived from the Navier-Stokes equation under the lubrication approximation. This 

approximation takes advantages of the disparate thickness and pitch scales assuming 

2h0/λ = 2ε << 1, which is typical of previous experiments. The thin film equation is 

expressed as [7,23] 

   0.
h

hu
t x

 
 

 
               (2.1) 

Here, h is the film height, t is time, x is the lateral dimension, and u is the vertically 

averaged, lateral fluid velocity. The average fluid velocity can be expressed as [7,23] 

 

 
2

2

2 2

1 γ 1 1
γ ,

2μ 3μ 6πμ

h A h
u h h

x x x h x

    
   

    
    (2.2) 

where µ is the polymer viscosity, C is the mole fraction of the surface tension promoter, γ0 

is a nominal surface tension, and A is the Hamaker constant for a given polymer-substrate 

combination. The surface tension, γ, is assumed to follow a linear mixing rule according to 

 

 0γ γ ,C      (2.3) 

where ΔΓ is the difference in surface tension between the exposed and unexposed polymer 

species and C is the mole fraction of the higher surface tension component. 
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The first term in Eq. (2.2) accounts for the Marangoni forces while the second term 

accounts for capillary forces. In calculating the capillary pressure, the gradient of curvature 

is approximated as the second derivative in height. The third term in Eq. (2.2) accounts for 

the pressure caused by van der Waals forces, which begin to dominate in regions where the 

film nears the substrate (note the 1/h dependence). We note here that the third term in Eq. 

(2.2) assumes a single substrate material, where more complex expressions are required 

when the substrate is composed of multiple material layers [24]. Furthermore, the third 

term assumes the Hamaker constant is the same for both the high and low surface tension 

species. 

 

Coupled to the thin film equation is the convection-diffusion equation, which tracks species 

concentration and is expressed as [25,26] 

 

 
 

0,
hC C

Dh hCu
t x x

   
    

   
    (2.4) 

where D is the diffusivity of the surface tension promoter. D is assumed constant with 

respect to concentration. Note that the concentration here is not the surface concentration, 

but rather, it is a bulk concentration that is assumed vertically homogenous. This 

assumption is most valid in cases where the vertical diffusion time scale, tDz, is much 

shorter than the lateral advective time scale, tAdv and has been shown to be valid for a past 

experimental system [7,8]. 

 

By scaling the variable quantities, we can express Eqs. (2.2) and (2.4) in dimensionless 

form. We employ the following scalings, with dimensionless variables denoted with an 

asterisk: h* = h/h0, x
* = x/, C* = C/C0, t

* = t/tM = t/(µλ2/h0ΔΓC0)  Here, h0 is the initial film 
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thickness,  is the pattern periodicity, determined by the equal line-space photomask, C0 is 

the maximum conversion of the photoproduct in the exposed regions, and tM is the 

characteristic Marangoni flow time scale. Using these scalings, Eqs. (2.2) and (2.4) can be 

made dimensionless, with asterisks dropped for clarity, such that 

 
2 2

2 3

2

1 ε 1 1
0,

2 3 α 6π

h C h V h
h h C

t x x x x h x

         
       

         
        (2.5) 

and 

  2 2
2 3

2

1 1 ε 1
0,

2 3 α 6π

Ch C C h V C h
h h C h C C

t x Pe x x x x h x

          
         

          
   (2.6) 

where,  = ΔΓC0/γ0, ε = h0/λ, V = A/h0
2ΔΓC0, and Pe = h0ΔΓC0/µD.  is a ratio of the 

Marangoni to capillary forces, ε is the ratio of the initial film thickness to the pattern pitch, 

V is a ratio of van der Walls forces to Marangoni forces, and Pe is the Péclet number and 

is a ratio of advective forces to diffusive forces.  

 

To provide a sense for how these dimensionless numbers affect the aspect ratio, we note 

that larger values of α indicate stronger Marangoni forces and promote taller features, 

which is ideal for generating higher aspect ratio structures. Furthermore, note that larger 

values of Pe weaken the diffusive forces and promote taller features by preventing feature 

decay. ε can be thought of as a scaled film thickness, and smaller values of ε dampen 

capillary forces and promote taller features. Finally, larger values of V indicate stronger 

van der Waals forces. For positive V, van der Waals forces are attractive and promote taller 

features as the film nears the substrate, whereas negative V indicates repulsive forces, 

which dampen feature growth. 
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During the patterning process, diffusion of the surface tension promoter weakens the 

surface tension gradient. To maximize the peak-to-valley height and aspect ratio, we 

consider the case in which lateral diffusion is negligible, i.e. D = 0 and Pe = ∞, which 

allows for a steady-state to form. We note that this assumption of no diffusion is only 

applied in the lateral direction and the assumption of fast vertical diffusion is maintained. 

To determine a steady-state solution, we begin by performing a linear analysis of Eq. (2.5). 

This analytical solution will provide a framework for understanding how to maximize the 

feature aspect ratio. We will then perform a nonlinear, numerical analysis of Eqs. (2.5) and 

(2.6) (now coupled) to account for model features neglected in the linear analysis. 

 

2.2.2 Linear Analysis 

To derive a linearized, analytical expression for the steady-state height profile, hLin(x), we 

first assume that species transfer is negligible, which allows for a fixed concentration and 

permits us to ignore the convection diffusion equation altogether. For equal line-space 

patterning, we assume a sinusoidal initial concentration, which varies from 0 to 1 according 

to 

 
 1 cos 2

.
2

x
C


       (2.7) 

This assumed concentration gradient does not dissipate over time, and it provides an upper 

bound estimate of the AR within the linearized model.  We also assume that the magnitude 

of the surface tension gradient is small relative to the absolute surface tension, i.e.  << 1. 

This assumption allows us to neglect the concentration-dependence in the capillary flow 

term of Eq. (2.5) and facilitates an analytical result. We then perform a linearization by 

assuming that height variations are small relative to the initial film height. This results in 
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hLin = 1 – η(x), where η(x) << 1. By substituting h for hLin in Eq. (2.5) and by dropping 

terms that are O(η2) and smaller, the linearized form of Eq. (2.5) becomes 

 

2 3

3

1 ε η η
0.

2 3α 6π

C V

x x x

  
  

  
             (2.8) 

Next, we determine the functional form of η. For positive , the surface tension is greater 

in exposed regions of higher photoproduct concentration. This means that the film will be 

taller in regions of higher concentration. We therefore assume that η will possess a 

functional form similar to the concentration profile, such that η = η cos(2πx), where η  is 

the dimensionless feature amplitude. Inserting the expressions for η and C into Eq. (2.8), 

we find 

  
2 3π ε 8π

sin(2π ) ηsin(2π ) η sin 2πx 0.
2 α 3 3

V
x x                 (2.9) 

Solving for η , we find that the dimensionless feature amplitude is 
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2 8π ε αV

 
  

 
                            (2.10) 

and the analytical expression for the dimensionless feature height is 

 

    Lin 3 2

3π α
1 cos 2π .

2 8π ε α
h x x

V

 
   

 
                         (2.11) 

To help visualize the feature profile, Fig. 2.2 plots hLin(x) for varying ε, , and V.  

 

Note that the features get smaller for increasing ε in Fig. 2.2a and get taller for increasing 

 and V in Figs. 2.2b and 2.2c. These results are to be expected. Firstly, thicker films 

(increased ε) favor capillary forces over Marangoni forces, leading to shorter dimensionless 
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feature heights. Next, increasing the surface tension difference relative to the capillary 

forces (increased ) increases the driving force and leads to taller films. Varying V, we 

must consider both repulsive and attractive van der Waals interactions. For negative V, the 

polymer-substrate interactions are repulsive, resulting in a negative pressure in the valleys 

that draws fluid into the valley regions and decreases the peak height. And for positive V, 

the polymer-substrate interactions are attractive, leading to a positive pressure in the 

valleys that forces fluid into the peak regions. This is why the film gets taller for increasing 

V. 
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Figure 2.2 Feature profiles calculated using the linearized solution for varying a) ε, b)  , 

and c) V. Note that in Fig. 2.2a, there exists a critical value of ε at which the feature touches 

the substrate. 



 19 

The dimensional peak-to-valley height derived from the linear solution, ΔhLin, is related to 

the dimensionless feature amplitude η  by 

 

 0
Lin 0 3 2

3πα
2η .

8π ε α

h
h h

V
  


                 (2.12) 

We can now use this expression to learn about the aspect ratio as a function of ε, , and V. 

Substituting ΔhLin for Δh in the equation for aspect ratio (see Fig. 2.1), we find that the 

expression for aspect ratio according to the linearized solution is 

 

 Lin
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6παε
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λ 8π ε α
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AR
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    (2.13) 

Eq. (2.13) shows that to maximize the aspect ratio, we must maximize α and the quantity 

αV. We also must determine the lower bound on ε. We begin by considering the limiting 

case in which the feature amplitude is so large that it touches the substrate, as exhibited in 

Fig. 2.2a. In such a case, the dimensionless feature amplitude is equal to unity ( η  = 1). In 

this limit, εMin can be solved for by setting η  = 1 in Eq. (2.10) and solving for ε, giving 

 

1/2
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8π 16π
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    (2.14) 

 

For ε < εMin, the solution becomes non-physical because the film cannot pass below the 

substrate. This non-physical behavior is due to the linear nature of the current solution. 

 

By inserting the expression for εMin into Eq. (2.13), we find that the aspect ratio as a 

function of εMin is 
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              (2.15) 
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To complete the analysis, we must determine appropriate physical bounds for α and the 

quantity αV. To determine αMax, we must maximize the surface tension gradient relative to 

the nominal low surface tension component. αMax is therefore expressed as αMax = 

ΔΓMaxC0Max/γ0Min. We consider several reported surface tension values [27] for various 

polymers provided in Table S2.1 of the Supporting Information to determine reasonable 

values for ΔΓMax and γ0Min. Although Table S2.1 is not an exhaustive list of polymers, it 

helps give a sense for surface tension limiting values. The quantity of interest, ΔΓMax/γ0Min, 

is roughly the same across the several temperatures in this table, where ΔΓMax/γ0Min ≈ 2. 

Using this limiting value and noting that C0Max = 1 for complete photoconversion, we find 

that αMax = ΔΓMaxC0Max/γ0Min ≈ 2. This estimated upper limit is much larger than α reported 

in previous experiments. Arshad et al. reported ΔΓC0 ≈ 0.2 mN/m, γ0 ≈ 31 mN/m and 

therefore α ≈ 0.0064 for their polystyrene-poly(phenyl acetylene) system [7]. From these 

estimates, there is up to ~300-fold improvement that could be made by engineering 

polymer systems that generate larger surface tension gradients. 

 

To determine the limiting value of αV, we first expand the quantity into its component 

parts, where αV = A/h0
2γ0. (αV)Max is therefore expressed as (αV)Max = AMax/h0Min

2γ0Min. We 

take AMax ≈ 10-19 J to be an appropriate limiting value for the Hamaker constant because 

dielectric systems (ceramics and polymers included) possess Hamaker constants in the 

range of 10-20-10-19 J [28]. Revisiting the surface tension values of Table S2.1 of the 

Supporting Information, we consider γ0Min ≈ 10 mN/m to be an appropriate limiting value 

for polymer surface tension. We note that the nominal surface tension can be made 

arbitrarily small by simply increasing the temperature, however, we feel γ0Min = 10 mN/m 

is an appropriate estimate under reasonable conditions. We also consider h0Min ≈ 1 nm to 

be an appropriate limiting value for the initial polymer film thickness. Using these limiting 
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values, we find that (αV)Max = AMax/h0Min
2γ0Min ≈ 10. This value of αV is much larger 

compared to those seen in prior experiments. In calculating αV in experiments, we note 

that typical values of h0 and γ0 are h0 ≈ 150 nm and γ0 ≈ 31 mN/m [7]. We also assume a 

pure silicon oxide (dielectric) coating with a Hamaker constant of A = 2.2x10-20 J [24], but 

we note that patterning has typically been done on silicon wafers with a native oxide which 

is characterized by mixed attractive (from the silicon oxide) and repulsive (from the pure 

Si) interactions. Combining these typical values, we estimate that αV in experiments is 

roughly αV ≈ 3x10-5. This value is low compared to the estimated (αV)Max ≈ 10, which is 

primarily due to the thick coatings typically used in experiments. As the coating is made 

thinner down to h0Min ≈ 1 nm, the value of αV increases as 1/h0
2. 

 

Using (αV)Max = 10 and αMax = 2 in Eq. (2.15), we find that the upper limit for pattern aspect 

ratio (as determined by the linear analysis) is ARMaxLin ~ 1.1. From our analysis, we also 

learn that for αMax = 2 and increasingly negative V, ARLinMax tends to zero, as increasingly 

repulsive van der Waals forces serve to dampen the film height. Finally, for αMax = 2 and 

V = 0, ARLinMax ~ 0.78. 

 

We next perform a nonlinear analysis and see how accounting for the nonlinearities affects 

the predicted upper bound on pattern aspect ratio. 

 

2.2.3 Nonlinear Analysis 

For the nonlinear analysis, we now allow the concentration to vary in time subject to 

convection effects while still assuming no lateral diffusion (D = 0 and Pe = ∞). To 

determine the steady-state film height, Eqs. (2.5) and (2.6) are solved from t = 0 out to 
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steady state. The dimensionless film height is initialized to h(x, t = 0) = 1 and the 

dimensionless concentration is initialized to C(x, t = 0) = [1-cos(2πx)]/2. 

 

Eqs. (2.5) and (2.6) were solved numerically using the commercial solver, COMSOL 

Multiphysics for various values of ε, α, and αV. A simulation grid of 100 elements were 

used and a tolerance ranging between 10-8 to 10-7 was used.  

 

Steady-state feature profiles as determined by the nonlinear solver are shown in Fig. 2.3 

for the limiting values of α, and αV, where α = αMax = 2 and αV = (αV)Max = 10. Fig. 2.3 

also provides a sample feature profile as determined by the linear model for comparison. 

 

Note that by decreasing the value of ε by ~ 0.003% from ε = 0.31028 to ε = 0.31027, a 

solution bifurcation occurs. For ε = 0.31028, a steady-state develops, but for ε = 0.31027, 

rapidly increasing van der Waals forces cause the film to dewet. This analysis used to 

determine dewetting conditions is similar to what was done by Angela et al. [29] in their 

work on thermocapillary-driven dewetting and is also similar to the bifurcation analysis 

done by Stoop et al. regarding different regimes in elastic surface patterning [30]. The value 

of ε at which the solution changes from steady-state to dewetting defines εMin for this 

nonlinear analysis. Therefore, for α = αMax = 2 and αV = αVMax = 10, εMin ~ 0.31028. Note 

that the value of ε = 0.31028 is larger than in past experiments, where thickness and pattern 

periodicities have typically been h0 ≈ 150, λ ≈ 25 μm, and ε = h0/λ ≈ 0.006. 
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Figure 2.3 Steady-state and dewetting feature profiles as determined by the nonlinear and 

linear models for the limiting values of α, and αV, where α = αMax = 2 and αV = αVMax = 

10.  Note that by decreasing the value of ε by ~0.003% from ε = 0.31028 to ε = 0.31027, 

the film is forced to dewet due to the rapidly increasing van der Waals forces. This 

transition point defines the minimum value of ε for the nonlinear analysis. Also note that 

in comparing the linear and nonlinear models for ε = 0.31028, the linear model over 

predicts the feature height. 

By comparing the linear and nonlinear models in Fig. 2.3 for ε = 0.31028, the linear model 

over predicts the feature height. Knowing this, we can expect the predicted maximum 

aspect ratio to be lower for the nonlinear model. We attribute this overprediction in the 

linear model to the fact that it neglects concentration dependence of capillary forces, as 

shown in Section S2.2 of the Supporting Information.  

 

ARNonlin is calculated as 

 
* *Nonlin 0

Nonlin Nonlin Nonlin2 2 2 ε
λ λ

h h
AR h h


                    (2.16) 

where Δh*
Nonlin is the dimensionless peak-to-valley height scaled by h0. As seen in Fig. 2.3, 

εMin ~ 0.31028 and Δh*
Nonlin ~ 0.7397 for the limiting values of α = αMax = 2 and 
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αV = αVMax = 10. Plugging these limiting values into Eq. (2.16), we find that ARNonlin ~ 

0.4591, roughly half of the maximum aspect ratio predicted by the linear model.  

 

We repeated this process of identifying the dewetting transition point, εMin, for different 

values of αV. In dimensional terms, this is synonymous with fixing the values of h0, A, γ0, 

and ΔΓC0 and varying λ. Fig. 2.4a shows the dimensional peak-to-valley height as a 

function of λ for fixed values of h0, A, γ0, and α (remember α = ΔΓC0/γ0). Note in Fig. 2.4 

that the dewetting points integral to determining the maximum aspect ratio occur at 

2h0/λ = 2ε ≈ 0.2-0.6, which is arguably below the lubrication limit of 2ε << 1. Going to 

smaller λ (larger ε) prior to the dewetting points in Fig. 2.4, the lubrication limit is 

eventually exceeded. Results from both the linear and nonlinear models are shown. Note 

that the peak-to-valley height increases with increasing pattern periodicity, i.e. decreasing 

ε. The peak-to-valley height also increases with initial film thickness as shown by 

comparing the several lines. At large enough λ, the valley region touches the substrate 

(linear) or dewets (nonlinear) and results cannot be taken to larger λ, as indicated by the 

end-point symbols. Results from past experimental studies are also shown. 

 

Fig. 2.4b shows the aspect ratio as a function of λ for specified values of h0, A, γ0, and α. 

Again, note that aspect ratio improves with increasing λ and the endpoint symbols mark 

the point at which the valley region touches the substrate (linearized model) or dewets 

(nonlinear model). For the sake of completeness, we have reported the feature height and 

aspect ratio for pitches that extend down to 1 nm. Such small pitches may be printable by 

extremely precise printing tools like e-beam imaging systems, but are below practical 

printing limits for high-throughput tools. For reference, typical 193 nm immersion 

lithography tools are capable of printing pitches of roughly 80 nm [31].  
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Figs. 2.4a and 2.4b also showcase experimentally demonstrated peak-to-valley heights and 

aspect ratios from previous studies [1,2,4,6,7], which show the progress made over the last 

several years and emphasizes that more progress can still be made. Table 2.1 provides 

experimental conditions and results used to generate the literature values in Figs. 2.4a and 

2.4b. We point out that the parameters in experiments were different from the limiting 

values probed in this study. This is why the experimental values fall far from the model 

curves. Note that the largest reported aspect ratio is roughly 0.045 and the largest possible 

aspect ratio as predicted from the nonlinear analysis is roughly 0.5. This means that there 

is roughly ten-fold improvement yet to be achieved. 
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Figure 2.4 (a) Peak-to-valley height and (b) aspect ratio as a function of pattern periodicity, 

λ, for given values of h0, A, γ0, α, and V. The lines/symbols that terminate at the upper right 

of each series indicate when εMin is achieved where the film either touches the substrate 

(linearized model) or is barely stabilized against dewetting (nonlinear model). 

Experimental observations extracted from various references are also included. The 

symbol-reference pairs are as follows:  = [1],  = [7],  = [3],  = [4],  = [6]. Note 

that the values of h0, α, A, and γ0 reported in the figure apply only to the simulation results 

and not to the experiments. See Table 2.1 for the values used in experiments. 



 27 

Table 2.1 Experimental conditions and reported feature heights/AR for the literature values 

reported in Figs. 2.4a and 2.4b. Data extracted from the indicated references. *Values 

extracted from feature profiles. †Values extracted from maximum recorded peak-to-valley 

height for given experiment. 

Symbol Ref./Year 
P2V Height 

(nm) 
AR 

h0 

(nm) 

λ 

(nm) 

 [1]/2012 67.6* 0.0054 150 2.5x104 

 [1]/2012 112* 0.0011 150 2.0x105 

 [7]/2014 106† 0.0085 145 2.5x104 

 [7]/2014 115† 0.0092 130 2.5x104 

 [7]/2014 151† 0.012 148 2.5x104 

 [7]/2014 158† 0.013 148 2.5x104 

 [3]/2014 331† 0.026 250 2.5x104 

 [4]/2014 346* 0.028 167 2.5x104 

 [6]/2017 352† 0.028 285 2.5x104 

 [6]/2017 509† 0.041 285 2.5x104 

 [6]/2017 560† 0.045 285 2.5x104 

We now call attention to the fact that a sinusoid was used to initialize the concentration 

distribution because it facilitates an analytical solution. In practice, sharper distributions 

may form when using contact exposure techniques. To determine whether a sharper 

concentration profile would lead to further improved aspect ratios, we performed the 

nonlinear simulations using a step function to initialize the concentration distribution. The 

step was initialized such that the dimensionless size of the transition zone was 0.05 (5% of 

the full pattern periodicity) and the simulations were performed at conditions similar to 

those used for the sinusoidal concentration distribution. Due to the highly convective nature 

of the problem, small oscillations appeared in the concentration profile that negatively 

affected the simulation. To dampen the ringing effects, we incorporated artificial diffusion 

into the model by setting Pe in Eq. (2.6) to 5x109, which allowed for diffusion of the sharp, 

unwanted gradients. This allowed the extraction of the plateau in peak-to-valley height.  

Note this plateau decays at times much larger than patterning times in practice due to the 

artificial diffusion and does not significantly affect the plateau value.  Section S2.3 of the 
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Supporting Information provides further details regarding the simulation setup and a visual 

comparison of the sinusoid and step function concentration distributions. Fig. 2.5 shows 

the calculated aspect ratio for both the step and sine function initial concentration profiles 

and it can be seen that the aspect ratio does not change significantly when using a step 

concentration distribution. We did not obtain the dewetting points for h0 = 100 nm, and h0 

= 1000 nm. However, given that the best possible aspect ratio as seen in Fig. 2.5 by the 

sinusoidal concentration profile is relatively constant for varying h0, we have no reason to 

believe that the aspect ratio would be markedly different in the case of a step function for 

h0 > 10 nm. 

 

Figure 2.5 Aspect ratio as a function of pattern periodicity, λ, for given values of h0, A, γ0, 

α, and V. The symbols that terminate at the upper right of each series indicate when εMin is 

achieved, except for the step function profiles at h0 = 100 nm and h0 = 1000 nm. 

For completeness, we report in Table 2.2 the values of εMin and corresponding values of 

ΔhNonlin and ARNonlin used in creating Figs. 2.4a, 2.4b and Fig. 2.5 for the various values of 

h0. We note that the maximum aspect ratio for the step function is slightly lower than that 

of the corresponding sine function at h0 = 1 nm and h0 = 10 nm. This may be due to the 

fact that εMin was determined to ~0.01% for the sine function and only ~0.1% for the step 
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function. Increased ringing in the concentration field at higher accuracy values of εMin 

prompted the use of ~0.1% accuracy for the step function. 

 

Note that the maximum value of ARNonlin ~ 0.4771 occurs for h0 = 10 nm (αV = 10-1), 

showing a maximum in ARNonlin occurs at an intermediate value of h0. This is contrary to 

the linearized model, which shows the maximum aspect ratio monotonically increasing for 

decreasing h0 (or increasing αV). This discrepancy is likely a result of the nonlinearities 

now accounted for. It is apparent from Table 2.2 that the maximum aspect ratio as predicted 

by the nonlinear model is ARNonlinMax ~ 0.5.  

Table 2.2 Dewetting transition point values, εMin and associated accuracy for the step and 

sine function models for α = αMax = 2, A = AMax = 10-19 J, and γ0 = γ0Min = 10 mN/m (same 

as Figs. 2.4ab and 2.5). Corresponding Δh*
Nonlin and ARNonlinMax are also reported. The 

maximum aspect ratio observed was for the sine function case at h0 = 10 nm, and is bolded. 

C Distribution h0 (nm) αV εMin (% Acc.) Δh*
Nonlin ARNonlin 

Sine 1 10 0.31028 (~0.01%) 0.7397 0.4591 

Sine 10 10-1 0.16020 (~0.01%) 1.489 0.4771 

Sine 100 10-3 0.12649 (~0.01%) 1.870 0.4730 

Sine 1000 10-5 0.11628 (~0.01%) 2.011 0.4676 

Step 1 10 0.2991 (~0.1%) 0.7497 0.4485 

Step 10 10-1 0.1273 (~0.1%) 1.592 0.4052 

 

2.2.4 Minimum Feature Pitch 

We further extend our results to understand the lower bound on printable pitches for MDP. 

We note that the model does not obviate a lower limit. However, by imposing engineering 

constraints on h0 and Δh, one can estimate a lower bound on feature pitch. One might 

assume that for an etch-barrier application, the minimum Δh that can be tolerated is roughly 

10 nm and that the film thickness should not be less than 10 nm. For the proposed set of 
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assumptions and constraints (h0 = Δh = 10 nm) and α = αMax, A = AMax, and γ0 = γ0Min, and 

Pe = ∞, Fig. 2.4a shows that the minimum pitch would be roughly 50 nm. This minimum 

pitch is comparable with conventional high-throughput 193 nm immersion lithography 

tools that can print pitches of roughly 80 nm or larger [31]. 

 

2.3 DISCUSSION 

The maximum achievable aspect ratio for MDP, as determined by the nonlinear analysis, 

is about 0.5. This is roughly ten-fold larger than the best aspect ratio achieved in 

experiments to date of roughly 0.045.  To realize this improvement, new polymer systems 

must be engineered to minimize diffusion effects and achieve the largest possible surface 

tension driving force.  

 

As feature decay is initiated by diffusion effects, it is essential to design a polymer system 

with minimal species diffusion. Examining the relative strength of convective forces to 

diffusive forces, characterized by the Péclet number (Pe = h0ΔΓC0/µD), we find it is 

similarly important to minimize the fluid viscosity. In practice, it is difficult to 

simultaneously lower polymer viscosity and diffusivity as the two quantities are inversely 

related according to the Stokes-Einstein relation [32]. For instance, lowering the fluid 

temperature reduces species diffusivity, but counterproductively increases the fluid 

viscosity. In an effort to decouple polymer diffusivity from viscosity, Jones et al. 

demonstrated MDP using a polymer blend [6]. They showed that by blending low 

molecular weight polystyrene homopolymer (low viscosity) with high molecular weight 

(low diffusivity) photoactive copolymer, the feature aspect ratio could be improved relative 

to a previous experimental system possessing comparable surface tension forces [7]. This 
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strategy of using high molecular weight dopant polymers may be necessary in designing 

future polymer systems to ensure that Pe is sufficiently large to achieve a temporary steady 

state and the maximum feature height.  

 

To maximize the feature aspect ratio, the relative strength of the Marangoni forces to 

capillary forces (α = ΔΓC0/γ0) must be maximized. We estimated that αMax ≈ 2 and compare 

this to previously reported values of α. Arshad et al. reported ΔΓC0 ≈ 0.2 mN/m, γ0 ≈ 31 

mN/m and therefore α ≈ 0.0064 for their polystyrene-poly(phenyl acetylene) system. Jones 

et al. reported a homopolymer-copolymer blend with ΔΓC0 ≈ 0.2 mN/m and we further 

assume that their bulk polystyrene system had γ0 ≈ 30 mN/m (see Table S2.1 in the 

Supporting Information). Therefore, the system of Jones et al. possessed α ≈ 0.0067. 

Considering these two reported values of α, we find that there is up to ~300-fold 

improvement available in raising α. One might ask why only a ten-fold improvement is 

available in aspect ratio while a 300-fold improvement is available in α. This is because 

the aspect ratio is sublinear in α, where ARLin(εMin) ∝ α1/2 in the linearized model (see Eq. 

(2.15)).  

 

To achieve such a large surface tension driving force, one could design a photoswitchable 

polymer system in which the exposed region undergoes a radical change in surface tension. 

Foreseeable challenges exist in achieving this large surface tension difference. Jones et al. 

noted that when using a polymer blend to reduce diffusion effects, large surface tension 

differences could lead to immiscibility between blended polymers and further noted that 

this could lead to phase segregation [33] and potentially directed film dewetting [6]. To 

maintain miscibility, Jones et al. used a copolymer containing the photoactive monomer 

for increasing the surface tension along with a monomer unit dedicated to promoting 
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polymer miscibility. This copolymer strategy was effective at preserving miscibility, but 

we note that doing so may in fact decrease the achievable surface-tension difference 

between exposed and unexposed regions.  

 

We note that our analysis was performed for strict MDP in which dewetting was not 

allowed. It is possible (and perhaps encouraging) that triggering dewetting during the 

patterning process could enable higher aspect ratio features, as the dewetting event would 

cause the feature to bead up and become taller. This is an extremely promising avenue of 

exploration for future experimental and simulation work. 

 

In designing a polymer-substrate system, one must be conscious of the resulting Hamaker 

constant. We note that the maximum aspect ratio as determined by the more accurate 

nonlinear model is practically insensitive to αV at the size scales considered (see Fig. 2.4). 

This means one need not be overly concerned with the resulting Hamaker constant as it 

may be sufficient to design a polymer-substrate system with a positive or even slightly 

negative Hamaker constant in the low surface-tension region. 

 

2.4 CONCLUSION AND FUTURE WORK 

To understand the full scope of potential applications for MDP, it is important to 

understand the maximum feature aspect ratio and minimum pattern pitch. To determine 

these previously unknown values for equal line-space MDP, we have presented a model 

for MDP and derived a linearized solution that compared well with numerically generated 

results. Using reasonable bounds on physical parameters, it was found that the maximum 

aspect ratio for MDP is roughly 0.5 according to the full nonlinear model. Comparing this 
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upper bound to previous experimental results, it was shown that roughly ten-fold 

improvement in aspect ratio is available. It was also shown that for a set of reasonable 

engineering constrains (h0 = Δh = 10 nm), the minimum printable pitch is roughly 50 nm, 

which is comparable to conventional high-volume printing capabilities. 

 

To realize improved aspect ratios, the newly designed polymer system should 

simultaneously exhibit relatively low diffusivity and low viscosity so as to maximize Pe. 

Furthermore, the relative strength of the surface tension gradient to the absolute surface 

tension could be improved by up to 300-fold. In practice, it may be difficult to achieve 

large surface tension gradients due to the miscibility issues outlined by Jones et al. Finally, 

Marangoni-facilitated dewetting is a promising avenue of future exploration that may allow 

for aspect ratios beyond the predicted 0.5 limit. 

 

Future work could potentially refine the estimate by more accurately accounting for various 

forces. A key assumption in modelling the flow was that the pattern periodicity was large 

relative to the film thickness, also known as the lubrication approximation. Although the 

lubrication-based model provided good model-experiment agreement in past work [7], it 

may worsen as the film is made thicker relative to the pattern pitch. More complete 

multiphase modelling could be implemented to account for the inertial forces neglected 

while in the lubrication regime. We also note that as part of the lubrication approximation, 

one may also approximate the gradient in film curvature as the second derivative in the 

film height. This allowed for the analytical solution presented earlier and greatly simplifies 

the calculation. Similar to the lubrication approximation, this approximation worsens when 

aspect ratio becomes large. To more fully capture the effect of capillary forces, one could 

numerically simulate the system using the full nonlinear expression for the gradient of 
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curvature. Finally, the assumption of a vertically equilibrated concentration could be 

relaxed by implementing a moving boundary model that accounts for the complete 

two-dimensional concentration field. This would better capture rotational flow effects and 

help understand their impact on pattern aspect ratios. 

 

SUPPORTING INFORMATION 

S2.1 Table of Polymer Surface Tensions 

Table S2.1 is provided as a survey of surface energies/tensions of various polymers. This 

table is by no means exhaustive, but help provide a sense for possible upper bounds on ΔΓ 

and lower bounds on γ0. ΔΓMax is calculated by taking the difference between the smallest 

and largest values of γ at a given temperature. Note that the ratio ΔΓMax/γ0Min is relatively 

constant with temperature, staying around ΔΓMax/γ0Min ≈ 2. 
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Table S2.1 Surface tension values for various polymers at 20, 140, and 180°C. Table 

adapted from Bicerano [27]. Mn is number-average molecular weight, Mw is weight-

average molecular weight, Mv is viscosity-average molecular weight, and M is for cases 

where the type of molecular weight was not provided. 

Polymer Molecular Weight 

γ (20°C) 

[mN/m] 

γ (140°C) 

[mN/m] 

γ (180°C) 

[mN/m] 

Poly(dimethyl siloxane) Mn = 162 15.7 - - 

Poly(dimethyl siloxane) Mn = 1,274 19.9 - - 

Poly(dimethyl siloxane) Mn = 75,000 20.9 14.3 12.3 

Polytetrafluoroethylene M = 1,088 21.5 13.7 11.1 

Polytetrafluoroethylene M = inf 23.9 16.9 14.6 

Atactic Polypropylene Mn = 3,000 28.3 23.5 21.9 

Linear Polyethylene Mw = 67,000 35.7 28.8 26.5 

Poly(vinyl acetate) Mw = 11,000 36.5 28.6 25.9 

Polystyrene Mn = 1,680 39.3 30 26.9 

Poly(methyl methacrylate) Mv = 3,000 41.1 32 28.9 

Poly(ethylene oxide) M = 6,000 42.9 33.8 30.7 

Poly(ethylene terephthalate) Mn = 25,000 44.6 36.7 34.2 

Poly(propylene isophthalate) Unspecified 49.3 39.3 36 

 ΔΓMax 33.6 25.6 24.9 

 γ0Min 15.7 13.7 11.1 

 ΔΓMax/γ0Min 2.14 1.87 2.24 

 

S2.2 Determining the Origin of Difference Between Linear and Nonlinear Solutions 

As was seen in Fig. 2.3, the linearized solution overpredicted the peak-to-valley height and 

aspect ratio relative to the sinusoidal nonlinear model. To determine whether the 

nonlinearities themselves were responsible for the difference, we solved the nonlinear 

model using key simplifications used to generate the linearized solution. Those 

simplifications were namely to neglect convective species flow and to neglect the 

concentration dependence of capillary forces. The simulation results in this section were 

generated using 50 elements, a tolerance of 10-7 and by setting ε = 0.3, α = 2, and V = 5x10-6 
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and Pe = ∞. Comparing lines one and two of Table S2.2, one can see that the nonlinearities 

account for little difference between the two solutions. 

 

The next hypothesis for the difference was that because the linearized model did not 

account for convective transport of the surface-tension promoter, it might over-predict the 

feature height. Comparing lines one and three in Table S2.2, one can see that adding 

convection effects to the nonlinear solution results in a very minor decrease in peak-to-

valley height. 

 

The final hypothesis was that that because the linearized model neglected the concentration 

dependence of capillary flow, it was underrepresenting the dampening effect of capillary 

forces and therefore overpredicting the feature height. We tested this hypothesis by 

neglecting convection while accounting for the concentration dependence of capillary 

forces and found that this made the largest difference. Doing so halved the peak-to-valley 

height compared to the linearized solution (compare lines one and four of Table S2.2). 

These results strongly suggest that the inclusion of concentration-dependent capillary 

forces in the nonlinear model is primarily responsible for dampening the feature height in 

the nonlinear model and gives rise to shorter feature heights relative to the linearized 

solution. 
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Table S2.2 Table shows the dimensionless peak-to-valley height (Δh/h0) resulting from 

solving the linear and nonlinear models under different assumptions. The model 

assumptions were to include/neglect convection effects and the concentration dependence 

of capillary forces. In solving the model, the parameters were set to ε = 0.3, α = 2, and V = 

5x10-6, and Pe = ∞. 

Solution Type Model Assumptions Δh/h0 

Linearized Neglect Convection / Neglect Conc. Dep. 0.844 

Nonlinear Neglect Convection / Neglect Conc. Dep. 0.887 

Nonlinear Include Convection / Neglect Conc. Dep. 0.797 

Nonlinear Neglect Convection / Include Conc. Dep. 0.467 

 

S2.3 Simulation Setup for the Case of Step Concentration Profiles 

Fig. S2.1 compares the initial concentration distributions generated by a sinusoid and 

smoothed step function, which were used in numerically solving the full nonlinear model. 

The sinusoid is expressed as C/C0 = [1-cos(2πx)]/2. The step function was generated using 

a built in COMSOL Multiphysics step function with a transition zone with a dimensionless 

size of 0.05 (5% of the full pattern periodicity). In solving the model, the tolerance was 

typically set between 10-7 and 10-5. 
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Figure S2.1 Comparison of concentration distributions initialized using a sinusoid (black) 

and smoothed step function (blue). The transition zone is of dimensionless size 0.05 (5% 

of the full domain length).  

Due to the highly convective nature of the problem and sharp gradients generated by the 

step function, oscillations appeared in the concentration profile that negatively affected the 

simulation. To dampen these ringing effects, we incorporated artificial diffusion into the 

model by setting the Péclet number (Pe in Eq. (2.6)) to be Pe = 5x109, which allowed for 

diffusion of the sharp, unwanted oscillations.  This allowed the extraction of the plateau in 

peak-to-valley height.  Note this plateau decays at times much larger than patterning times 

in practice due to the artificial diffusion, and does not significantly affect the plateau value.  

To further reduce the oscillations, it was necessary to run the simulations using 500 – 2,000 

elements, which were more than the 50 – 100 elements using in the sinusoidal case. 

Although these measures for the most part reduced the oscillations in the concentration 

field, significant oscillations still existed in several derivative terms. We performed mesh 

and tolerance refinement studies for some cases as well as an increased diffusion study, 

which showed the peak-to-valley height remained practically unchanged as the oscillations 

were dampened. This gave us confidence in the resulting solutions where oscillations in 
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the derivative terms still existed. Note that although a temporary steady-state appeared to 

form, the peak-to-valley height continued to gradually increase/decrease. It is suspected 

that these very gradual changes were due to the added diffusion effects or perhaps the 

concentration ringing effects. The peak-to-valley height was extracted at a time of 10 or 

100 dimensionless time units where the systems appeared to be at steady-state. 
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Chapter 3:  Harnessing Marangoni-driven Patterning to Facilitate 

Dewetting in Thin Polymer Films†

3.1 INTRODUCTION 

Patterned, thin polymer films have many applications ranging from microfluidics and 

photonics to the fabrication of integrated circuits. Focused laser-spike annealing (FLaSk) 

has been harnessed to pattern thin polymer films [34–37] and has been promoted as an 

alternative patterning technique to traditional photolithography. FLaSk uses a direct-write 

laser to locally heat a thin polymer film, which leads to a gradient in temperature and a 

consequent gradient in surface tension. This surface tension gradient induces a shear flow 

away from the laser spot and generates valleys along the path traversed by the laser. If the 

Marangoni flow is strong enough, a dewetting event can be induced, exposing the 

underlying substrate for subsequent pattern transfer. A primary advantage offered by 

FLaSk is its simplicity; it can harness simple polymers such as polystyrene, it involves a 

single write/anneal step and it does not require the use of developing solvents as in 

photolithography. 

 

A similar patterning method called Marangoni-driven patterning (MDP) has also been 

explored as an alternative patterning technique [1–6].  harnesses photochemically-imposed 

surface tension gradients to direct the flow of melt-state, thin polymer films and generate 

topography. Relative to direct-write FLaSk, MDP could be performed with higher 

throughput using large-area exposure techniques. MDP is performed using a light exposure 

step to alter the chemical composition of the light-exposed regions which increases the 

surface tension there. The polymer is then heated above its glass transition temperature to 

                                                 
† The author would like to acknowledge and thank Dr. Chris Ellison and Dr. Amanda Jones for helpful 

discussions regarding polymer dewetting. 
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promote flow into the programmed regions of higher surface tension. For contact exposure 

systems where a sharp transition in photoexposure occurs, a strong surface tension gradient 

forms and annealing the film produces doubled peaks. These peaks eventually merge and 

the pattern grows until the surface tension gradient diffuses and capillary forces dominate 

and replanarize the film. A schematic of this process is illustrated in Fig. 3.1. The resulting 

patterns could be directly used as functional coatings for improved light capture [14], 

improved adhesion [15], and antifouling [16,38]. The pattern could also be used as an etch 

barrier for pattern transfer into the underlying substrate. As in imprint lithography, a 

breakthrough etch would be required to remove the residual layer underlying the valley 

regions [39]. 

 

MDP possesses several distinguishing characteristics relative to more common patterning 

techniques. For instance, photolithography requires a solvent development step to generate 

the patterns, whereas MDP requires only a heating step. Additionally, MDP could be 

performed using contact-free exposure methods, providing an advantage over imprint 

lithography which can suffer from defects arising from polymer-template contact. These 

advantages are magnified at the roll-to-roll (R2R) production scale. R2R photolithography 

would require the web to pass through a solvent bath, which may not be ideal. On the other 

hand, MDP would require an annealing step to develop the pattern potentially followed by 

a breakthrough etch to expose the underlying substrate. 

 

A major drawback to Maranogni-driven patterning is the need for the breakthrough etch, 

adding steps to the patterning process. To eliminate the need for a breakthrough etch, it has 

been speculated that a dewetting event could be initiated by MDP to expose the underlying 

substrate. Such a dewetting event would be triggered ss the valleys approach the substrate 
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and magnify van der Waals forces until the film eventually touches the substrate. Fig. 3.1 

illustrates the dewetting event and how it might come about. Another major benefit of this 

dewetting event is that the feature aspect ratio could be greatly improved because dewetted 

films bead up and become taller. As mentioned in the previous chapter, experiments have 

recorded a maximum aspect ratio of roughly 0.05 and analyses showed that MDP is limited 

to an aspect ratio of roughly 0.5 for equal line-space patterning. These seemingly small 

aspect ratios could be greatly improved if a dewetting event were made possible. 

 

Dewetting has not yet been reported for MDP, but it is hypothesized that by judiciously 

selecting the polymer-substrate system, dewetting can be induced. For example, a polymer 

system must be capable of generating sufficiently strong surface tension gradients during 

the photoexposure step. This is because strong gradients in surface tension generate large 

topography and allow the valley regions to approach the substrate. 

 

To investigate the conditions required for dewetting and provide guidance for designing 

experiments, a theoretical model for equal line-space MDP is developed and used to 

construct a wetting-dewetting stability diagram. Physical parameter estimates are then used 

to determine where the polymer system previously demonstrated by Arshad et al. [7] would 

lie on the stability diagram. Finally, future experiments are suggested to further validate 

the accuracy of the predictions and demonstrate dewetting facilitated by MDP. 
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Figure 3.1 Schematic and possible outcomes of MDP performed using a line-and-space 

photomask. a) UV light interacts with polymer film in regions unobstructed by the 

photomask, raising the surface tension in exposed regions. λ is the full-pitch of the equal 

line-space photomask and λHP the resulting half-pitch of the surface tension gradient and 

resulting pattern. h0 is the initial film thickness. b) Heating the film above its glass 

transition temperature allows the film to flow into the exposed regions of higher surface 

tension, resulting in the film being deflected. Initially double peaks form where the gradient 

is strongest. c) The double peaks eventually merge, and the film height continues to grow. 

d) If the Marangoni forces are not strong enough, the film will eventually relax back to flat 

as diffusion erases the surface tension gradient and capillary forces replanarize the film. e) 

If the film is deflected far enough, van der Waals forces become strong and dewetting 

occurs. Portions of this figure have been published in Colloids and Surfaces A: 

Physiochemical and Engineering Aspects, 603, Stanley, S. K. and Bonnecaze, R. T., 

Fundamental Limits of Marangoni-driven Patterning, 125217, Copyright Elsevier (2020). 
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3.2 METHODOLOGY 

3.2.1 Model for Marangoni-driven patterning 

To gain insight into the conditions necessary to cause the transition from replanarization 

behaviour to dewetting behaviour, the interplay of Marangoni, capillary, and van der Waals 

forces were modelled using the thin film equation in conjunction with the convection 

diffusion equation. The thin film equation [7,23], 
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tracks the surface height of the film over time, where h is the height the film, t is time, x is 

the lateral dimension, and ‹u› is the vertically averaged, lateral fluid velocity. Eq. (3.1) is 

derived from the Navier-Stokes equation by invoking the lubrication approximation, which 

harnesses the disparate vertical and lateral length scales to neglect inertial terms [23]. In 

the case of MDP the characteristic height of the film is h0 and is much smaller than the 

feature half-pitch, λHP, i.e. h0/λHP = ε << 1. The expression for ‹u› is as follows: 
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where ΔΓ is the difference in surface tension between the reacted and non-reacted states of 

the polymer, C0 is the initial mole fraction of the photoproduct species, C is the 

concentration of the photoproduct species normalized by C0, γ0 is the surface tension of the 

unreacted species, µ is the polymer viscosity, and A is the Hamaker constant associated 

with the air-polymer-substrate system. The thin film equation is coupled to a convection-

diffusion equation [40] 
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which is used here to track the concentration of reacted species. Here, D is the diffusion 

coefficient of the reacted species and hC is the product of the film height and the 

concentration. It is assumed that the diffusion coefficient is constant. The model assumes 

a uniform distribution of the surface tension promoter in the vertical direction, which is 

valid in cases of fast vertical diffusion relative to the lateral species flux.  

 

Eq. (3.2) accounts for Marangoni-driven flow (first term), capillary pressure-driven flow 

(second term) and disjoining pressure-driven flow (third term). The surface tension and its 

resulting gradient are calculated by assuming a linear relation between photoconversion 

and surface tension such that γ = γ0 + ΔΓC where C varies from zero to one. 

 

The second term in Eq. (3.2) accounts for the capillary flow assumes that the difference in 

surface tension is small relative to the absolute surface tension, i.e. ΔΓC0/γ0 << 1. This 

allows us to neglect the influence of concentration on the capillary flow and allows for one 

fewer parameter in the analysis. Note that in the previous chapter that the additional 

influence of concentration on capillary forces was included to more fully capture the effects 

of using a large surface tension gradient. The third term in Eq. (3.2) accounts for the 

disjoining pressure-driven flow caused by van der Waals forces and assumes a simple air-

polymer-substrate system wherein the substrate is composed of a single material. Were the 

model to account for multiple substrate layers, additional terms would be required [24]. 

However, modelling a single-layer substrate material greatly simplifies the analysis of the 

conditions required for dewetting. 
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Due to the symmetry of an equal line-space photomask, no-flux (or symmetry) boundary 

conditions were used. These boundary conditions can be expressed as 
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To cast the governing equations in a more general form, Eqs. (3.1) and (3.3) were 

nondimensionalized, with 
0h hh , HPλx x , and 4 3

HP 0 0(3μλ / γ )t h t . The 

nondimensional equations are as follows, with bar superscripts dropped for clarity: 
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Here, M, V, and W are nondimensional numbers which represent collections of constants. 

W, V, and M are expressed as, 

 

2

0 HP

2

0 0

3 λ
,

2γ

C
W

h


                  (3.8) 

 

2

HP

4

0 0

λ
,

2π γ

A
V

h
                  (3.9) 

 

2

HP

3

0 0

3μ λ
.

γ

D
M

h
                (3.10) 

These three characteristic quantities can be understood as a ratio of forces. W is the ratio 

of Marangoni forces to capillary forces, V is the ratio of van der Waals forces to capillary 

forces and M is the ratio of diffusion to capillary forces. The magnitude of these three 

quantities determines whether the film will reach a dewetting state or replanarization state. 
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The parameter spaces of W, V, and M were probed to identify contours defining the 

transition between replanarization and dewetting and thereby understand the conditions 

necessary to induce dewetting in MDP. We restrict our analysis to positive values of V, 

which implies a positive Hamaker constant. A negative Hamaker constant would result in 

repulsive interactions and inhibit dewetting. 

 

To understand the limitations of the model, the assumption of fast vertical diffusion is 

called into question. The validity of this assumption can be determined by examining the 

ratio of characteristic time scales for vertical diffusion and lateral convection. The time 

scale for vertical diffusion, tDiff, can be taken as 
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D
             (3.11) 

The initial lateral flux time scale is predominantly governed by Marangoni-driven 

convection. The initial convective time scale can therefore be taken as the Marangoni flow 

timescale, tMar, which is expressed as  
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For the assumption of fast vertical equilibration to hold, the vertical diffusion time scale 

must be much smaller (i.e. faster) than the Marangoni-driven convection time scale. In 

other words, 3 2

Diff Mar 0 0 HP/ / 2μ λ 1t t C h D   . Note that this ratio can be rewritten as 
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Therefore, for the assumption of fast vertical diffusion to hold, Wε2/M must be much less 

than unity. By requiring that Wε2/M ≤ 0.1 and assuming ε = 0.1, the validity of the fast 
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vertical diffusion assumption is tested. As previous experiments have been performed 

using ε ≈ 0.01, we will also use ε = 0.01 to test the assumption of fast vertical diffusion. 

 

3.2.2 Simulation Methodology 

The model was solved using the finite element method with the general form PDE interface 

in COMSOL Multiphysics. The concentration was initialized using a step function that 

transitioned from zero to one at the midpoint of the domain, which is representative of an 

equal line-and-space photomask. Because contact printing is not limited by the blurring 

effects of diffraction, a step function is appropriate. The step function was smoothed using 

a transition region of size 0.05 (5% of the full pitch). This smoothing helped avoid 

drastically negative concentrations and other computational issues associated with using a 

very sharp step function. To explore a more general exposure pattern, a sinusoid was also 

used to smoothly vary the concentration profile from zero to one. 

 

Default shape functions and quartic element orders were used. Symmetry boundary 

conditions, also known as no flux boundary conditions, were used for both variables h and 

hC. To simulate pattern formation for the case of a sine function concentration distribution, 

100 elements were used and the relative tolerance was set to 10-8. In the case of the step 

function concentration distribution, 200 elements were used and the relative tolerance was 

set to 10-7. 

 

The dewetting event was indicated by a stopping criterion, where the simulation was 

stopped when the film height dropped to or below zero. 
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3.2.3 Feature Evolution and Calculation of Dewetting Contours 

The evolution of the feature profile and concentration profile for initially stepped and 

sinusoidal concentration profiles possessing M, V = 1 and W = 10 are shown in Fig. 3.2. 

Note that the main difference between the step and sine function is the film height, with 

the step function resulting in marginally taller features at equivalent times, likely due to 

the fact that the stepped concentration requires slightly more time to diffuse and blur the 

surface tension relative to the sine concentration. 

 

Figure 3.2 a) Normalized concentration profiles and b) normalized film height profiles for 

a simulation in which the initial concentration was a step function. c) Normalized 

concentration profiles and d) normalized film height profiles for a simulation in which the 

initial concentration was a sinusoid. Simulation conditions for all component figures were 

M, V, = 1, and W = 10. 
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By increasing the strength of the Marangoni forces (increasing W) relative to the capillary 

forces, the film can be made to deflect further towards the substrate to sufficiently amplify 

the van der Waals forces and cause dewetting. There must therefore exist a critical value 

of W at which dewetting will occur. To demonstrate this principle, Fig. 3.3a shows the 

feature evolution for a stepped concentration film possessing W = 10.7 and V, M, = 1. Fig. 

3.3b shows the feature evolution under the same conditions, but for W = 10.8. Note that the 

film replanarizes for W = 10.7, but W = 10.8 leads to dewetting. W = 10.8 is therefore the 

critical value for dewetting to occur. 

 

 

Figure 3.3 a) Normalized concentration profiles and b) normalized film height profiles for 

a simulation in which the initial concentration was a step function. Simulation conditions 

for a) and b) were M, V, = 1, and W = 10.7. c) Normalized concentration profiles and d) 

normalized film height profiles for a simulation in which the initial concentration was a 

step function. Simulation conditions for c) and d) were M, V, = 1, and W = 10.8. Note that 

the ~1% increase in the value of W leads to dewetting, which can be seen by comparing b) 

and d). 
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Note that the nondimensional time reported for dewetting in this case is 0.0805. The 

uncertainty associated with this time is quite large, as the time required for dewetting is 

highly dependent on the exact value of W. By improving the accuracy of W from 10.8 to 

10.75, the nondimensional time required for dewetting changed from 0.0805 to 0.0949, 

which is roughly an 18% change in nondimensional annealing time. Therefore, the exact 

time at which dewetting occurs is not known to good precision, but the critical value of 

dewetting is correct to within ~1%. 

 

The critical value of W over a large parameter space was determined by fixing M and V 

while iteratively changing W for both stepped and sinusoidal initial concentration profiles. 

The critical value of W was determined over several decades of M and V and this value is 

reported to within ~1%.  

 

3.3 RESULTS AND DISCUSSION 

3.3.1 Contour Map Defining Dewetting and Replanarization 

Fig. 3.4 presents a contour map showing where the onset of dewetting occurs for a given 

value of V. For a polymer-film system possessing values of W and M that fall below the 

respective curve, replanarization would occur. On the other hand, a polymer-film system 

possessing values of W and M that lie on or above the curves, dewetting would occur.  

 

It is interesting to note that the dewetting curves are very similar for the stepped and sine 

function concentration profiles. The sine function concentration contours lie slightly above 

their stepped concentration counterparts and therefore require marginally stronger 

Marangoni forces to trigger a dewetting event. 
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Note the dashed lines associated with Fig. 3.4. These lines delineate where the assumption 

of fast vertical diffusion is applicable. As an example, a polymer-film system possessing 

values of W and M that lie below the appropriate dashed line can be assumed to exhibit fast 

vertical diffusion. On the other hand, a polymer-film system possessing values of W and 

M that lie above the appropriate dashed line, the assumption of fast vertical diffusion is 

poor and the resulting dewetting contours may not correctly predict the transition from 

replanarization to dewetting. 

 

Figure 3.4 Constant V contours defining the transition from planarization to dewetting. For 

a given value of V, regions below the contour replanarize while regions above the contour 

dewet. The validity of the simulation results depends on whether fast vertical diffusion can 

be assumed, i.e. Wε2/M ≤ 0.1. This borderline is provided for ε = 0.01 (typical of past 

experiments) and for ε = 0.1 (more general value). Note that for a value of ε = 0.1, the 

domain is fairly restricted, but for typical experimental conditions in which ε = 0.01, the 

domain is much less restricted. 
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These results are valuable as they give guidance for experimental design. For a given 

polymer system, knowing the experimental parameters such as the polymer viscosity, 

diffusivity, surface tension, etc. one can predict whether replanarization or dewetting will 

occur. 

 

3.3.2 Comparison to Prior Experiments 

The modelling results will now be compared to past patterning experiments performed by 

Arshad et al. [7]. The polymer system used by Arshad et al. relied on low MW polystyrene 

photochemistry to induce Marangoni flow and did not exhibit dewetting. The physical 

parameters for this polymer system at various temperatures are reproduced here in Table 

1. The photomask consisted of an even line-space pattern possessing a 25 µm full pitch 

(lines were 12.5 µm wide) and the film height was between 130 nm and 150 nm. Other 

physical parameter values and estimates provided in ref. [7] are reproduced here in Table 

1. 

 

It is critical to note that the substrate used by Arshad et al. was a silicon wafer with a thin 

native oxide coating, which is not conducive to dewetting. Although the native oxide can 

promote dewetting (as indicated by a positive Hamaker constant of 2.2(4)x10-20 J [24] for 

an air-polystyrene-silicon oxide system), the bulk silicon largely works against dewetting 

because the interactions between polystyrene and pure silicon is repulsive (as indicated by 

a negative Hamaker constant of -1.3(6)x10-19 [24] for an air-polystyrene-silicon system). 

To evaluate a substrate more conducive to dewetting, the substrate under consideration will 

be pure silicon oxide, opposed to the silicon and native oxide substrate employed by Arshad 
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et al. The Hamaker constant and the calculated parameters W, V, and M are provided here 

in Table 1. 

Table 3.1 Physical parameters for  system taken from ref. [7]. Air-polystyrene-SiOx 

Hamaker constant, A, taken from ref. [24]. 

 

Fig. 3.5 overlays the physical parameters M and W exhibited by the experiments of Arshad 

et al. with the wetting-dewetting transition contours for V = 0.01. All points fall below the 

wetting-dewetting contours shown. To force the film into a dewetting regime, several 

changes to the polymer system could be made. Firstly, the value of W could be 

independently increased by prolonging the exposure to increase the photoconversion, C0 

and thereby strengthen the surface tension gradient. However, taken to an extreme, this 

increased photoconversion could significantly alter the film viscosity, diffusivity, and 

surface tension and thereby inadvertently change the value of M and V.  

 

The value of M could also be independently lowered to bring the polymer system into the 

dewetting regime. This could be accomplished by independently lowering the polymer 

viscosity or diffusivity. Doing so is difficult, however, because a decrease in viscosity 

often results in a comparable increase in diffusivity. For instance, raising the temperature 

of the film will reduce the viscosity but also increase diffusivity. Jones et al. recently 

investigated the effects of doping low molecular weight polystyrene films similar to those 

employed by Arshad et al. with a high molecular weight polystyrene-poly(tert-butyl-

T 

(°C) 
λHP 

[µm] 

h0 

[nm] 

ΔΓ 

[mN/m] 
C0 

γ0 

[mN/m] 

µ 

[Pa-s] 

D 

[10-14 m2/s] 

A 

[10-20 J] 
M V W 

120 12.5 145 2 0.064 32.2 2550 0.363 2.2 44 0.038 44 

126 12.5 148 3 0.064 31.7 1000 2.15 2.2 98 0.036 65 

136 12.5 130 3.1 0.064 31.1 250 4.49 2.2 77 0.062 88 

140 12.5 148 3.1 0.064 30.8 150 5.91 2.2 42 0.037 69 
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oxystyrene) copolymer (the copolymer was primarily responsible for increasing the surface 

tension). The low molecular weight polystyrene provided the film with a low viscosity, 

while the high molecular weight copolymer simultaneously reduced the diffusivity of the 

surface tension gradient. Large feature aspect ratios were reported and the feature valleys 

came within ~14 nm of the substrate. However, dewetting was not observed. As the feature 

approached the substrate so closely, this polymer system would be a good candidate for 

observing dewetting in the future. As necessary polymer properties for this copolymer 

blend system are not known, the exact reason for why it did not dewet is not clear. Although 

the native oxide in their experiments could have enable dewetting, it is possible that the 

bulk silicon prevented it. 

 

In addition to changing the polymer properties, the film geometry can also be changed. For 

instance, the initial film height can be easily changed by spin coating the polymer to a 

different initial thickness and the pattern periodicity can be changed by specifying a 

different half pitch in the photomask. In manipulating the initial film thickness, h0, and 

photomask half pitch, all three values, M, V, and W are allowed to vary, adding some 

complexity to the polymer-film-mask design process. 

 

The dewetting contours provide a powerful tool for predicting whether dewetting will 

occur for a given polymer system. Validating these curves with experiments using 

polymer-substrate systems that allow for dewetting is the next critical point of research in 

furthering MDP. Furthermore, the experiments are needed to determine the effects of 

dewetting on the feature aspect ratio. 
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Figure 3.5 Constant V contours defining the transition from planarization to dewetting. For 

a given value of V, regions below the contour replanarize while regions above the contour 

dewet. Assuming silicon oxide as the substrate, experimental values were overlaid with the 

model predictions, showing that the conditions tested by Arshad et al. would not lead to 

dewetting. 

Our model for MDP was not capable of simulating the flow dynamics beyond the dewetting 

point. This is due to the no-slip condition imposed at the substrate. More intricate models 

like those used by Schwartz et al. [41] and Park et al. [42] simulate dewetting dynamics by 

imposing a precursor film thickness which is programmed to persists after the dewetting 

event and allows the bulk of the film to continue flowing on top of the precursor film. 

Using a model like this, the dynamics of dewetting in MDP could be explored more fully 

and potentially offer some predictive control over the amount of substrate uncovered 

during the dewetting event. Such a model could also reveal how the aspect ratio improves 

after the dewetting event relative to the non-dewetting case. 
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3.4 CONCLUSIONS 

A polymer flow model for Marangoni-driven patterning was presented and generalized by 

nondimensionalizing the governing equations. Several dimensionless parameters, M, V, 

and W became apparent, each of which is a ratio of the relevant forces. The M, V, and W 

parameter space was explored to understand where the critical points (or contours) at which 

the transition from wetting to dewetting occurs. The contours were then compared to 

previous patterning experiments using polystyrene performed by Arshad et al. Using this 

framework of wetting-dewetting regimes provides guidance in designing polymer systems 

that would promote or prevent dewetting. Future work must focus on experimentally 

validating our simulation results and determining the impact of dewetting on the feature 

aspect ratio.  

 

Additional future work could include predicting dewetting conditions for systems 

exhibiting very strong Marangoni forces, whereas here it was only explored for the case in 

which ΔΓC0/γ0 << 1. Additionally, numerical predictions could be made for systems 

possessing two or more substrate layers which require more complex expressions to 

account for van der Waals forces. Finally, the model presented here only predicts the 

critical values of M, V, and W necessary for dewetting, but does not elucidate the dynamics 

after dewetting, as the model could not account for the movement of contact lines. By 

employing reduced order modelling techniques similar to those used by Schwartz et al. 

[41] and Park et al. [42], post-dewetting dynamics and resulting aspect ratio in  could be 

better understood.  
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Chapter 4:  Control of Marangoni-driven patterning by an optimized 

distribution of surface energy‡

4.1 INTRODUCTION 

The Marangoni effect can be used to pattern thin polymer films by applying 

photochemically induced surface energy or tension variations on a film created by UV light 

through a photomask [1–6] or a digital light projection (DLP) system. On heating the film 

above its glass transition temperature, the polymer flows from regions of lower to higher 

surface tension, creating features that resemble the initial pattern of photoexposure. A 

schematic of Marangoni-driven patterning (MDP) is shown in Fig. 4.1 using a photomask.  

First, UV light that passes through the photomask initiates a photochemical reaction that 

increases the surface energy of the polymer. Once the temperature of the polymer is above 

the glass transition temperature, double peaks first form at the interface between exposed 

and unexposed regions where the surface tension gradient is largest. The double peaks then 

merge to form a single peak with a central height of hc. At longer times the surface tension 

promoter diffuses and the surface tension gradient wanes. Eventually, capillary forces 

replanarize the film.  When the film is quenched before replanarization, the variations in 

film height can be locked into place for use as an etch mask (with a breakthrough etch as 

is done in imprint lithography [39]) or for controlled surface topography.   The aim of this 

paper is to show how topography can be controlled by manipulating the distribution of 

Marangoni forces. 

                                                 
‡ Note that most of the research and material in this chapter has been reproduced from S.K. Stanley, C.J. 

Ellison, R.T. Bonnecaze, Control of Marangoni-driven patterning by an optimized distribution of surface 

energy, J. Appl. Phys. 127 (2020) with the permission of AIP Publishing. Additional commentaries have been 

included. The author would like to acknowledge and thank Dr. Baldea for a helpful conversaion regarding 

genetic algorithsms, Dr. Chris Mack for a helpful converstaions regarding photolithography, and Dr. Kamy 

Sepehrnoori for helpful conversations regarding numerical simulation. 
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Figure 4.1 Schematic of Marangoni-driven patterning and breakthrough etch. a) Example 

line-space photomask of periodicity λ and space-width w is used to selectively expose the 

polymer film of initial height h0 to UV light. The surface energy or tension in the exposed 

areas (red) increases due to the photochemical reaction, as indicated by the γ+ symbol. The 

surface tension in unexposed areas (blue) remains unchanged as indicated by the γ0 symbol. 

b) Annealing the film causes the polymer to flow from the unexposed, lower surface 

tension regions, into the higher surface tension regions. Note the double peaks that form at 

short times where the gradient in surface tension is greatest. c) Double peaks merge and 

the surface tension gradient diffuses as indicated by the solid color. Central feature height 

is indicated by hc. d) Anisotropic breakthrough etch of height he exposes the underlying 

substrate, leaving features of height hf and width CD. Note that the figures are not drawn 

to scale as the film height is typically hundreds of nanometers while the feature periodicity 

is typically tens of microns. 
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MDP possesses several distinguishing characteristics relative to traditional patterning 

techniques. For one, it does not require developing solvents as in photolithography. 

Furthermore, MDP avoids the challenges associated with template fill and lift-off 

associated with imprint lithography.  MDP can be adapted to roll-to-roll (R2R) pattern 

production using a photo-roll mask system similar to that demonstrated by Ok et al. [21] 

and developed by sending the web through a conventional R2R annealing oven.  In general 

the photoexposed patterns can be created with contact photomasks or DLP projector, 

similar to what is done for maskless lithography [11] and continuous liquid interface 

printing [43]. DLP projection printing can add flexibility and customizability to the R2R 

patterning process not available to template-based patterning technologies. 

 

At the R2R scale, Marangoni-driven patterning could be used in fabricating features on 

flexible substrates for applications with size requirements in the 1-100 µm range. Potential 

applications include patterned coatings for improved surface adhesion [15], optical 

coatings for improved light capture [14], and an etch mask.  As an etch mask, Marangoni-

driven patterning could be used in the fabrication of terahertz metamaterials on  flexible 

substrates [13,44] for use in security screening applications [45], high-speed data transfer 

[46], terahertz cloaking [47], and wireless strain detection [12]. 

 

To improve feature aspect ratios and expand the functionality of Marangoni-driven 

patterning, several polymer chemistries have been explored. Initial work focused on the 

UV-triggered dehydrogenation of polystyrene to poly(phenyl acetylene), which increases 

the surface tension in light-exposed regions [1,7]. The maximum aspect ratio shown in 

these studies was around 0.013. Later studies explored the use of small molecule, 
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photosensitizer dopants [3] as the surface tension promoter and the inclusion of 

photoactivated crosslinking agents [4] to prevent feature dissipation at elevated 

temperatures. 

 

In addition to advances made in the chemistry of Marangoni patterning, work has been 

done to understand how the transport mechanisms affect pattern evolution. Arshad et al. 

employed the thin film equation coupled with the convection diffusion equation to model 

the formation of features made using an equal line-and-space photomask [7]. The model 

showed good agreement with experiment and provided a predictive tool for further 

exploring and improving Marangoni-driven patterning.  

 

Their theoretical treatment showed that faster processing times could be achieved by 

operating at higher annealing temperatures since the lower polymer viscosities allow 

features to form more rapidly. Their treatment also showed that to increase feature aspect 

ratios, one must increase the surface tension difference between the exposed and unexposed 

regions. It was also shown that improved feature aspect ratios could be obtained by 

lowering the viscosity of the bulk polymer while simultaneously lowering the diffusivity 

of surface tension promoter. In practice this is difficult, as lowering polymer viscosity is 

often associated with increased diffusivity.  Recently, Jones et al. demonstrated a 

decoupling of viscosity from diffusivity in Marangoni-driven patterning by doping a high 

molecular weight (MW) poly(tert-butoxystyrene-rans-styrene) (P(tBOS-ran-S)) 

copolymer (the primary surface tension promoter) into low MW polystyrene. In their study, 

the bulk, low MW polystyrene kept the viscosity relatively low while the use of the higher 

MW P(tBOS-ran-S) lowered the diffusivity of the surface tension promoter and allowed 
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the surface tension gradient to persist for longer. The effect was to produce aspect ratios 

around 0.04, more than twice the aspect ratios seen using polystyrene alone [6].  

Although advances have been made in improving the chemistry for Marangoni-driven 

patterning, there have been no studies on how to improve shape control. Although features 

formed using Marangoni-driven patterning resemble the initial photoexposure pattern, they 

do not replicate the target pattern with great fidelity due to flow and diffusion effects. These 

effects result in features with severely rounded corners. In short, what you see on the 

photomask is not what you get in practice.  

 

Similar issues are present in optical lithography, where diffraction and other process effects 

can distort the final pattern and prohibit the use of an intuitive photomask, i.e. using a 

photomask identical to the target pattern. To compensate for these effects, model-based 

optical proximity correction (OPC) is performed to generate a better performing photomask 

pattern. OPC involves simulating the lithographic exposure and resist development steps 

to determine what the final pattern will look like. Using optimization techniques, the edges 

of the photomask pattern are repeatedly adjusted until the simulated resist pattern contour 

sufficiently matches the target pattern contour [48]. The optimized photomasks are often 

non-intuitive, obtainable only through simulation and optimization, given that 

experimental trial and error procedures would be prohibitively expensive.  

 

Inspired by model-based OPC, here we present a method for simulating and optimizing 

photomasks for two-dimensional Marangoni-driven patterning. This method first simulates 

Marangoni-driven patterning for a fixed annealing time and then extracts the feature 

contour that would result after an anisotropic etch of a specified etch height (he as shown 
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in Fig. 4.1) for comparison to the target. The photomask then is adjusted iteratively so that 

the Marangoni-driven pattern is as close as possible to the target feature. The photomask 

optimization methods outlined here could be easily adapted to suit the needs of other 

photoexposure methods for MDP. 

 

The outline of the remainder of the chapter is as follows. First, a model for Marangoni-

driven patterning is presented. Then an objective function is developed to quantify the 

overlap of the resulting feature with that of a square target. Next, two approaches for 

improving the feature-target overlap are presented. The first relies on resizing the 

photomask relative to the intuitive photomask. The second approach is a pixel-based 

optimization method which uses a genetic algorithm to manipulate the photomask and 

improve the feature-target overlap beyond what is capable by simple photomask resizing. 

The results of these two approaches at several annealing temperatures and times are 

presented and discussed. 

 

4.2 METHODOLOGY 

4.2.1 Model for Marangoni-driven patterning 

A predictive model for Marangoni patterning was first developed by Arshad et al. for line-

and-space Marangoni-driven patterning [7]. The model showed good agreement with 

experiments. The model uses the thin-film equation [7,23,25,26,40,49] 

 

¶h

¶t
+Ñ× h u( ) = 0,            (4.1) 
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to track the evolution of the height of the film over time. Here h is the height the film, t is 

time, ∇ is the two-dimensional (x,y) gradient operator, and ‹u› is the vertically averaged, 

lateral fluid velocity.  

 

The average velocity ‹u› is given by 

 

  2 20γ ,
2 3

h C h h
 


    u        (4.2) 

where ΔΓ is the difference in surface tension between the reacted and non-reacted states of 

the polymer, γ0 is a constant, nominal surface tension, µ is the polymer viscosity, and C is 

the mole fraction of reacted polymer. The first term in Eq. (4.2) accounts for the Marangoni 

flow and assumes surface tension is linearly related to concentration. The second term in 

Eq. (4.2) accounts for the capillary flow using only γ0, which is assumed to be the surface 

tension of the dominant polymer component.  Eqs. (4.1) and (4.2) are the reduced order 

form of the Navier-Stokes equations made possible by the lubrication approximation, when 

vertical length scales are much smaller than the lateral length scale λ, i.e. h0/λ = ε << 1. 

This holds true for Marangoni-driven patterning where h0/λ ~ 0.001-0.01 is typical.  

 

The thin film equation is coupled to a convection-diffusion equation [25,26,50] 

 

 
¶ hC( )
¶t

+Ñ× -DhÑC + u hC( ) = 0,             (4.3)  

which describes the evolution of the concentration of the photoproduct. Here, D is the 

diffusion coefficient of the photoproduct, and it is assumed constant. Note that the 

concentration expressed in Eq. (4.3) is not the surface concentration, but rather the bulk 

concentration, which is assumed to be vertically homogeneous. This assumption is possible 
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when the vertical diffusion time scale (tDz) is short with respect to the lateral advective time 

scale (tAdv), i.e. tDz/tAdv << 1 [26]. This condition is satisfied for a typical Marangoni-driven 

patterning system, which will be shown later. 

 

4.2.1.1 Geometric and Physical Parameters 

To demonstrate the proposed photomask optimization methods, we have chosen a 

repeating 35x35 µm2 square as the target pattern, with a characteristic length L = 35 µm 

and periodicity λ = 100 µm. The optimization methods presented here can be generally 

applied to any polymer system. Owing to the availability of data for the polystyrene-

poly(phenyl acetylene) system studied by Arshad et al. [7], this chemistry was chosen for 

the photomask optimization study here. When polystyrene (PS) is exposed to UV light, its 

backbone undergoes a dehydrogenation reaction to produce poly(phenyl acetylene) (PPA), 

which imparts a higher surface tension to the polymer film in the exposed areas. 

 

The Tg of the PS-PPA system studied by Arshad et al. was approximately 61°C [7] and the 

physical parameters for the PS-PPA system at 120°C and 140°C are used for this 

photomask optimization study. The initial film height, photomask periodicity, and physical 

parameters of the polymer system at annealing temperatures of 120°C and 140°C are 

presented in Table 4.1. Note that in the model γ0 = γPS and ΔΓ = γPPA- γPS. 

 

4.2.1.2 Nondimensionalization 

Eqs. (4.1)-(4.3) were non-dimensionalized as follows. The height and concentration 

variables were nondimensionalized by the initial film height and concentration, 

respectively, such that h* = h/h0 and C* = C/C0. The lateral length is scaled by the target 



 

 

66 

square length and so ∇* = L∇. Because the Marangoni flow dominates at early times, the 

fluid velocity is scaled with the Marangoni velocity, ‹u›M (first term of Eq. 4.2), such that 

‹u›*= ‹u›/‹u›M = ‹u›/(ΔΓC0h0/Lµ). For completeness, we note that the capillary velocity 

scale is ‹u›C = γ0h0
3/L3µ.   The time is scaled using the Marangoni flow time scale such that 

t* = t/tM = t/(L/‹u›M) = t/(µL2/h0ΔΓC0). Note here that the lateral diffusion time scale is 

tDxy = L2/D, and will be used later. Dropping asterisks for clarity, the non-dimensionalized 

equations become: 
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where κ = ‹u›C/‹u›M = (γ0/ΔΓC0)(h0/L)2 is the ratio of capillary to Marangoni velocity scales 

and Pe = tDxy/tM = h0ΔΓC0/µD is the Péclet number, a ratio of Marangoni-driven transport 

to lateral diffusive transport. The numerical solution to Eqs. (4.4)-(4.6) is necessary to 

determine the feature shape and quality. Details regarding the simulation of Eqs. (4.4)-(4.6) 

can be found in Secs. S4.1, S4.2, and S4.3 of the Supporting Information.  

 

A summary of the scaling parameters and non-dimensional parameters is provided in 

Table 4.1.  In addition typical values of the parameters for the polymer system considered 

here are reported.  Significant physical insight and expectations on the patterning of the 

polymer films may be drawn from the table.  The assumption of vertically homogenized 

concentration is reasonable since tDz/ tM << 1 is satisfied for the cases considered.  Note 

also that the Marangoni velocity is much higher than the capillary velocity. For smaller 

values of κ, Marangoni forces are relatively strong, and it can be anticipated that taller 
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features will result relative to systems exhibiting larger values of κ.  Likewise, for larger 

values of Pe, one would expect taller features due to the smaller influence of diffusion, 

which acts to weaken Marangoni forces.   We may determine what annealing times are best 

based on the time scales for Marangoni flow tM and diffusion of the photoproduct tDxy. 

Annealing times ~ O(tM) can be expected to show patterns with the larger heights.  For 

annealing times beyond the diffusion time, lower heights are expected as diffusion will 

have diminished the strength of the Marangoni force.  Ideally, one would like tM << tDxy 

for the largest heights and tM to be small for the fastest processing.  Note for the polymer 

system here, higher temperature reduces the relative importance of diffusion to Marangoni 

flow while also accelerating the patterning process. 

Table 4.1 Physical and geometric parameters used in simulations. Physical parameters 

taken from Arshad et al. [7] 

 Annealing Temperature 

Parameter 120°C 140°C 

h0 [nm] 150 150 

λ [µm] 100 100 

L [µm] 35 35 

γ PS [mN m-1] 32.2 30.8 

γ PPA [mN m-1] 34.2 33.9 

ΔΓ [mN m-1] 2.0 3.1 

μ [Pa s] 2550 150 

D [10-14 m2 s-1] 0.363 5.91 

C0 [mole frac.] 0.064 0.064 

‹u›M [nm/s] 0.22 5.7 

‹u›C [nm/s] 0.00099 0.016 

tM [103 s] 160 6.2 

tDxy [103 s] 340 21 

tDz [103 s] 0.0062 0.00038 

κ 0.0046 0.0029 

Pe 2.08 3.33 
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4.2.2 Pattern Quality 

As mentioned earlier, a repeating 35x35 µm2 square was chosen as the target pattern for 

this study. The intuitive choice of photomask for this case would be a repeating 35x35 µm2 

square photomask, which is shown in Fig. 4.2. The yellow regions in the figure represent 

transparent parts of the photomask, which allow light to pass and expose the underlying 

polymer film. The blue regions represent opaque parts of the photomask that block light 

and leave the film unexposed. As the exposed regions are of higher surface tension, it can 

be expected that fluid will initially flow from the blue regions towards the yellow regions. 

 

An example feature formed using this square photomask is shown in Figs. 4.3a and 4.3b, 

which was achieved after annealing at T = 120°C for t/tM = 0.049 and t/tM = 0.16. The after-

etch contour for these shapes is shown as the intersection of the red square and feature. The 

red squares in Figs. 4.3a and 4.3b is level with the initial film height and helps visualize 

the contour that would result from an anisotropic etch of height h0. The contour of the after-

etch feature is overlaid with the target square contour in Figs. 4.3c and 4.3d. The feature 

contours exhibit significant corner rounding and are far from the desired square pattern. 

Figs. 4.3e and 4.3f show the normalized concentration contours at the two annealing times. 

As time progresses, the initially square exposure pattern is blurred by diffusion, which 

prevents the feature from forming into the desired square pattern. 

 

We note here that several minor contours and features can exist at h0 due to the formation 

of small ripples and the presence of the double peaks at early times. When detected, these 

minor ripples and contours were ignored in this analysis. 
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Figure 4.2 Repeating 35x35 µm2 square photomask pattern. Yellow areas represent 

exposed regions and blue areas represent unexposed regions. The exposed regions of the 

polymer film possess a higher surface tension relative to the unexposed regions, meaning 

that fluid will flow into the yellow region. 

A quantity called the penalized area is used to quantify the difference between the feature 

contour and the target contour. The penalized area is the sum of two areas, the first being 

the area enclosed by the feature contour but not the target contour and the second area is 

that enclosed by the target contour but not the feature contour. The penalized area can be 

expressed mathematically as the symmetric difference of two areas as given by 

 

  FT F T\ ,A A A          (4.7) 

  TF T F\ ,A A A          (4.8) 

 P FT TF F T ,A A A A A         (4.9) 
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where AF is the area enclosed by the feature contour, AT is the area enclosed by the target 

contour, AFT is the area enclosed by the feature, but not the target, and ATF is the area 

enclosed by the target but not the feature. The penalized area, AP, is expressed as the union 

of these two areas or the symmetric difference of AF and AT. A penalized area of zero 

represents perfect feature-target overlap. Note that we report the penalized area in this 

paper as normalized by the area of the target square. The penalized area for the features 

shown in Fig. 4.3 is reported in in Figs. 4.3c and 4.3d. Information on how the penalized 

area was calculated can be found in Sec. S4.4 of the Supporting Information. We will also 

examine how the post-etch feature height (hf in Fig. 4.1) is affected as we manipulate the 

photomask. 

 



 

 

71 

 

Figure 4.3 a,b) Features formed using a 35x35 µm2 square photomask annealed at 120°C. 

The pre-etch film height, h/h0, is indicated by the associated color bars. The red squares in 

a) and b) help visualize the contour that would result from an anisotropic etch of height h0. 

c,d) Feature contours overlaid with the target 35x35 µm2 square. Notice that the feature 

corners are significantly rounded. The penalized area, a dimensionless metric for 

determining feature-target overlap, is also reported with each contour. e,f) Contours of the 

concentration, C/C0. Contours levels range from 0 to 1 in intervals of 0.1.  The 

dimensionless annealing times for a,c,e) and b,d,f) were 0.049 and 0.16, respectively. 

 

4.2.3 Penalized Area and Feature Height Evolution for the Intuitive Photomask 

We calculate the penalized area and post-etch feature height over time for the intuitive 

35x35 µm2 photomask, where the etch height was set equal to the initial film height, i.e. 

he = h0.  Fig. 4.4a shows the evolution of the penalized area and its component parts over 

time at T = 120°C. The penalized area fluctuates, but generally increases over time. Note 
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that at early times for T = 120°C, the component AFT is zero. This is because the feature 

contour at these times is completely enclosed by the square target. However, as time goes 

on and the feature begins to relax, the feature contour begins to expand beyond the confines 

of the target square. This suggests that at early times, the intuitive photomask is too small 

and could be enlarged to reduce the penalized area when targeting short annealing times. 

At later annealing times, the intuitive photomask is too large and could be made smaller to 

reduce the penalized area when targeting later annealing times. 

 

Fig. 4.4b shows the post-etch feature height for the intuitive 35x35 µm2 square photomask 

annealed at 120°C and 140°C. The feature height eventually reaches a maximum as 

capillary forces begin to dominate. Similar to what was found by Arshad et al [7], the 

140°C case exhibits taller feature heights relative to the 120°C case. This is primarily 

because the surface tension gradient is larger at 140°C. By scaling the normalized feature 

height by κ, the height curves at 120°C and 140°C mostly collapse on top of one another, 

as shown in the inset of Fig. 4.4b. As will be seen in later results, the post-etch feature 

height is typically taller at the 140°C annealing temperature. Taller feature heights are 

generally more desirable, so we would ideally target later times for patterning. But the 

penalized area also increases with time, so there is a conflict which will become more 

apparent later. 

In the next section, we present the effects of resizing the square photomask on the feature-

target overlap and the feature height. In the subsequent section, we present the pixel-based 

photomask optimization method and its effects on the feature-target overlap and feature 

height. 
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Figure 4.4 a) Penalized area and its component parts vs. scaled annealing time at 120°C 

and 140°C. b) Normalized feature height vs. scaled annealing time at T = 120°C and 

T = 140°C. Inset shows that the curves mostly collapse when scaling the feature height by 

κ. 
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4.3 PHOTOMASK RESIZING 

By resizing the photomask, significant improvements to the penalized area can be 

achieved. Fig. 4.5 demonstrates this by comparing the features that result from the intuitive 

photomask (Fig. 4.5a) and a resized photomask (Fig. 4.5b), both annealed at 140°C for 

t/tM = 0.16. Figs. 4.5c and 4.5d show the features that form and Figs. 4.5e and 4.5f show 

the resulting feature-target overlap. As can be seen, the resized photomask clearly improves 

the feature-target overlap and reduces the penalized area by five-fold. The feature corners, 

however, are still severely rounded and simple photomask resizing cannot compensate for 

this. The pixel-based optimization method shown later will prove to produce much sharper 

corners. 
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Figure 4.5 a) Intuitive and b) resized photomasks. Red outline overlays the target with the 

photomask. c,d) Features resulting from annealing at 140°C for t/tM = 0.16. Red cross-

section defines the relevant after-etch contour taken at h0. e,f) After-etch contour overlaid 

with the target 35x35 µm2 square contour. 

To more fully understand the effects of resizing the photomask, a parameter sweep was 

performed in which the penalized area was calculated for various photomask sizes and 

temperatures. The annealing times for the 120°C case were t/tM = 0.049, 0.097, 0.16, 0.23, 

and for the 140°C case the times were t/tM = 0.079, 0.16, 0.26, 0.37, 0.47. 

 

The penalized areas for these conditions are shown in Table 4.2. The photomasks which 

performed best for a given annealing temperature and time are underlined. Significant 

improvements were seen for several annealing times and temperatures, which shows that a 

significant “first-order” correction can be achieved by simply resizing the photomask. Also 
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note the trend in Table 4.2 where larger square photomasks are required at early times, but 

smaller ones are required at later times.  

Table 4.2 Penalized area for several square photomask sizes (left-most column) at select 

dimensionless annealing times and temperatures (Left: T = 120°C, Right: T = 140°C). The 

objective used to calculate the penalized area is a 35x35 µm2 square. Underlined values 

indicate the best square photomask among those tested for a given dimensionless annealing 

time. Note that the 35x35 µm2 square photomask is the intuitive choice of photomask. 

Annealing temperature is 120°C for the regular font and 140°C for the bold font. 

 
Dimensionless Annealing Time [t/tM]  

(Left: T = 120°C, Right: T = 140°C)   

Size 

[µm] 
0.049, 0.079 0.097, 0.16 0.16, 0.26 0.23, 0.37 0.29, 0.47 

27 0.44, 0.53 0.41, 0.48 0.30, 0.36 0.19, 0.25 0.162, 0.18 

29 0.35, 0.46 0.36, 0.44 0.26, 0.34 0.17, 0.23 0.159, 0.17 

31 0.26, 0.37 0.28, 0.39 0.22, 0.30 0.15, 0.20 0.159, 0.16 

33 0.17, 0.28 0.20, 0.34 0.16, 0.27 0.14, 0.18 0.163, 0.158 

35 0.079, 0.18 0.095, 0.27 0.11, 0.23 0.13, 0.16 0.17, 0.156 

37 0.083, 0.087 0.047, 0.18 0.087, 0.18 0.14, 0.14 0.19, 0.157 

39 0.15, 0.082 0.13, 0.075 0.12, 0.12 0.16, 0.134 0.22, 0.16 

41 0.26, 0.14 0.24, 0.054 0.20, 0.087 0.21, 0.133 0.26, 0.17 

43 0.38, 0.24 0.36, 0.15 0.32, 0.093 0.30, 0.14 0.33, 0.19 

 

Fig. 4.6a compares the penalized area resulting from the intuitive photomask to that of the 

best-performing resized photomasks (underlined values in Table 4.2). Fig. 4.6b shows the 

fold-improvement resulting from resizing the photomasks, with a maximum of 5-fold 

improvement made possible. 
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Figure 4.6 a) Penalized area at various annealing times for the intuitive 35x35 µm2 

photomask and the best-performing resized photomasks. b) Fold reduction in penalized 

area when comparing the penalized areas generated by the intuitive 35x35 µm2 photomask 

to the best-performing resized photomasks at each annealing time and temperature. c) 

Normalized feature height at various annealing times for the intuitive 35x35 µm2 

photomask and the best-performing resized photomasks. d) % reduction in feature height 

when comparing the feature heights generated by the intuitive 35x35 µm2 photomask to 

the best-performing resized photomasks at each annealing time and temperature. 

Biasing the photomask can significantly improve the penalized area; however, this often 

comes at the expense of feature height. This fact is shown in Fig. 4.6c, which compares the 

post-etch feature height achieved when using the intuitive photomask to that achieved from 

using the optimally resized photomask. Fig. 4.6d shows the percent reduction in feature 

height, with the maximum reduction being roughly 60%. In some cases, small to modest 

improvements in feature height were observed.  
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To understand why resizing the photomask leads to worsened feature heights in some 

cases, we examine the feature height evolution for three different sized photomasks. 

Fig. 4.7 shows the normalized feature height over time for 25x25 µm2, 35x35 µm2, and 

45x45 µm2 square photomasks at 120°C. Note that at early times, smaller photomask sizes 

result in taller feature heights. This is because the fluid must travel a shorter distance to 

reach the feature center. However, at moderate annealing times, capillary forces begin to 

dominate sooner for these finer features, making them decay sooner relative to broader 

features with lower capillary pressures. Therefore, smaller photomask sizes tend to produce 

taller features at early annealing times but produce smaller features at later annealing times. 

This presents a conflict between feature height and penalized area. As the photomask is 

enlarged at early times to reduce the penalized area, the feature height can suffer. The same 

is true at later times, where the feature height can also suffer as the photomask is shrunken 

to reduce the penalized area. 
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Figure 4.7 Normalized feature height over time for various square photomask sizes 

annealed at 120°C. Note that the smaller square photomask exhibits taller feature heights 

at early annealing times. The earlier onset of feature decay for the smaller photomask 

results in shorter features at later times relative to those achieved by larger photomasks. 

 

4.4 PIXEL-BASED EXPOSURE OPTIMIZATION 

4.4.1 Photomask and Optimization Setup 

To obtain improvement beyond simple photomask resizing, the photomask was optimized 

using a pixel-based optimization method. The photomask can be thought of as being made 

up of pixels that are either on (exposed area) or off (unexposed area). The state of each 

pixel can be thought of as a variable to be optimized for the photomask. Fig. 4.8 shows this 

photomask representation in which each pixel is a binary variable (1 = exposed, 0 = 

unexposed). Due to symmetry, only one-eighth of the photomask needs to be manipulated 

and then copied into the other regions (region shown in Fig. 4.8 as the lightly outlined 

region). To reduce the number of isolated pixels in the resulting photomask, the variable 
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pixels are restricted to a subset of the photomask. This can be seen in Fig. 4.8 in the bold 

outlined region, where variables exist in only a trapezoidal subsection of the photomask. 

To the left of the bold trapezoid, pixels are always off, while to the right, pixels are always 

on. 

 

 

 

Figure 4.8 Photomask representation. Yellow pixels represent transparent, exposed 

photomask regions, while the blue areas represent closed photomask region. Note that only 

one-eighth of the photomask needs to be manipulated due to symmetry (light outline). Also 

note that the variable domain has been restricted to a subset of the whole domain (bold 

outline). 

The photomask grid was arranged such that the center of each pixel was a point on the 

simulation domain. As explained in Sec. S4.1 of the Supporting Information, the simulation 

grid was composed of 1x1 µm2 pixels. We therefore chose to construct the photomask 

using the same 1x1 µm2 pixels. It is worth noting that this pixel size of 1x1 µm is well 

within manufacturability limits for contact photomasks.  
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The annealing time for each photomask optimization was fixed, such that time was not a 

variable handle. Consistent with the photomask resizing study, the optimization was 

performed for fixed annealing times of t/tM = 0.049, 0.097, 0.16, 0.23 for the 120°C case 

and t/tM = 0.079, 0.16, 0.26, 0.37, 0.47 for the 140°C case. MATLAB’s built-in genetic 

algorithm toolbox was used to carry out the optimization. Details regarding the genetic 

algorithm optimization can be found in Sec. S4.5 of the Supporting Information. To ensure 

that the chosen simulation grid size was sufficient for convergence of the resulting 

pixelated photomasks, mesh and time-step refinements were performed for the final, 

optimized photomasks, the results of which can be found in Sec. S4.6 of the Supporting 

Information. 

 

4.4.2 Optimization Results 

Fig. 4.9 shows the convergence of the genetic algorithm optimization, presenting the 

minimum penalized area for several generations. The initial point at generation zero for 

each fixed annealing time reflects the “first-order” correction to the intuitive 35x35 µm2 

square photomask, which are also found as the underlined values in Table 4.2. 
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Figure 4.9 Genetic algorithm convergence plot for optimizations at a) 120°C with fixed 

annealing times of t/tM = 0.049, 0.097, 0.16, 0.23, 0.29 and b) 140°C with fixed simulation 

times of t/tM = 0.079, 0.16, 0.26, 0.37, and 0.47. The initial point at generation zero for 

each fixed annealing time reflects the “first order” correction to the intuitive 35x35 µm2 

square photomask (underlined values in Table 4.2). The progression terminates when the 

photomask population becomes homogeneous. 

The smallest penalized area was achieved for t/tM = 0.079 at 140°C while longer fixed 

annealing times often resulted in larger penalized areas. The greatest reduction in penalized 
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area was also observed for t/tM = 0.079 at 140°C, resulting in an eight-fold reduction in 

penalized area when compared to the resizing correction. The smallest improvements were 

observed for t/tM = 0.29 at 120°C and for t/tM = 0.47 at 140°C, where the penalized area 

was reduced by roughly 1.25-fold when compared to the resizing correction.  

 

An auxiliary experiment was performed (not shown here) in which mask optimizations 

were done with different genetic algorithm parameters, which produced unique final 

photomasks with very comparable penalized areas. While the masks were different from 

one another, their qualitative features were quite similar. Small differences in the penalized 

area appears to lead to small differences in the pixel pattern. 

 

To determine the effect of simulation grid size on the optimized photomasks, simulations 

were repeated for each optimized photomask using twice the number of grid points (see 

Sec. S4.6 of the Supporting Information). The resulting penalized areas for the two 

simulation grid sizes showed very good agreement in some cases, while modest differences 

were seen in other cases. For the case possessing the worst agreement in penalized area, 

visual inspection revealed that the resulting contours sufficiently matched one another to 

maintain confidence in the results and effectiveness of the method. 

 

Fig. 4.10 shows the optimized photomask shape, resulting feature and penalized area for 

the 120°C optimization at t/tM = 0.049. The other optimized photomasks at the tested 

temperatures and times can be found in Sec. S4.7 of the Supporting Information. The red 

square outline in Fig. 4.10a shows the size of the intuitive 35x35 µm2 square photomask. 

Figs. 4.10b and 4.10c can be directly compared to Figs. 4.3a and 4.3c, respectively, which 
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show the feature and contour resulting from the intuitive 35x35 µm2 photomask. The 

reduction in penalized area is significant and the improved overlap with the target is clearly 

visible. The feature corners for the optimized photomasks are also very sharp.  It is 

interesting to note the shape of the optimized photomask. The effect of the optimization 

was to extend the corners and central edges. Similar effects were seen for almost all of the 

optimized photomasks.  

 

 

 

Figure 4.10 a) Optimized photomask for the 120°C optimization at t/tM = 0.049. The red 

square depicts the size of the intuitive 35x35 µm2 square photomask. b) Resulting feature. 

Note that the feature height is not to scale so as to clearly visualize the feature shape. Red 

cross-section defines the relevant after-etch contour. c) After-etch contour overlaid with 

the target 35x35 µm2 square contour. 

Due to the pixelated photomask representation, the optimized photomasks possess several 

isolated pixels. Pixelation at this scale is manufacturable.  If necessary, pixelation could be 

reduced through the use of a weighted objective function that penalizes isolated pixels.   

Note that one test revealed that by disproportionately seeding the initial population of 

guesses in the GA optimization, a less pixelated photomask could be produced. This 
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method, however, did not reduce the objective function as much compared to using a 

balanced population seed (see Sec. S4.8 of the Supporting Information). 

 

Fig. 4.11a compares the penalized area resulting from the intuitive 35x35 µm2 square 

photomask to that achieved by the optimized photomasks. The reduction in penalized area 

is significant, especially at early annealing times. Fig. 4.11b shows the fold-reduction in 

penalized area for the optimized photomasks relative to the intuitive photomask. The 

maximum reduction in penalized area observed was roughly 23-fold, which is roughly 4-

fold better than the maximum reduction seen from simple photomask resizing. At longer 

annealing times, it generally became more difficult to influence the final pattern. This is 

due to the degeneration of the concentration gradient over time. As time goes on, diffusion 

degrades the concentration gradient imparted by each pixel, leading to less control over the 

final pattern at later times. 

 

It is interesting to note that the higher annealing temperature of 140°C always resulted in 

a lower penalized area at comparable annealing times. This is likely due to a combination 

of effects, mainly the stronger Marangoni forces (lower value of κ) and/or weaker diffusion 

forces (higher value of Pe) at this temperature. As Marangoni forces become stronger, each 

concentration pixel can more greatly influence the flow, resulting in more control over the 

final pattern. Similarly, weaker diffusive forces allow the concentration gradient to be 

maintained for longer periods, again resulting in more control over the final pattern at a 

specified annealing time. 
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The reduction in penalized area always came at the cost of feature height. This can be seen 

in Fig. 4.11c, which compares the feature height resulting from the intuitive 35x35 µm2 

square photomask to that achieved by the optimized photomasks. Feature height reductions 

ranged from 2.9% (T = 120°C, t/tM = 0.049) to 55% (T = 140°C, t/tM = 0.047). This can be 

seen in Fig. 4.11d, which shows the percent reduction in feature height for the optimized 

photomasks relative to the intuitive photomask. As mentioned earlier, the reduction in 

feature height is due to the resizing of the photomask. The serifs added to the corners of 

some masks may also reduce the feature height as they can direct flow away from the center 

of the photomask.  

 

This study generally suggests that stronger Marangoni forces and weaker diffusion forces 

offer greater shape control in Marangoni-driven patterning.  
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Figure 4.11 a) Penalized area at various annealing times for the intuitive 35x35 µm2 

photomask and the photomasks optimized using the genetic algorithm. b) Fold reduction 

in penalized area when comparing the penalized areas generated by the intuitive 35x35 

µm2 photomask to the optimized photomasks at each annealing time and temperature. c) 

Normalized feature height at various annealing times for the intuitive 35x35 µm2 

photomask and the photomasks optimized using the genetic algorithm. d) % reduction in 

feature height when comparing the feature heights generated by the intuitive 35x35 µm2 

photomask to the optimized photomasks at each annealing time and temperature. 

4.5 CONCLUSIONS 

A predictive model and simulation tool for two-dimensional Marangoni-driven patterning 

were presented. It was shown that for a square target pattern a good final shape can be 

obtained by simply resizing the intuitive square photomask. Superior control of the pattern 

was shown to be possible by pixel-level control of the surface tension in the Marangoni-

driven patterning.  Using a genetic algorithm as the means to optimize the photoexposure, 
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excellent feature quality can be achieved.  At early to mid-annealing times significant 

reductions in the penalized area were achieved, while modest reductions were observed at 

later annealing times. This was attributed to diffusion weakening the influence of the 

concentration pixels. The optimization results also suggest that stronger Marangoni forces 

and weaker diffusion forces provide more shape control. Although the optimization 

consistently improved the feature-target overlap, it also led to a decrease in feature height. 

The reduction in feature height is attributed to resizing the photomask and the addition of 

serifs that redirect flow away from the center of the feature.  

 

The photomask optimization method presented here could be applied to control the pattern 

of any polymer film that undergoes Marangoni-driven patterning. Furthermore, the 

concepts presented here apply to contact photomask optimization and other exposure 

methods such as maskless lithography. 

 

SUPPORTING INFORMATION 

S4.1 Simulation Setup 

Eqs. (4.4)-(4.6) were solved using an explicit finite difference method. Spatial derivatives 

were computed using fourth-order accurate, central differencing and temporal derivatives 

were computed using two-point, forward time differencing. The symmetry boundary 

conditions were implemented by repeating the domain at cells beyond the boundary and 

then calculating derivatives using these repeated cells. Note that the entire square domain 

was solved. Unless otherwise stated, an adaptive time stepping method similar to that 

outlined by Valli et al. [51] was used. The maximum relative change in film height between 

successive time steps was restricted to 0.00025 and the time step typically ranged between 
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10-7 and 10-5 dimensionless time units. Adaptive time stepping allowed for a significant 

reduction in simulation time for photomask optimization. For the purpose of checking 

convergence, appropriate constant time steps were also used (see Sec. S4.2 of the 

Supporting Information). Other results demonstrating good convergence, mass 

conservation, and verification are provided in Secs. S4.2 and S4.3 of the Supporting 

Information. 

 

The simulation grid was comprised of 101 grid points in the x- direction and 101 points in 

the y- direction, resulting in a total of 10,201 evenly spaced grid points. The spacing 

between grid points was therefore 1 µm. The normalized film height (h/h0) was initialized 

to unity for all x and y and the normalized mole fraction field variable (C/C0), initialized to 

unity in exposed grid pixels and was initialized to zero in unexposed grid pixels. 

 

S4.2 Convergence and Conservation Study 

The adaptive time stepping method introduced oscillations in the higher order derivative 

terms that were not observed when using a constant time step. These oscillations, however, 

were shown to be inconsequential given that the adaptive time stepping solutions were in 

good agreement with constant time stepping solutions, as will be shown here. Furthermore, 

the chosen grid size of 1x1 µm2 will also be shown here to be sufficient for convergence 

for simple square patterns. 

To check that the adaptive time stepping method and chosen simulation grid size of 1x1 

µm2 was sufficient for convergence, a study was performed in which a constant time step 

was used for a grid of size 0.5x0.5 µm2. The constant time steps used were checked for 

temporal convergence. Fig. S4.1 shows the after-etch feature height (hf in Fig. 4.1) as a 
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function of time for square photomasks of size 25x25 µm2 and 51x51 µm2 at annealing 

temperatures of 120°C and 140°C. The adaptive time stepping method is compared to the 

constant time stepping methods at various grid sizes. Note that the adaptive time stepping 

solutions closely follow the constant time stepping solutions. Prior to accounting for the 

anisotropic etch, the maximum relative absolute difference between the pairs of curves 

shown in Fig. S4.1 was 0.29%, which is acceptable for the sake of convergence. 

 

Figure S4.1 Normalized feature height over time calculated using adaptive and constant 

time stepping methods on simulation grid sizes of 1x1 µm2 and 0.5x0.5µm2, respectively. 

Simulations were performed using square photomasks of size 25x25 µm2 and 51x51 µm2 

at annealing temperatures of 120°C and 140°C.  
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Fig. S4.2 shows the penalized area, normalized to the target square area, (see Sec. 4.2.2) as 

a function of time for square photomasks of size 25x25 µm2 and 51x51 µm2 at annealing 

temperatures of 120°C and 140°C. Again, the adaptive time stepping method is compared 

to the constant time stepping method at a finer grid size. The maximum absolute, relative 

difference between the pairs of curves shown in Fig. S4.2 was 0.97%. It is suspected that 

this error does not arise from convergence issues alone, but also from the increased 

precision in feature contouring offered by the finer simulation grid, which leads to greater 

accuracy in calculating the penalized area. Although the 0.97% error may seem large, it is 

viewed as acceptable when considering the high computational cost associated with using 

the 0.5x0.5 µm2 simulation grid size. 
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Figure S4.2 Penalized area over time calculated using adaptive and constant time stepping 

methods on simulation grid sizes of 1x1 µm2 and 0.5x0.5µm2, respectively. Simulations 

were performed using square photomasks of size 25x25 µm2 and 51x51 µm2 at annealing 

temperatures of 120°C and 140°C.  

To determine whether the model conserved volume and species, the volume and species 

amount were calculated for square photomasks of size 25x25 µm2 and 51x51 µm2 at 

annealing temperatures of 120°C and 140°C. Fig. S4.3 shows the progression of the volume 

and species, which have been normalized to their respective initial volume and species 

quantities to reveal the relative amount of volume and species loss over time. At the latest 
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annealing time, the largest relative losses are less than 0.3%, which shows that the model 

is sufficiently conservative for the tested square photomasks of size 25x25 μm2 and 51x51 μm2. 

 

Figure S4.3 Plots showing the progression of relative volume and species loss for square 

photomasks of size 25x25 µm2 and 51x51 µm2 at annealing temperatures of 120°C and 

140°C. 

 

S4.3 Model Verification 

The flow model was verified using the commercial finite element solver, COMSOL 

Multiphysics. Eqs. (4.1)-(4.3) were solved using the general form PDE interface with no-

flux, symmetry boundary conditions implemented for both variables h and hC. For the 
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purpose of calculating third and fourth order derivatives in h, two other variables, hxx and 

hyy were declared. The initial concentration was implemented using COMSOL’s built-in 

step function with a smoothing transition zone of size 1 µm. A mapped mesh was used and 

the element size was set to 1 µm. Quartic element orders were used for all equations. 

Taking advantage of the symmetry, only a quarter of the square was simulated. The relative 

tolerance used by the solver was set to 1e-4. 

 

The finite difference simulation was performed using the adaptive time stepping method 

with a grid size of 101x101 points (1x1 µm2 grid size). The finite element and finite 

difference flow simulations were carried out at 120°C using a square photomask of size 

35x35 µm2 for 15 non-dimensional time units. Fig. S4.4 shows the post-etch height for the 

finite element and finite difference models. The two results practically overlap. Prior to 

accounting for the anisotropic etch, the maximum relative difference between the two 

curves is 0.16%, which is sufficient to verify the two model implementations. 
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Figure S4.4 Normalized feature height for the C++ and COMSOL model implementations 

which were calculated using a 35x35 µm2 square photomask at an annealing temperature 

of 120°C. 

 

S4.4 Calculating the Penalized Area 

To calculate the penalized area, a grid size of 0.025x0.025 µm2 was used to count the 

number of points that fell within the penalized area. Note that this grid size used to calculate 

the penalized area was finer than the 1x1 µm2 simulation grid. The penalized area was 

calculated by gridding the feature domain and determining which grid points fell within 

and on the target and feature contours. Using these points, the symmetric difference was 

evaluated and the sum of points contained by the symmetric difference were multiplied by 

the square grid size. To check that the grid size used in summing the penalized area was 

sufficiently fine, the penalized area was calculated using grid sizes of 0.1x0.1 µm2, 

0.05x0.05 µm2, 0.025x0.025 µm2, and 0.01x0.01 µm2 for a 35x35 µm2 photomask at 
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120°C. Fig. S4.5 shows the penalized area over time for a 35x35 µm2 square photomask 

pattern annealed at 120°C. Although the curves appear to converge, it is expected that at 

certain annealing times, roughly 2% absolute, relative error still exists between the 

calculated and actual penalized areas for the 0.01x0.01 µm2 grid size and 5% absolute, 

relative error for the 0.025x0.025 µm2 grid size. This error is expected to arise, in part, 

from the points that fell on the target square contour (which could either artificially increase 

or decrease the penalized area). The error is also expected to arise from the error inherent 

to approximating the area of curved shapes using squares. As a finer grid is used, the error 

decreases.  

 

The residual error of roughly 2-5% is arguably small and is not expected to significantly 

affect the photomask optimization. Due to the high computational cost associated with 

calculating the objective function at a grid size of 0.01x0.01 µm2, the 0.025x0.025 µm2 

grid was used for calculating the penalized area. 
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Figure S4.5 Penalized area over time calculated using various grid sizes. Simulations were 

performed using a square 35x35 µm2 photomask at an annealing temperature of 120°C.  

 

S4.5 Genetic Algorithm Implementation 

To obtain improvement beyond simple photomask resizing, a genetic algorithm was used 

to further optimize the photomask. A genetic algorithm (GA) is a heuristically based 

optimization method capable of searching large solution spaces. Instead of navigating the 

solution space through a form of gradient descent, a GA evaluates the fitness (or objective 

function) at several sample points in the solution space. This group of sample points makes 

up a population. To update and ideally improve the population of sample points, a GA 

mimics evolution and natural selection that occurs within living populations [52]. Points 

that possess superior objectives are termed “elite children”, and are chosen to persist 

without alteration into the next generation. These elite children, among others in the 
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population, are then chosen to “breed”, or crossover their genetic material by randomly 

exchanging variable values in an effort to produce an improved population with better 

fitness. “Mutation” seen in living populations can also be simulated by randomly changing 

variable values of individuals in the population. In the context of photomask optimization, 

the value taken on by a single photomask pixel (for example, X1 as shown in Fig. 4.8) can 

be considered a gene, while a collection of genes (X1 , X2 , … , Xn) comprises an individual 

photomask. By generating several different photomasks, a large initial population is 

formed. The fitness of each individual photomask in the population is evaluated by 

simulating the resulting fluid flow for a fixed annealing time and calculating the penalized 

area objective. A handful of the best photomasks, or elite children, are then chosen to 

persist into the next generation. The remaining non-elite children are then updated through 

a form of variable recombination to generate a new population (note that the population 

size does not change from generation to generation). 

 

MATLAB’s built-in GA toolbox was used to carry out the optimization. Because the 

photomask representation is binary, the variables were constrained to take on values of one 

or zero. A binary tournament selection function was used along with a crossover function 

designed to maintain integer variables [53]. The population consisted of 56 individuals and 

was initialized using square photomasks of sizes ranging from 25x25 µm2 up to 51x51 µm2 

in 2 µm intervals. The variable domain was restricted to be of size 25x25 µm2 or greater 

and was also restricted to be of size 51x51 µm2 or smaller. This restriction on the variable 

domain can be seen in Fig. 4.8 and ensured that pixel islands did not form far from the 

main photomask and also prevented pixel holes from being inserted near the interior of the 

photomask. Each photomask consisted of 260 variables. 
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The number of elite children was set to four, meaning that the best four photomasks from 

the current population were carried over to the subsequent generation without alteration. 

The crossover fraction was set to unity, which meant that all non-elite children were chosen 

for crossover and none were chosen for random mutation. The algorithm ran until all 

individuals in the population were identical. This indicated that genetic crossover had 

homogenized the population. 

 

S4.6 Convergence Study for Optimized Photomasks 

The simulation grid size permitted one grid point per photomask pixel, which allowed for 

rapid testing of each photomask iteration. This choice of pixel size was sufficient for 

convergence when using a simple square photomask (as seen in Sec. S4.1 of the Supporting 

Information) but it may not always be sufficient for convergence when using highly 

pixelated photomasks.  

 

To understand whether the simulation of pixelated, optimized photomasks had converged, 

the 1x1 µm2 simulation grid was refined to produce a 0.5x0.5 µm2 simulation grid. The 

concentration profile was modified to account for the finer grid size using simple linear 

interpolation. Simulations were run at an appropriate constant time step for temporal 

convergence. Table S4.1 shows the penalized area and pre-etch feature height at the two 

simulation grid sizes for the optimized photomasks. The absolute, relative percent 

difference is also given to provide understanding of the convergence quality. 
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Table S4.1 Comparison of penalized area and pre-etch feature heights using the coarse 

(1x1 µm2) and fine (0.5x0.5 µm2) simulation grid size. The absolute, relative percent 

difference between the results are provided. 

Simulation 

Conditions 

Penalized Area Pre-Etch Feature Height hc/h0 

1x1 µm2 

grid 

0.5x0.5 µm2 

grid 

% 

Diff. 

1x1 µm2 

grid 

0.5x0.5 µm2 

grid 

% 

Diff. 

120°C, t/tM = 0.049 0.0110 0.0118 6.9 1.177 1.178 0.041 

  120°C, t/tM = 0.097 0.0233 0.0235 0.52 1.665 1.666 0.060 

120°C, t/tM = 0.16 0.0240 0.0240 0.13 1.899 1.900 0.043 

120°C, t/tM = 0.23 0.0489 0.0500 2.1 1.833 1.835 0.10 

120°C, t/tM = 0.29 0.125 0.126 0.33 1.816 1.818 0.10 

140°C, t/tM = 0.079 0.0101 0.0106 4.9 1.284 1.286 0.15 

140°C, t/tM = 0.16 0.0117 0.0131 11 2.180 2.183 0.16 

140°C, t/tM = 0.26 0.0117 0.0154 24 2.433 2.440 0.29 

140°C, t/tM = 0.37 0.0288 0.0308 6.7 2.399 2.404 0.24 

140°C, t/tM = 0.47 0.122 0.123 0.70 2.422 2.428 0.25 

 

Note that the largest percent differences are observed for the penalized area and not the 

pre-etch feature height. The penalized area is therefore much more sensitive to the initial 

concentration profile.  

 

The best case (t/tM = 0.16, T = 120°C) displayed a 0.13% absolute, relative difference in 

penalized area when comparing the coarse and fine grid simulations, which is acceptable; 

however the worst case (t/tM = 0.26, T = 140°C) displayed a 24% absolute, relative 

difference in penalized area, showing that the 1x1 µm2 simulation grid was insufficient for 

convergence in this particular case. To visually inspect what this 24% difference looks like, 

Fig. S4.6 shows the contours resulting from the coarse and fine grid masks for the 

conditions t/tM = 0.26 and T = 140°C. As can be seen, the contours closely match one 

another with small differences existing near the corners of the contour. Although the 

measure of penalized area can be sensitive to the initial grid size, the actual contours 
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sufficiently match one another to maintain confidence in the results and effectiveness of 

the method. 

 

Figure S4.6 Target contour (red) overlaid with feature contours (blue and black) formed 

using the optimized photomask for conditions t/tM = 0.26 and T = 140°C. The blue contour 

is that formed using a coarse, 1x1 µm2 simulation grid, whereas the black, dashed contour 

is that formed using a fine 0.5x0.5 µm2 simulation grid. 

 

S4.7 Optimized photomasks with corresponding feature profiles and contours 

The optimization was performed at various fixed annealing times and temperatures. 

Fig. S4.7 shows the optimized masks obtained using the annealing temperature of 120°C. 

The resulting feature profiles and after-etch feature contours are also provided. Fig. S4.8 

shows the optimized masks obtained using the annealing temperature of 140°C. Again, the 

resulting feature profiles and after-etch feature contours are also provided. 
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Figure S4.7 Optimized photomasks (left column), resulting feature (middle column), and 

feature contours (right column) with associated penalized area. Optimizations performed 

at 120°C for a) t/tM = 0.049, b) t/tM = 0.097, c) t/tM = 0.16, d) t/tM = 0.23, and e) t/tM = 0.29. 

Note that the feature heights are not to scale not to scale so as to clearly visualize the feature 

shape. 
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Figure S4.8 Optimized photomasks with overlaid target contour (left column), resulting 

feature (middle column), and feature contours (right column) with associated penalized 

area. Optimizations performed at 140°C for a) t/tM = 0.079, b) t/tM = 0.16, c) t/tM = 0.26, 

d) t/tM = 0.37, and e) t/tM = 0.47. Note that the feature heights are not to scale not to scale 

so as to clearly visualize the feature shape. 
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S4.8 Effects of Using a Weighted Population Seed 

Fig. S4.9 shows the results of an optimization performed at 120°C for t/tM = 0.049 in which 

the initial population seed was filled with 32 square masks of sizes ranging from 33x33 

µm2 to 47x47 µm2 in two-micron intervals and 24 additional masks, all of size 35x35 µm. 

Using this initial population, small changes to the photomask are made by the algorithm 

and the improvement to the penalized area is not as good compared to that seen in Fig. 4.5. 

Admittedly, only modest changes are made using the biased initial population and the 

results are less than ideal; however, the outcome gives direction to future work on how to 

mitigate the problem of highly pixelated photomasks. 

 

 

Figure S4.9 a) Optimized photomask and overlaid target contour. b) Resulting feature. c) 

Feature contour and target. Optimization performed at 120°C for using an initial population 

seed containing a disproportionate amount of 35x35 µm2 square photomasks. Note that the 

feature height is not to scale so as to clearly visualize the feature shape. 
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Chapter 5:  Parameter Estimation and Photoexposure Optimization for 

a Real Marangoni-driven Pattern System§ 

5.1 INTRODUCTION 

Applying topography to polymer thin films has several applications in the electronics, 

optics, adhesive, and antifouling industries. Several methods and techniques exist for 

patterning thin films, including optical lithography and imprint lithography. One 

alternative patterning method that has been explored in recent years is Marangoni-driven 

patterning (MDP), which harnesses photo-imposed surface tension gradients to generate 

topography in thin polymer films [1–8,54]. This relatively new patterning technique has 

potential applications in functional coatings for improving light capture [14], adhesion [15] 

and antibiofouling properties [16]. Patterns could also be used as an etch barrier for 

electronics fabrication. On account of its processing advantages, MDP is particularly 

promising for patterning at the roll-to-roll scale and could be applied in generating flexible 

functional coatings, electronics and metamaterials. Considering the size scales previously 

demonstrated by MDP, one particularly promising application is in patterning flexible 

terahertz spectrum metamaterials [13,44,47]. 

 

MDP begins by selectively exposing a photosensitive polymer film of initial thickness, h0, 

to UV light using a photomask. Contact photomasks have been used historically for the 

exposure step, but other maskless exposure techniques could also be used [11]. In the UV 

exposed regions of the film, a chemical reaction occurs and increases the surface energy. 

This surface energy profile is dormant and activates upon heating the polymer above its 

                                                 
§The author would like to acknowledge and thank Saurabh Usgaonkar and Dr. Chris Ellison from the 

University of Minnesota for synthesizing the polystyrene sample used in this investigation. The author would 

also like to acknowledge Dr. Andrei Dolocan for his suggestions regarding optical profilometry. 
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glass transition temperature, which allows the polymer to flow into the regions of higher 

surface tension. Initially, where the surface tension gradient is sharp, double peaks form 

but eventually merge into a more sinusoidal topography with central height, hc. If the 

polymer is annealed for long enough, diffusion of the surface tension promoter weakens 

Marangoni forces, allowing capillary forces to replanarize the film. If the polymer is cooled 

below its glass transition temperature, the topography can be preserved. This topography 

can then be used as a functional coating or could be used as an etch barrier for pattern 

transfer.  

 

For etch barrier applications, a breakthrough etch would be required to expose the 

underlying substrate, which is typical for imprint lithography techniques [39]. Ideally, an 

anisotropic breakthrough etch would be performed so as to preserve the shape of the 

pattern. This etch would remove a thickness of film, he, and generate features with a final 

central height of hf and critical dimension, CD. A process flow for MDP is provided in Fig. 

5.1. 
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Figure 5.1 Schematic of Marangoni-driven patterning and breakthrough etch. a) Example 

line-space photomask of periodicity λ and space-width w is used to selectively expose the 

polymer film of initial height h0 to UV light. The surface energy or tension in the exposed 

areas (red) increases due to the photochemical reaction, as indicated by the γ+ symbol. The 

surface tension in unexposed areas (blue) remains unchanged as indicated by the γ0 symbol. 

b) Annealing the film causes the polymer to flow from the unexposed, lower surface 

tension regions, into the higher surface tension regions. Note the double peaks that form at 

short times where the gradient in surface tension is greatest. c) Double peaks merge and 

the surface tension gradient diffuses as indicated by the solid color. Central feature height 

is indicated by hc. d) Anisotropic breakthrough etch of height he exposes the underlying 

substrate, leaving features of height hf and width CD. Note that the figures are not drawn 

to scale as the film height is typically hundreds of nanometers while the feature periodicity 

is typically tens of microns. Figure and caption adapted from S.K. Stanley, C.J. Ellison, 

R.T. Bonnecaze, Control of Marangoni-driven patterning by an optimized distribution of 

surface energy, J. Appl. Phys. 127 (2020), with the permission of AIP Publishing. 

Controlling the feature shape and critical dimensions is essential in patterning applications, 

and it has been shown in simulations that MDP suffers from poor shape control [8]. 

Simulations show that two-dimensional patterns generated using an intuitive 

square-shaped photomask results in rounded corners, curved edges, and contours that are 
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too small or too large, as shown in Fig. 5.2. Although difficult to disentangle the dominant 

cause for this poor pattern overlap, it likely results from a combination of detrimental 

diffusion and capillary forces. Diffusion causes the initially square surface tension profile 

to blur into a more circular shape and causes the flow to assume a similar, circular shape. 

Additionally, capillary forces drive the surface to assume a minimal energy conformation, 

thereby rounding the corners.  To compensate for these forces, it is possible to manipulate 

the exposure and initial surface tension field to generate more favorable flow patterns and 

better feature-target overlap. In recent simulation-based work, we demonstrated an 

algorithm for optimizing the film exposure and resulting surface tension gradient for 

improved pattern formation [8]. This work showed that by judiciously placing exposure 

“pixels” in the photomask, the fluid flow could be altered to form sharper features more in 

line with the target contour. Building on that work, here we experimentally determine the 

effectiveness of the photomask optimization method. 
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Figure 5.2 Photomask, simulated features, and pattern contours compared to 50x50 μm2 

target. Yellow regions of the photomask are exposed with higher surface tension, whereas 

dark areas are opaque. The polymer flows towards the center of the exposed, higher surface 

tension region. Feature profile and contours were taken at an annealing time of 5,000 

seconds. The red outline in a) shows the target dimensions. Feature contours are extracted 

at h = h0 = 150 nm, denoted by the red cut in b). This red cut is for demonstration only and 

do not represent the dimensions of the target. Note that the features are not drawn to scale, 

where the pattern pitch is 100 μm and the feature height is in nanometers. Details regarding 

the simulation will be provided later. 

The remainder of the chapter is as follows. For a new polystyrene (PS) system, we 

determine the polymer properties such as the surface tension difference, viscosity, and 

diffusivity using a least-squares parameter estimation approach. Using these estimated 

parameters, optimized photomask patterns are generated using the photomask simulation 

and optimization algorithm. We then design and purchase an actual photomask that mirrors 

the simulated/optimized photomask and use it for patterning. These patterns are then 

characterized and compared to those made using the intuitive photomask geometry and the 

improvement is quantified. 
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5.2 EXPERIMENTAL 

5.2.1 Materials 

Polystyrene was synthesized and the molecular weight was characterized by Saurabh 

Usgaonkar and Dr. Chris Ellison from the University of Minnesota in a manner similar to 

that performed by Katzenstein et al. [1]. It was found that Mn ~ 2,100 gm/mol, Mw ~ 2,300 

gm/mol and PDI ~ 1.1. 

 

99.9% purity Toluene from Sigma-Aldrich was used as the spin coating solvent. <100> 

silicon wafers with roughly 2 nm native oxide layers from University Wafer were cleaved 

into ~1.5 cm square coupons and used as the spin coating substrate. 

 

5.2.2 Methods 

PS was dissolved in toluene at roughly 4 wt% PS and spin coated on a ~1.5 cm square 

coupon of silicon using a Headway Research Inc. PWM spin coater. Spin speeds were 

adjusted to achieve a target thickness of 150 nm. A post apply bake was performed around 

100°C to drive off residual solvent. This and other annealing steps were performed on an 

IKA© RCT Basic hotplate. The thickness of a given film after baking was measured at 

several points across the coupon using a J. A. Woolam ellipsometer and the height was 

then averaged. These average film thicknesses are reported in Table 5.1 as h0Avg with 

corresponding standard deviations. 

 

The samples used for parameter estimation of physical properties for the model were 

patterned using a 5”x5”x0.09” chrome-on-quartz, line-space photomask from Photronics 
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with a pitch of λ = 10 μm or λ = 20 μm. Masks with square and L-shape patterns were 

designed in the CAD editor, KLayout, and manufactured on a 5”x5”x0.09” chrome-on-

quartz blank. The mas was ordered from Photomask Portal. The periodicity of the 

optimized features was λ = 100 μm. Masks with square and L-shape patterns were 

fabricated with a specified CD tolerance of 0.1 μm and a wet etch was prescribed, resulting 

in slightly rounded pixels with estimated radius of curvature rc ≈ 0.3 μm.  

 

The exposure process was performed by contacting the spin-coated substrate to the 

photomask using a custom vacuum stand and placing a 265 nm Thorlabs LED lamp 

roughly 3.8 cm above the photomask. The LED current was set to 300 mA and voltage to 

5.7 V and the exposure was carried out for 15 minutes at a separation distance of 3.8 cm. 

In the time between determining the polymer parameters and using the optimized 

photomask, the polymer appeared to weaken in potency, delivering shorter features for the 

same 15 minute exposure time. To recover the feature height, it was found that 30 minutes 

of exposure produced similar peak-to-valley heights to those previously achieved. We 

therefore used this exposure time of 30 minutes when patterning with the optimized 

photomask. 

 

It has been shown that upon exposure, the UV light reacts with the polystyrene, 

dehydrogenating the backbone to form a double bond [1]. This results in the production of 

a copolymer of polystyrene and poly(phenyl acetylene) (see Fig. 5.3), where the polymer 

regions containing poly(phenyl acetylene) possess a relatively higher surface tension. It is 

expected that the photoconversion is small enough to prevent significant crosslinking [1], 
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and owing to the suspected low conversion, the viscosity and diffusivity of the exposed 

and unexposed polymer are assumed to be practically the same. 

 

 

Figure 5.3 Reaction diagram for conversion of polystyrene to poly(phenyl acetylene). UV 

exposure causes a reaction leading to dehydrogenation of the polymer backbone. The pure 

polystyrene species imparts a surface tension, γ0, whereas the exposed polymer, now 

containing some poly(phenyl acetylene), imparts a higher surface tension, γ+.  

After exposing the samples, they were annealed at the center of the hotplate where the 

temperature was around 120-121°C. Although the hotplate setpoint was 115°C, we noted 

a ~5-6°C offset at the center which is why we report an annealing temperature of 

120-121°C. We also note that it was important to restart the hotplate when it reached its set 

point to reset the controller and avoid large temperature fluctuations. The samples were 

annealed for a given amount of time and then removed onto a room-temperature metal pad 

for rapid cooling. The resulting line-space topography and some square shapes were 

characterized using an Asylum Research MFP-3D Origin atomic force microscope (AFM) 

with the height data taken from the height retrace channel. A roughly -6% height offset 

was later observed when measuring a calibration grating with 200 nm steps, but we do not 

suspect this offset greatly affected our results. 
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Some samples were annealed multiple times to extract the topography at several points in 

time. The two-dimensional square and L-shaped features were characterized using a 

Keyence VK-X1100 optical profilometer. Due to the reflective nature of the underlying 

silicon, Newton’s rings formed which disrupted the measurement capabilities of the 

profilometer. To overcome this issue, the patterned samples were first coated in roughly 

50 nm of aluminum using a Kurt J. Lesker PVD75 e-beam deposition tool. This made the 

pattern surface reflective and allowed for better imaging. 

 

5.3 CHARACTERIZATION OF POLYMER PROPERTIES 

5.3.1 Line-Space Experiments 

Before performing the photomask optimization, it was necessary to understand the polymer 

properties, including the surface tension difference, viscosity, and diffusivity, for the 

purpose of accurately simulating feature development. The parameters were obtained by 

performing line-space simulations and experiments and tuning the parameters until good 

overlap between simulations and experiments was achieved. 

 

The experimentally determined features were obtained by patterning with a 10 μm and 20 

μm pitch line-space photomask. Two pitches were used to check that the estimated 

parameters were consistent.  The coupons with 10 μm features were annealed for roughly 

1, 2, 4, 6, and 8 minutes, while the 20 μm features were annealed for roughly 3, 6, 15, 30, 

and 60 minutes. Note that taking the wafer off the hot plate occasionally required a couple 

of seconds to lift and maneuver to a cooling block. These extra seconds were recorded for 
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accurate modeling, but we report in text the approximate times. Several replicates were run 

to test sample-to-sample variability. Four separate wafer coupons were patterned using the 

10 μm full-pitch patterns and seven separate coupons were patterned for the 20 μm full-

pitch patterns, with eleven total samples tested. In one instance, data at t = 8 minutes was 

not collected and in another instance, data collected at t = 30 minutes was not used for 

modeling. 

 

For a given coupon, AFM scans were obtained at several points across the wafer at each 

time point. This process was performed such that each coupon was annealed to the first 

time point, characterized, and then annealed and characterized again at the next time point. 

Note that the 10 μm features were annealed for a shorter time because the diffusion time 

scale and subsequent feature evolution time scale is shorter for more densely packed 

features. AFM traces of the features were often biased with linear and/or low-frequency 

noise, which was reduced using a splining technique in postprocessing steps. The film 

height was then adjusted such that the calculated volume of fluid across the trace was made 

equal to the starting volume calculated using the average initial film height, h0Avg. This 

correction was made because the AFM scans measured only the relative film height and 

not the absolute height from the substrate surface. 

 

The feature profiles were then averaged for each coupon at each time point. Fig. 5.4a shows 

an example AFM scan of 10 μm pitch patterns and a trace extracted from the scan. Fig. 5.4b 

shows for a similar 10 μm pitch pattern (Sample 1 in Table 5.1) the average feature profile 

and standard deviation  obtained at t = 70 seconds. This profile was obtained by averaging 
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several traces across the coupon. An optimization algorithm will later be used to tune the 

physical parameters until the model sufficiently matches the averaged feature profiles. 

 

 

Figure 5.4 a) Example AFM scan and trace of 10 μm pitch line-space pattern. Low-

frequency or linear noise that exists in the trace was reduced using a splining technique. 

Note that the reported height is only relative and had to be adjusted to an absolute scale by 

ensuring the volume under the curves was consistent with the initial volume calculated 

from the initial film thickness, h0Avg. b) Averaged traces and ±1 standard deviation for a 

similar 10 μm pitch line-space pattern (Sample 1 in Table 5.1) taken at t = 70 seconds. 
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We acknowledge the existence of significant sample-to-sample variability as seen in the 

peak-to-valley heights shown Fig. 5.5. Note in Fig. 5.5b that the maximum peak-to-valley 

height varies between roughly 75 nm and 120 nm. Measures were taken to carefully 

replicate each sample, however, the variability persisted. We speculate that the variation in 

peak-to-valley height is due to vial-to-vial differences in the dissolved polymer, differences 

in the lamp power or perhaps poor vacuum contact between mask and substrate, which 

could lead to variations in exposure dose and alter the strength of the surface tension 

gradient. To mitigate the effect of sample-to-sample variability in the photomask 

optimization step, we chose to optimize the photomask using the estimated physical 

parameters for Sample 8 because it exhibited moderate peak-to-valley heights between 

extremes. A sensitivity analysis using parameters from other samples that exhibited 

relatively smaller/larger peak-to-valley heights is provided in Section S5.1 of the 

Supporting Information. Although the variability did disrupt the square pattern to some 

degree under certain conditions, the analysis showed that the optimized mask patterns 

could be resistant to the sample-to-sample variation. 

 

For the 10 μm pitch samples, the decay time scale is very short, with the maximum peak-

to-valley height already achieved before/by the first time point. Having no earlier time 

points causes the parameter estimation problem to be underspecified, resulting in multiple 

quality solutions for the 10 μm geometry. Fortunately, data for the 20 μm samples was 

typically sufficient to distinguish between solutions to the parameter estimation problem. 
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Figure 5.5 Peak-to-valley heights taken from experimental data with ±1 standard 

deviation. a) Data from 10 μm pitch samples. b) Data from 20 μm pitch samples. 
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5.3.2 Model for MDP 

MDP was simulated as demonstrated previously using the thin film equation  [7,8] 
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h

h
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u                  (5.1) 

which tracks the height, h, of the fluid over time, t. ∇ is the lateral (x, y) gradient operator 

and ‹u› is the vertically averaged fluid velocity. ‹u› is expressed as 

 

  2 20 0 ,‹
γ

›
2μ 3μ

C
h C h h


    u     (5.2) 

where the first term accounts for Marangoni-driven flow and the second accounts for 

capillary pressure-driven flow. Here, C is the mole fraction of converted polystyrene, 

normalized by the initial conversion, C0. ΔΓ is the difference in surface tension between 

pure polystyrene and the poly(phenyl acetylene) species and is modulated by the initial 

conversion, C0. γ0 is the surface tension of the polystyrene component and μ is the polymer 

viscosity, which is assumed constant. Note that Eq. (5.2) assumes a linear relation between 

surface tension and concentration, such that γ = γ0 + ΔΓC0C. It also neglects concentration 

dependence in the capillary flow term, which is acceptable when the modulated surface 

tension difference, ΔΓC0, is small relative to the polymer surface tension, i.e. ΔΓC0/γ0 << 1. 

This condition has been shown to be satisfied for previous experiments with polystyrene 

[7,54]. 

 

The convection-diffusion equation is used to track the polymer mole fraction. This equation 

is expressed as 
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where hC is the product of the film thickness, h, and normalized mole fraction, C, and D is 

the polymer diffusivity, which is assumed constant. The first term after the operator 

accounts for convective transport while the second term accounts for diffusive transport. 

 

The transport equations are nondimensionalized using scalings similar to those in reference 

[8]: 0Avg/h h h , λ  ,  Mar 0Avg 0‹ › ‹ › ‹ › ‹ › µλ/ / /h C u u u u , and 

 a MarM r  / / λ / ‹ ›t t tt  u . The nondimensional versions of Eqs. (5.1)-(5.3) are expressed 

as follows, with bar superscripts dropped for clarity: 
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Here, κ = (γ0/ΔΓC0)(h0Avg/λ)2, which is a ratio of capillary and Marangoni velocity scales, 

and Pe = h0AvgΔΓC0/μD is the Peclet number, a ratio of Marangoni-driven convective 

transport to diffusive transport.  

 

For the line-space simulations, the film thickness, h, was initialized to a uniform thickness, 

h0Avg. h0Avg ≈ 150 nm was typical for the several samples shown in Table 5.1. For the 

two-dimensional photomask optimizations, the initial thickness was set to 150 nm to match 

the thicknesses targeted in line-space experiments. The actual average thickness in two-

dimensional patterning experiments ranged between roughly 146 nm and 157 nm. 
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For the one-dimensional line-space geometries, the concentration field was initialized 

using a sharp transition, where the unexposed region possessed a normalized concentration 

of zero and immediately transitioned to unity in the exposed regions. Two-dimensional 

concentration fields were initialized in a similar way, where the unexposed regions were 

assigned a normalized concentration of zero, and exposed “pixels” were assigned a 

normalized concentration of unity. Because the patterns were periodic, symmetry boundary 

conditions were implemented. The model was solved using an explicit finite difference 

method with fourth order derivatives and adaptive time stepping.  

 

For the one-dimensional, line-space simulations, the half-period grid consisted of 26 

points. For two-dimensional square and L-shaped simulations, the full-period grid 

consisted of 100x100 (10,000) points and a grid spacing of 1 μm. After optimizing the 

photomasks, several simulations were performed again on a finer grid of 200x200 (40,000) 

points and acceptable conservation and convergence was observed. Values obtained from 

simulations are reported for the finer, 200x200 grid. 

 

5.3.3 Parameter Estimation Method 

The polymer parameters were tuned using a least-square parameter estimation method, 

which compared the line-space simulation pattern profiles to experimental pattern profiles 

and modified the unknown physical parameters until sufficient experimental-simulation 

overlap was achieved. The least-squares objective, J, is expressed as 
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Here, hExp(ti,xj) and hSim(ti,xj) are the experimental (average) and simulated film heights, 

respectively and σExp(ti,xj) is the standard deviation observed in experiments. Each are 

evaluated at time i and position j. The difference between experimental and simulated 

profiles are normalized by the standard deviation. This normalization aids in comparing J 

in the 10 and 20 μm line-space patterns, which generate different sized features. 

 

With the objective in mind, we now consider the three variable handles used in minimizing 

the objective. Were none of the parameters known, the variable handles would naturally be 

tMar, Pe, and κ. However, embedded in these parameters are h0Avg and λ, which are both 

known a priori. The average thickness, h0Avg, is determined from ellipsometry, and the 

pattern pitch, λ, is determined by the photomask. Removing h0Avg and λ from tMar, Pe, and 

κ, the variable handles become 
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The optimizer was allowed to manipulate t*
Mar, Pe*, and κ* while holding h0Avg and λ 

constant. Because experimental data was collected  at t = [1,2,4,6,8] minutes or t = 

[3,6,15,30,60] minutes for the 10 μm and 20 μm pitch line-space patterns, respectively, the 

simulations collected pattern profiles at those same time points in order to evaluate the 

objective function, J. In a few instances, experimental data was not available at a particular 

time point, in which case the simulation did not collect that time point. The objective was 
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minimized using a bounded implementation of the Nelder-Mead method in MATLAB [55], 

a derivative-free optimization algorithm. Forward simulations that took an extremely long 

time seemed to be indicative of parameters that poorly fit the data. To avoid excessive 

computational time, a time cap of typically two minutes on the forward simulation was 

implemented. (Forward simulations for the optimal parameters took roughly 2-10 seconds 

to solve.) Furthermore, the optimization was performed from several starting points to 

provide some assurance that the global optimum and correct parameters had been found.  

 

For each sample, the optimized parameters and objective function are provided in Table 

5.1, along with the pattern periodicity, average initial thickness, and maximum measured 

peak-to-valley height. Table 5.1 also provides values of ΔΓC0, μ, and D which are 

calculated assuming γ0 = 32.2 mN/m, the polystyrene surface tension calculated by Arshad 

et al. at 120°C [7]. One set of parameters (bolded in Table 5.1) stood out as producing 

generally the smallest objective. We call this the primary parameter set. However, a second, 

distinct set of parameters (non-bolded in Table 5.1) also showed decent agreement with 

experiments, which, in several cases, was within the bounds set by the standard deviation. 

We call this the secondary parameter set. The main question to answer is which parameter 

set, primary vs. secondary, is correct and should be used as part of the photomask 

optimization. 

 

For the primary parameter set at λ = 20 μm, J is generally an order of magnitude smaller 

than the secondary parameter set, suggesting that the primary parameters are correct. 

However, the objective functions at λ = 10 μm are very similar for both sets of parameters, 

which is perhaps due to insufficient data at early times for λ = 10 μm. Additional data 
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points could have more fully specified the problem and allowed for more distinct optima 

at λ = 10 μm. 

 

Fig. 5.6 compares the experimental vs. simulation pattern profiles for Sample 7 and Sample 

11 (λ = 20 μm). These two samples are exhibited because they displayed the largest and 

smallest secondary objectives, respectively for λ = 20 μm. For Sample 7, the secondary 

objective is large, meaning there is poor overlap in feature profiles when using this 

parameter set. This can be seen in Fib. 6a at 3 minutes. But at 30 minutes (Fig. 5.6b), both 

the primary and secondary parameters generate features that overlap well with 

experiments. For Sample 11 at 3 minutes and 30 minutes (Fig. 5.6c and 5.6d), good overlap 

is seen for both primary and secondary parameter sets, which makes it difficult to conclude 

on the correct parameter set.  

 

Table 5.1 also provides the average and standard deviation of each parameter, which is 

calculated as the average/standard deviation of all the samples. The standard deviation 

helps characterize the sample-to-sample variability seen in experiments. Note the standard 

deviation is not a confidence interval. One indicator that the secondary parameters may be 

incorrect is the large difference between parameters at 10 μm and 20 μm pitch as well as 

the large standard deviation in the parameters. 

 

We also compare the parameters determined in this work to those parameters determined 

by Arshad et al. for a similar polystyrene system at 120°C. This comparison is shown in 

Table 5.1. Note that for the primary parameter set, the diffusivity is very comparable, but 

the viscosity is roughly and order of magnitude different. The opposite is true for the 
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secondary parameter set, where the viscosity is of a similar magnitude but the diffusivity 

is an order of magnitude different. Perhaps this is due, in part, to the interchangeability of 

viscosity and diffusivity in the Peclet number, where Pe = h0AvgΔΓC0/μD. Any increase in 

the viscosity can be compensated for by a commensurate change in D. Also, note that the 

value of ΔΓC0 reported by Arshad et al. is larger than the primary parameter set by roughly 

3-6 fold. It is possible there was a lower conversion in this study that led to this difference. 

Despite some evidence that the primary parameters are correct, we have chosen to optimize 

photomask patterns using both the primary and secondary parameter sets using the 

estimated physical parameters for Sample 8. This sample was chosen because it exhibited 

moderate peak-to-valley heights. A type of sensitivity analysis was performed to determine 

how robust the photomask is when patterning under slightly different conditions. This 

sensitivity study is provided in section S5.1 of the supporting information. 
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Figure 5.6 Averaged trace and standard deviation for 20 μm pitch line-space patterns with 

overlaid simulation profiles. Sample 7 experiment and simulation profiles provided at 

annealing times a) t = 3 minutes and b) t = 30 minutes. Sample 11 experiment and 

simulation profiles provided at annealing times c) t = 3 minutes and d) t = 30 minutes. In 

all cases, blue points represent experimental values with ±1 standard deviation, where red 

and green points represent simulation data obtained using the primary and secondary 

parameters in Table 5.1, respectively. Note that good overlap is achieved for the primary 

parameter set in a) where poor overlap is seen for the secondary parameters. In some cases, 

though, the secondary parameter set performs well, which makes difficult the task of 

determining which parameter set is correct.  
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Table 5.1 Optimized parameter summary. Sample numbers and associated feature pitch 

(λ), average initial height (h0Avg) with sample standard deviation, and maximum recorded 

average peak-to-valley height (ΔhMax) are reported. Optimal objective function, J, is 

reported along with optimized variable handles t*
Mar, Pe*, and κ*, all reported to three digits. 

The optimal, primary parameters are provided first in bold while the generally sub-optimal, 

secondary parameters are provided in non-bolded text. *Note that Sample 4 possessed a 

more optimal solution that was inconsistent with the rest of the 5 μm and 10 μm pitch 

optimal parameters. For this reason, a different local optimum is reported so as not to skew 

the parameter averages. Values of ΔΓC0, μ, and D are calculated assuming γ0 = 32.2 mN/m 

as reported in ref. [7]. Average parameter values and corresponding standard deviation of 

all calculated values are also provided, which helps characterize the sample-to-sample 

variability seen in experiments. Note that the standard deviation is not a confidence 

interval. Furthermore, values of ΔΓC0, μ, and D for a similar polystyrene system as 

determined in ref. [7] at 120°C are also provided along with the resulting values of t*
Mar, 

Pe*, and κ*. 

Sample # 

λ 

(μm) 

h0Avg (Std) 

(nm) 

ΔhMax 

(nm) 

J  

(10-2) 

t*
Mar 

(106 s/m) 

Pe* 

(107 m-1) 

κ* 

(102) 

ΔΓC0 

(10-2 mN/m) 

μ 

(Pa-s) 

D 

(10-15 m2/s) 

1 10 153(2) 36.5 
1.34 
3.02  

3.11 
3.29 

5.78 
0.296 

7.28 
0.397 

4.43 
8.12 

138 
2670 

5.57 
92.6 

2 10 150(.7) 24.3 
3.57 
3.88 

4.79 
4.87 

3.60 
0.208 

10.8 
0.634 

2.98 
50.8 

143 
2480 

5.80 
42.1 

3 10 151(.4) 21.8 
2.45 
2.68 

4.39 
4.57 

4.11 
0.176 

12.7 
0.563 

2.54 
57.2 

112 
2620 

5.53 
47.9 

4* 10 150(.4) 17.3 
2.75 
2.89 

4.98 
5.29 

3.92 
0.139 

16.2 
0.613 

1.98 
52.5 

98.7 
2780 

5.13 
35.8 

5 20 147(.6) 122 
1.3 
25.1 

2.88 
3.12 

7.08 
1.66 

6.52 
1.76 

4.94 
1.83 

142 
569 

4.91 
103 

6 20 158(.4) 122 
1.39 
43.1 

2.39 
2.71 

9.03 
1.22 

6.95 
1.14 

4.64 
2.82 

111 
765 

4.64 
136 

7 20 153(.6) 119 
3.56 
48.6 

2.22 
2.56 

10.1 
1.28 

7.41 
1.14 

4.35 
2.82 

96.5 
720 

4.46 
153 

8 20 148(.2) 99.1 
1.82 
13.7 

3.07 
3.39 

7.46 
1.18 

9.09 
1.73 

3.54 
1.86 

109 
631 

4.37 
86.9 

9 20 153(.2) 87.5 
3.07 

13.6 

3.84 

4.03 

5.46 

0.910 

9.98 

1.81 

3.23 

1.78 

124 

719 

4.77 

61.5 

10 20 149(.9) 85.5 
1.84 
14.5 

3.49 
3.62 

6.44 
0.922 

10.4 
1.61 

3.11 
2.00 

109 
724 

4.44 
76.2 

11 20 150(.5) 76.8 
5.85 
8.52 

4.61 
4.70 

4.23 
0.841 

11.0 
2.28 

2.92 
1.41 

135 
664 

5.13 
45.2 

Avg.  

(%StDev) 
- - - - 

3.61(27) 
3.83(24) 

6.11(35) 
0.803(65) 

9.85(29)  

1.24(51) 
3.51(27) 
35.2(62) 

120(14) 
1390(71) 

4.98(10) 
80.0(49) 

Ref. [7] 

at 120°C 
25 145 106 - 19.9 1.38 2.52 12.8 2550 3.63 



 

 

127 

 

5.3.4 Characterizing Patterns Resulting from an Intuitive Photomask 

We next present simulation results showing the effects of using an intuitive 50x50 μm2 

square photomask and a 50x25 μm2 L-shape photomask in patterning features with those 

same dimensions. The annealing time was set to 5,000 seconds, which was around the time 

that the quadruple peaks (which form in the case of a square) began to merge for various 

sized square masks in simulations. The initial film thickness was set to h0 = 150 nm, which 

is comparable to h0Avg from the line-space experiments. For the purpose of comparing the 

feature to the target square or L-shape, a contour of the feature is extracted at h = h0. Doing 

so simulates the effect of an anisotropic breakthrough etch for pattern transfer applications. 

 

Fig. 5.7a shows the intuitive 50x50 μm2 square mask and resulting feature and contour. 

Using the intuitive photomask causes the feature profile to undershoot the target square 

and resulted in rounded corners and curved edges. To quantify the improvement in pattern-

target overlap, the penalized area is calculated, which is a sum of areas that fall within and 

outside the feature and target contours  [8]. More precisely, the penalized area is calculated 

by summing the area that falls within the target (AT) but outside the feature and also 

summing the area that falls within the feature (AF) but outside the target. These areas can 

be expressed as  

 

  FT F T\A A A     (5.11) 

  TF T F\A A A     (5.12) 

 P FT TF F TA A A A A        (5.13) 
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Here, AFT is the area within the feature but outside of the target, where ATF is the area within 

the target but outside of the feature. AP is the penalized area and is the symmetric difference 

of AFT and ATF. Smaller penalized areas indicate more square-like feature contours. The 

penalized area is therefore the objective function we will minimize in the photomask 

optimization to drive the pattern contour towards the target. Fig. 5.7b shows the results 

from using an intuitive 50x25 μm L-shape mask. Note that the resulting L-shape is obtuse 

and conforms poorly to the target. We will attempt to improve this shape contour as well. 
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Figure 5.7 Intuitive square and L-shaped photomasks, simulated features, and pattern 

contours compared to target. a) and d) Photomasks, where yellow regions of the photomask 

are exposed with higher surface tension and dark areas are opaque. The polymer flows 

towards the exposed, higher surface tension regions. The red outline shows the target 

dimensions. b) and e) Feature profile and contours taken at an annealing time of 5,000 

seconds. Feature contours are extracted at h = h0 = 150 nm, denoted by the red cut. This 

red cut is for demonstration only and does not represent the dimensions of the target. Note 

that the features are not drawn to scale, where the pattern pitch is 100 μm and the feature 

height is in nanometers. c) and f) Contours extracted at h = h0 = 150 nm compared to target 

shape. 

 

5.4 OPTIMIZING THE PHOTOMASK 

To correct the undershoot and sharpen the corners and edges of the resulting features, we 

optimized several photomasks in a pixel-by-pixel manner, similar to what was done in prior 

work [8]. Three different pixel sizes were tested: 1x1 μm2, 2x2 μm2, and 4x4 μm2 pixels. 

This was done primarily for exposure considerations. As will be shown in simulations, 
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smaller pixels typically offer better control over the simulated pattern shape, but pixels as 

small as 1x1 μm2 may pose issues during the exposure step. In ideal contact printing, 

optical pattern transfer is nearly perfect. Under non-ideal conditions, however, sandwiched 

particles and other contacting issues can generate a gap between the substrate and mask 

and distort the exposure pattern, especially in cases where the pixel size is small. For this 

reason, several photomasks with progressively larger pixel sizes (1x1 μm2, 2x2 μm2, and 

4x4 μm2) were optimized.  

 

For the square target patterns, the optimization procedure was carried out twelve times. 

Each optimized photomask corresponded to a different combination of pixel size, 

annealing time, and parameter set, where (3 pixel sizes) x (2 parameter sets) x (2 annealing 

times) = 12 total photomask. To summarize, the three pixel sizes were 1x1 μm2, 2x2 μm2, 

and 4x4 μm2, the two parameter sets were the Sample 8 primary and secondary parameter 

sets, and the two annealing times were 5,000 seconds and 10,000 seconds for the primary 

parameter set, or 6,000 seconds and 12,000 seconds for the secondary parameter set. We 

also tested the effects of using a larger square photomask on the penalized area, as it was 

shown in previous work that upsized photomasks can improve the penalized area [8]. 

Simulations showed that among the different sized photomask seeds, the 58x58 μm2 square 

dimensions performed the best and so this one was chosen to test the effect of upsizing. 

The 50x25 μm2 L-shape target patterns were optimized in a similar pixel-by-pixel fashion. 

Only six total photomasks were optimized for (3 pixel sizes) x (2 parameter sets) x (1 

annealing time) = 6 total photomask. Only the short annealing time was used as 

optimization results for longer times were poor, which can be seen in Section S5.2 of 

Supporting Information. Note that to reduce the optimization time required for the 1x1 μm2 
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pixel L-shape photomasks, a previously optimized 2x2 μm2 mask was seeded into the 

genetic algorithm. This led the 1x1 μm2 pixel masks to resemble the seeded mask and 

possess several 2x2 μm2 pixels. 

 

Fig. 5.8 shows the optimized photomasks with 1x1 μm2 pixels for the square and L-shaped 

features at the short annealing time. Note that the square photomask is generally larger than 

the target so as to correct the previous undershoot. Furthermore, the corners have been 

elongated and the edges bowed outwards to compensate for the corner and edge rounding. 

These motifs are generally seen in all of the square-shaped photomasks. The L-shape mask, 

on the other hand, is larger in some areas and carved out in others. These pixel-level 

corrections had a generally positive effect on the outer regions of the resulting L-shape 

contour, but the concave, interior corner did not receive the same degree of correction. This 

highlights the limitation of the method in simultaneously optimizing different pattern 

structures. 
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Figure 5.8 Optimized square and L-shaped photomasks with 1x1 μm2 pixels, simulated 

features, and pattern contours compared to the corresponding targets. Feature profile and 

contours taken at an annealing time of 5,000 seconds. The optimized photomasks were 

obtained through the optimization method using the Sample 8 primary parameters. The red 

outline in a) and d) shows the target dimensions. The red cut in b) and e) is for 

demonstration only and does not represent the target dimensions. Feature contours are 

extracted at h = h0 = 150 nm. Note that the features in b) and e) are not drawn to scale, 

where the pattern pitch is 100 μm and the feature height is in nanometers. 

From simulations, the quality of the resulting patterns was satisfactory and comparable to 

our previous study. We next examine the effectiveness of the method in practice. 

 

5.5 OPTIMIZED PHOTOMASK EXPERIMENTAL RESULTS 

Each optimized pattern was repeated with a 100 μm pitch over a roughly 1x1 cm2 square 

field. While several exposure fields were contained in two photomasks (one for square 

shapes and the other for the L-shapes)  we will continue to refer to each exposure field as 
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a photomask. Fig. 5.9 displays several optimized photomasks for the target square shape 

in their ideal and actual forms as imaged under an optical profilometer in reflection mode. 

Note that because the chrome is reflective, it appears brighter than the clear regions. 

Although all photomasks exhibit corner rounding at their pixel edges, it is most evident in 

the 1x1 μm2 pixels. This corner rounding is likely due to the isotropic wet etch used in 

removing chrome regions.  
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Figure 5.9 Optimized square target photomasks. Ideal (left) and actual photomasks (right) 

as imaged using an optical microscope. In the ideal images, the yellow regions represent 

clear, exposed areas, whereas the blue represents opaque areas covered by chrome. In the 

actual photomask images, the reflective chrome regions are lighter and the darker regions 

are transparent. The red scalebars in the microscope images correspond to 10 μm. a) Pixels 

are 1 μm wide. b) Pixels are 2 μm wide. c) Pixels are 4 μm wide.  



 

 

135 

 

Figure 5.10 Optimized L-shaped target photomasks. Ideal (left) and actual photomasks 

(right) as imaged using an optical microscope. In the ideal images, the yellow regions 

represent clear, exposed areas, whereas the blue represents opaque areas covered by 

chrome. In the actual photomask images, the reflective chrome regions are lighter and the 

darker regions are transparent. The red scalebars in the microscope images correspond to 

10 μm. a) Pixels are 1 μm wide. b) Pixels are 2 μm wide. c) Pixels are 4 μm wide. Note 

because a photomask with 2 μm wide pixels was seeded into the 1 μm pixel mask 

optimization, several 2 μm pixels persisted in the 1 μm wide pixel mask. 
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Samples were patterned using the new photomasks. Optical profilometry was performed 

using a 50x objective and the scan field of view was roughly 280x210 μm2. This field of 

view allowed us to image four features at a time. As a check on the correctness of the 

optical profilometer, AFM was used to characterize two samples, one possessing short 

features and the other tall features. The peak-to-valley heights from the AFM 

measurements were comparable to those obtained from optical profilometry. Furthermore, 

AFM measurements of coated and uncoated sample halves showed that the metal coating 

did not significantly affect the peak-to-valley height. 

 

The film topography as obtained from the optical profilometry was leveled using the 

associated Keyence analysis software. Although the software leveled the samples 

significantly, it appeared that a modest amount of bias remained in some of the samples. 

The leveled data was exported to MATLAB for further contour analysis. Ideally, the film 

contour would be taken at the initial film thickness, h0. However, optical profilometry 

provides only relative film heights, and does not directly provide the absolute film 

thickness. Because of this, the film height used for contouring was estimated by first 

averaging the height near the connected square corners which were expected from 

simulations to change by less than roughly 15 nm in the flow process. This average height 

was then adjusted by the model-predicted height change at the corner and then this adjusted 

height was used to contour the feature. The target and simulated pattern contours were 

roughly centered over the extracted contours for comparison. The actual penalized area 

was calculated for the four features captured in the field of view. Using the Keyence 

software, several points along bisecting traces of the features were used to measure and 

average the peak-to-valley heights. In rare cases, features appeared to possess defects along 
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the trace, in which case the peak-to-valley information was not collected at those points. 

The peak-to-valley height was also obtained in simulations from bisecting traces of the 

feature. 

 

5.5.1 Square Shapes Results 

Fig. 5.11 shows the pattern height for experiments performed with the 50x50 μm2 square 

mask, the 58x58 μm2 upsized square mask and the optimized mask with 1x1 μm2 pixels. 

The annealing time for these samples was roughly 5,000 seconds. The associated target 

contours (dashed black), simulated contours (solid black), and actual pattern contours 

(solid red) are overlaid on top of the height plot. The simulated contours here were 

generated using the primary parameters. Fig. 5.11 shows that, for the most part, there is 

good agreement between the simulated and actual contours. The intuitive, 50x50 μm2 

squares produce significant rounding and it undershoots the target. By upsizing the 

photomask to 58x58 μm2, the feature grows closer to the target, but is still severely 

rounded. The patterns resulting from the optimized photomask, however, conform much 

better to the target, with much flatter edges. This strongly suggests the optimization was 

successful. Figs. S5.4-S5.7 in the Supporting information show the full collection of results 

for the 50x50 μm2 photomask and optimized photomasks. To quantify the effectiveness of 

the method, the penalized area for each sample was calculated and averaged and is reported 

in Table 5.2. Note that the bottom right feature contour in most of the images was typically 

smaller than the rest of contours and was therefore neglected in averaging the penalized 

area for each sample. This observed difference is likely due to the profilometer and not the 

samples themselves. 
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Figure 5.11 Feature height plots (left) and associated photomask pattern (right) used in 

generating the feature. Results shown are for the a) 50x50 μm2 square mask, b) 58x58 μm2 

square mask, and the c) optimized mask with 1x1 μm2 pixels. Samples were annealed for 

roughly 5,000 seconds. Actual feature contours are shown in red. Target (dashed black) 

and simulated (solid black) contours were roughly centered around the actual contours. The 

simulated contours here were obtained using the primary parameter set. The red scale bars 

in photomask images correspond to 10 μm. Note that point defects were occasionally 

present that may fall below or above the manually set color bar limits.   
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Table 5.2 Penalized area and peak-to-valley height data summary for the square target 

experiments. Standard deviations are provided in parenthesis. The penalized area was 

averaged for only three of the four squares, excluding the bottom right contour because it 

was typically smaller than the others. *The optimization for the primary, 10,000 second 

anneal, 1x1 μm2 photomask was terminated early after sufficient improvement in the 

penalized area had been achieved. †Penalized area metrics obtained from only two shapes 

rather than the usual three so as to exclude a very misshaped pattern. 

Parameter Set 

Annealing Time 

(s) 

Pixel Width 

(μm) 

Predicted AP 

(μm2) 

Average AP 

Min. AP 

(μm2) 

Predicted Δh 

(nm) 

Average Δh 

(nm) 

Primary 5,000 50 μm square 708 
484(146) 

317 
235 158(8.6) 

Primary 5,000 58 μm square 190 
259(40) 

213 
175 148(9.5) 

Primary 5,000 1 27.8 
187(27) 

152 
161 109(8.0) 

Primary 5,000 2 23.0 
207(30) 

175 
160 134(6.7) 

Primary 5,000 4 59.6 
165(31) 

135 
167 129(9.6) 

Primary 10,000 50 μm square 752 
853(35) 

822 
325 298(6.3) 

Primary 10,000  1 23.6* 160(30) 

131 
302 232(11) 

Primary 10,000 2 23.6 
440(102) 

324 
296 192(14) 

Primary 10,000 4 43.4 
164(52) 

120 
305 286(9.1) 

Secondary 6,000 50 μm square 331 
829(119) 

747 
140 241(14) 

Secondary 6,000 1 27.7 
619(37) 

577 
114 167(8.1) 

Secondary 6,000 2 27.4 
467(106) 

378 
113 213(8.5) 

Secondary 6,000 4 54.6 
372(33)† 

349 
114 203(12) 

Secondary 12,000 50 μm square 367 
895(79) 

812 
211 309(9.8) 

Secondary 12,000 1 31.0 
502(113) 

392 
186 272(11) 

Secondary 12,000 2 65.6 
550(32) 

517 
199 343(8.8) 

Secondary 12,000 4 66.2 
773(52) 

716 
199 344(10) 

 

Fig. 5.12 compares the penalized area for the various photomasks and highlights the effect 

of changing the pixel size and parameter set. Overall, the optimization was clearly effective 
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at reducing the penalized area. However, the data generally show that pixel size does not 

impact the quality of the shape. Although the smaller pixel sizes performed slightly better 

in simulations, experimental and metrology limitations appear to negate the gains that come 

from controlling the mask at such fine pixel resolutions. 

 

 

Figure 5.12 Comparison of penalized areas for the different square target photomasks. The 

square represents the average value bounded by ±1 standard deviation. In diamonds are the 

measured values for the corresponding photomasks. 

The photomask optimization algorithm was clearly successful at lowering the penalized 

area, but from Table 5.2, it can be seen that the experimental penalized area values are still 

larger than the predicted values from simulation. This discrepancy is perhaps, in part, due 
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to the sensitivity of the measurement. Fig. 5.11c shows that although the contours visibly 

conform closely to the simulated and target contours, small overlap errors result in a 7-fold 

difference in penalized area when compared to the simulated values. These overlap errors 

are likely due to minor leveling issues or defects that negatively impacted the flow. Fig. 

S5.1 in the Supporting Information also showed that visibly small changes in the feature 

contour can result in large changes in the penalized area. This sensitivity in the 

measurement shows that although the penalized area is a good single objective for 

optimizing the photomask, other metrics may be necessary when comparing features in 

experiments. Note that the 58x58 μm2 mask resulted in a penalized area comparable to that 

of the optimized photomasks, but is clearly inferior due to the corner rounding and curved 

edges still present. To further distinguish the feature quality, one might use the metric of 

circularity [56], which is defined as 

 

 

2

Circularity
4π

P

A
     (5.14) 

where P is the perimeter of the contour and A is the area of the contour. For a perfect circle, 

the circularity is unity and different shapes take on other unique values. A perfect square, 

for instance, has a circularity of 1.273. To test whether the circularity could be used as a 

distinguishing metric, the mean circularity of the contours in Fig. 5.11 was calculated 

(excluding the lower right squares). The mean circularity produced by the photomasks is 

as follows: 50x50 μm2 = 1.386, 58x58 μm2 = 1.366, Optimized 1 μm = 1.265. The mean 

circularity of the pattern generated by the optimized mask comes much closer to the 

circularity of a perfect square of 1.273 and is clearly distinguished from the circularity of 
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1.366 generated by the 58x58 μm2 mask. This shows that the circularity may serve as a 

second measure of pattern quality when faced with experimental and metrology limitations. 

 

We lastly inspect the peak-to-valley height values listed in Table 5.2. From the table, it can 

be seen that the feature height typically worsened for the expanded and optimized masks 

relative to the 50x50 μm2 mask patterns. This is in line with predictions made in our prior 

work [8]. Some of the patterns using the secondary parameter set at 12,000 seconds of 

annealing time were an exception to this trend, where the feature height increased by 

roughly 30 nm. This may be due to the variability in peak-to-valley height observed earlier 

or may be due to the possibility that the secondary parameter set is not correct. As a 

measure of which parameter set is correct, we plot in Fig. 5.13 the predicted and actual 

peak-to-valley height of the pattern generated by the 50x50 μm2 square pattern. To account 

for the sample-to-sample variability seen earlier, we plot upper and lower bounds generated 

by simulating feature evolution using the Sample 5 and Sample 11 parameter sets, where 

sample 5 generated the largest Δh in experiments and sample 11 generated the smallest Δh 

in experiments. Sample 8 results are shown as a dashed line, and was included because its 

parameters were used in the optimization and provided a moderate Δh value. Note in 

Fig. 5.13 that the experimental Δh values fall mainly within the bounds set by the primary 

parameter set, suggesting that the primary parameters are correct. 

 

We note that the penalized area for both the primary and secondary parameters was 

significantly reduced by the optimization. This suggests that the exact parameters may not 

need to be known with extreme precision, as extending the corners, and pulling out the 

edges of the mask may have been the most important factors in improving the feature-
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target overlap. This is not to say that the process cannot be improved with better parameter 

estimates. Under better clean room and exposure conditions and with improved metrology 

capabilities, the effect of more precise parameter estimates will be clearer. 

 

 

Figure 5.13 Peak-to-valley height over time (Δh) for a 50x50 μm2 square feature as 

predicted using the primary and secondary parameters. The dashed lines correspond to the 

Δh predicted using the sample 8 parameters, whereas the upper and lower bounds 

correspond to the Δh predicted using the sample 5 and sample 11 parameters, respectively. 

These upper and lower bounds help account for the sample-to-sample variability seen in 

Fig. 5.5. Experimental Δh values for the 50x50 μm2 square photomask are overlaid (see 

Table 5.2). These values fall mainly within the intervals set by the primary parameters, 

suggesting that the primary parameters are correct. 
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5.5.2 L-Shapes 

As was done for the squares, Fig. 5.14 shows the pattern height for experiments performed 

with the 50x25 μm2 L-shape mask and the optimized mask with 1 μm wide pixels. For the 

most part, good agreement is seen between the simulated and actual contours. The intuitive, 

50x25 μm2 L-shape performed as expected, producing obtuse L-shapes with rounded 

corners and edges. And the patterns resulting from the optimized photomask conform better 

to the target with flatter edges. Figs. S5.8 and S5.9 in the Supporting information show the 

full collection of results for the 50x25 μm2 L-shape photomask and optimized photomasks. 

Again, to quantify the effectiveness of the method, the penalized area for each sample was 

calculated and averaged and is reported in Table 5.3. The bottom right feature contour in 

most of the images was again typically smaller than the rest of the contours and was 

therefore neglected in averaging the penalized area for each sample. The simulated 

penalized area is also reported. Table 3 also provides information regarding the simulated 

and measured peak-to-valley height (Δh). The peak-to-valley height here was typically 

measured using all four features except for one case in which only three were used due to 

what appeared to be a defect. 
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Figure 5.14 Feature height plots (left) and associated photomask pattern (right) used in 

generating the feature. Results shown are for the a) 50x25 μm2 L-shape mask and b) 

optimized mask with 1x1 μm2 pixels. Samples were annealed for roughly 5,000 seconds. 

Actual feature contours are shown in red. Target (dashed black) and simulated (solid black) 

contours were roughly centered around the actual contours. The simulated contours here 

were obtained using the primary parameter set. The red scale bars in photomask images 

correspond to 10 μm. Note that point defects were occasionally present that may fall below 

or above the color bar limits.   
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Table 5.3 Penalized area and peak-to-valley height data summary for the L-shape target 

experiments. Standard deviations are provided in parenthesis. The penalized area was 

averaged for only three of the four shapes, excluding the bottom right contour because it 

was typically smaller than the others. *Δh measured using only three of the four features. 
†Penalized area metrics obtained from only two shapes rather than the usual three so as to 

exclude a very misshaped pattern. 

Parameter Set 

Annealing Time 

(s) 

Pixel Width 

(μm) 

Predicted AP 

(μm2) 

Avg. AP 

Min. AP 

(μm2) 

Predicted Δh  

(nm) 

Measured Δh 

(nm) 

Primary 5,000 50x25 μm L shape 310 
350(16)* 

331 
244 200(6.1) 

Primary 5,000 1 62.1 
331(74) 

278 
205 151(15) 

Primary 5,000 2 50.5 
345(104) 

244 
205 162(8.4) 

Primary 5,000 4 91.9 
211(58) 

170 
225 161(7.3) 

Secondary 6,000 50x25 μm L shape 198 
347(75) † 

294 
164 221(13) 

Secondary 6,000 1 61.0 
578(250) 

322 
147 216(7.2) 

Secondary 6,000 2 69.0 
585(70) 

504 
147 160(9.6) 

Secondary 6,000 4 87.9 
409(147) 

310 
158 218(9.5) 

 

For the L-shapes here, the penalized area was not significantly reduced in experiments 

despite the visible improvement seen in Fig. 5.14. It appears that small pattern defects 

resulted in large deviations in penalized area as before seen in the square shapes. Fig. 5.15 

compares the penalized area for the various photomasks. Again, the data generally show 

that pixel size does not impact the quality of the shape. In this case, it appears that 

photomasks optimized using the primary parameter set perform much better than the 

secondary parameter set. This further suggests the primary parameter set is correct. 
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Figure 5.15 Comparison of penalized areas for the different L-shape target photomasks. 

The square represents the average value bounded by ±1 standard deviation. In diamonds 

are the measured values for the corresponding photomasks. 

 

5.6 CONCLUSION 

In this work, we experimentally evaluated the effectiveness of the photomask optimization 

algorithm developed previously [8]. We began by determining the polymer parameters 

using line-space experiments and a least-squares parameter estimation method. These 

parameters were input to the photomask optimization algorithm which generated 

photomask patterns that performed better in simulations relative to intuitive shapes. These 

optimized photomasks were manufactured and then used to perform MDP. The resulting 

patterns characterized using optical profilometry and the pattern contours and peak-to-

valley heights were analyzed.  

 

The photomask optimization was clearly effective at improving the pattern-target overlap. 

This was evidenced by the reduction in penalized area for the square case. In some cases, 

the penalized area did not reduce significantly, but upon visual inspection, it was clear the 
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contours still overlapped well. This discrepancy in penalized area is likely to due to the 

sample-to-sample variability as well as defects and metrology issues mentioned earlier. 

Operating in a cleanroom with improved atmospheric conditions and using non-contact 

exposure methods could help reduce the sample-to-sample variability and reduce defect 

levels. Discrepancies may also be due to the choice of parameters, where several results 

suggested that the primary parameter set was correct. The secondary parameters, in some 

cases, significantly improved the penalized area, but this is perhaps due to the genetic 

algorithm consistently identifying favorable pattern motifs such as increasing the mask size 

and pulling outwards the mask corners and edges. With this in mind, alternative 

optimization methods that directly apply these motifs may prove faster and more practical 

than the current pixel-by-pixel optimization method. 

 

For the L-shape target, the optimization did well at improving the outer, convex corners 

but performed poorly on the inner, concave corner. Difficulty optimizing for both the 

convex and concave corners may be a limitation of the patterning method or optimization 

algorithm. It is possible that this could be overcome by optimizing a variable intensity 

exposure field rather than a binary exposure field. This idea could extend beyond L-shapes 

and allow one to pattern very different sized features across the exposure field in the same 

step. 

SUPPORTING INFORMATION 

S5.1 Sensitivity Study 

We performed a sensitivity analysis to determine the robustness of the photomask 

optimization method, which is especially important given the large variation in peak-to-
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valley height observed in the line-space experiments. The sensitivity analysis involved 

simulating feature formation for an optimized photomask with a different set of physical 

parameters. For example, the photomask in Fig. 10a was optimized using the Sample 8 

primary parameters, but we now simulate feature formation using the Sample 5 and Sample 

11 primary parameters shown in Fig. S5.1. The Sample 5 and Sample 11 parameters were 

chosen because these samples exhibited the tallest and smallest features, respectively, in 

the line-space experiments. This will give us an idea of how the sample-to-sample variation 

will affect the resulting feature and penalized area. 

 

Fig. S5.1 shows that for the Sample 11 parameters, a relatively shorter, underdeveloped 

feature is generated that overshoots the target. The penalized area is also worsened, but it 

can be clearly seen that the corners and edges are still much improved compared to the 

intuitive case. Using the Sample 5 parameters, a taller feature is generated, and the feature 

contour conforms sufficiently well to the target. Note though that despite the good 

conformity seen in Fig. S5.1f, the penalized area has worsened by roughly four-fold from 

the original ~27 μm2 to 104 μm2. This suggests that the penalized area measurement can 

be fairly sensitive to small changes. 
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Figure S5.1 a) and d) are optimized square photomasks with 1x1 μm2 pixels obtained using 

the sample 8 primary parameters and an annealing time of 5,000 seconds. Features and 

feature-target contours in b) and c) were obtained by simulating feature formation using 

the sample 11 primary parameters. Features and feature-target contours in e) and f) were 

obtained by simulating feature formation using the sample 5 primary parameters. The red 

outline in a) and d) shows the target dimensions. The red cut in b) and e) is for 

demonstration only and does not represent the dimensions of the target. Feature contours 

are extracted at h = h0 = 150 nm. Note that the features in b) and e) are not drawn to scale, 

where the pattern pitch is 100 μm and the feature height is in nanometers. 

 

We next examine the robustness of the method in the same way as before, but now for an 

optimized photomask made for a later annealing time (10,000 seconds). Fig. S5.2 shows 

the mask and the resulting feature height and contour. Note that the feature overlap using 

Sample 11 primary parameters is significantly worsened, but the Sample 5 parameters 

produce a relatively intact feature. These simulation results suggest that the optimized 
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photomasks can be worsened by variations in the processing parameters. But the combined 

results of Fig. S5.1 and S5.2 suggest that the process can be resistant to process variations. 

 

 

 

Figure S5.2 a) and d) are optimized square photomasks with 1x1 μm2 pixels obtained using 

the Sample 8 primary parameters and an annealing time of 10,000 seconds. Features and 

feature-target contours in b) and c) were obtained by simulating feature formation using 

the Sample 11 primary parameters. Features and feature-target contours in e) and f) were 

obtained by simulating feature formation using the Sample 5 primary parameters. The red 

outline in a) and d) shows the target dimensions. The red cut in b) and e) is for 

demonstration only and does not represent the dimensions of the target. Feature contours 

are extracted at h = h0 = 150 nm. Note that the features in b) and e) are not drawn to scale, 

where the pattern pitch is 100 μm and the feature height is in nanometers. 

  



 

 

152 

S5.2 Long-time Mask Optimization Results for L-Shaped Figures 

As mentioned previously, the optimized L-shaped photomasks performed poorly when 

targeting longer annealing times (12,000 seconds for the secondary parameters). Fig. S5.3 

shows the optimized photomask, feature and pattern contour for a photomask optimized 

using the secondary parameters and 1x1 μm2 pixels. The outer edges and corners are now 

more rounded and the overlap at the interior, concave corner is very poor. This suggests 

that the concave corner is more difficult to improve, at the very least when co-optimizing 

for the convex corners. Due to the poor performance in this case, we chose not to generate 

an optimized photomask for this annealing time. 

 

 

Figure S5.3 L-shaped photomask with 1x1 μm2 pixels, simulated feature, and pattern 

contour compared to the target. Feature profile and contours taken at an annealing time of 

12,000 seconds. The optimized photomasks were obtained through the optimization 

method using the Sample 8 secondary parameters. The red outline in a) shows the target 

dimensions. The red cut in b) is for demonstration only and does not represent the target 

dimensions. Feature contours are extracted at h = h0 = 150 nm. Note that the feature in b) 

is not drawn to scale, where the pattern pitch is 100 μm and the feature height is in 

nanometers. 
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S5.3 All Experimental Feature Contours 

Here we show the complete list of optimized photomasks along with the resulting features 

and contours compared to their corresponding targets. Figs. S5.4-S5.7 are for the square 

features and Figs. S5.8 and S5.9 are for the L-shapes. The annealing time and parameters 

used in obtaining the simulation results is listed in the figure captions. 
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Figure S5.4 Feature height plots (left) and associated photomask pattern (right) used in 

generating the feature. Results shown are for the a) 50x50 μm2 square mask and for the 

optimized masks with b) 1x1 μm2 pixels, c) 2x2 μm2 pixels, and d) 4x4 μm2 pixels. Samples 

were annealed for roughly 5,000 seconds. Actual feature contours are shown in red. Target 

(dashed black) and simulated (solid black) contours were roughly centered around the 

actual contours. The simulated contours here were obtained using the primary parameter 

set. The red scale bars in photomask images correspond to 10 μm. Note that point defects 

were occasionally present that may fall below or above the color bar limits. 
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Figure S5.5 Feature height plots (left) and associated photomask pattern (right) used in 

generating the feature. Results shown are for the a) 50x50 μm2 square mask and for the 

optimized masks with b) 1x1 μm2 pixels, c) 2x2 μm2 pixels, and d) 4x4 μm2 pixels. Samples 

were annealed for roughly 10,000 seconds. Actual feature contours are shown in red. 

Target (dashed black) and simulated (solid black) contours were roughly centered around 

the actual contours. The simulated contours here were obtained using the primary 

parameter set. The red scale bars in photomask images correspond to 10 μm, except in c), 

where the scale bar is 20 μm. Note that point defects were occasionally present that may 

fall below or above the color bar limits.   
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Figure S5.6 Feature height plots (left) and associated photomask pattern (right) used in 

generating the feature. Results shown are for the a) 50x50 μm2 square mask and for the 

optimized masks with b) 1x1 μm2 pixels, c) 2x2 μm2 pixels, and d) 4x4 μm2 pixels. Samples 

were annealed for roughly 6,000 seconds. Actual feature contours are shown in red. Target 

(dashed black) and simulated (solid black) contours were roughly centered around the 

actual contours. The simulated contours here were obtained using the secondary parameter 

set. The red scale bars in photomask images correspond to 10 μm. Note that point defects 

were occasionally present that may fall below or above the color bar limits.   
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Figure S5.7 Feature height plots (left) and associated photomask pattern (right) used in 

generating the feature. Results shown are for the a) 50x50 μm2 square mask and for the 

optimized masks with b) 1x1 μm2 pixels, c) 2x2 μm2 pixels, and d) 4x4 μm2 pixels. Samples 

were annealed for roughly 12,000 seconds. Actual feature contours are shown in red. 

Target (dashed black) and simulated (solid black) contours were roughly centered around 

the actual contours. The simulated contours here were obtained using the secondary 

parameter set. The red scale bars in photomask images correspond to 10 μm. Note that 

point defects were occasionally present that may fall below or above the color bar limits. 
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Figure S5.8 Feature height plots (left) and associated photomask pattern (right) used in 

generating the feature. Results shown are for the a) 50x25 μm2 L-shape mask and for the 

optimized masks with b) 1x1 μm2 pixels, c) 2x2 μm2 pixels, and d) 4x4 μm2 pixels. Samples 

were annealed for roughly 5,000 seconds. Actual feature contours are shown in red. Target 

(dashed black) and simulated (solid black) contours were roughly centered around the 

actual contours. The simulated contours here were obtained using the primary parameter 

set. The red scale bars in photomask images correspond to 10 μm. Note that point defects 

were occasionally present that may fall below or above the color bar limits.   
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Figure S5.9 Feature height plots (left) and associated photomask pattern (right) used in 

generating the feature. Results shown are for the a) 50x25 μm2 L-shape mask and for the 

optimized masks with b) 1x1 μm2 pixels, c) 2x2 μm2 pixels, and d) 4x4 μm2 pixels. Samples 

were annealed for roughly 6,000 seconds. Actual feature contours are shown in red. Target 

(dashed black) and simulated (solid black) contours were roughly centered around the 

actual contours. The simulated contours here were obtained using the secondary parameter 

set. The red scale bars in photomask images correspond to 10 μm. Note that point defects 

were occasionally present that may fall below or above the color bar limits.   
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Chapter 6: Marangoni-driven Bias Reversal in Conformal Polymer 

Films** 

6.1 INTRODUCTION 

Spin-on polymer films are widely used in the microelectronics industry for patterning at 

micron and nanometer scales. Spin coating performed on initially flat substrates leads to 

uniform coating thicknesses [57–59]. However, when polymers are spin coated over 

existing topography such as trenches and vias, the polymer films conform to the 

topography during spinning and solidify with sufficient solvent evaporation [18]. Such 

conformal films can impose difficulties in the patterning process, such as causing poor 

depth of focus during imaging steps [19]. To planarize and reduce the impact of conformal 

films, thermal reflow can be used; however, this can require exceptionally long annealing 

times to level the film. For thermal reflow planarization, spun-on polymer films with an 

initially high bias are driven by capillary action into the unfilled trench regions. Due to the 

highly viscous nature of typical polymer films, the planarizing process is time-consuming, 

and the driving force slowly weakens as the film curvature decreases over time [19]. 

Alternative planarization methods could therefore be valuable to the semiconductor 

industry.  

 

Here we describe a polymer-coating and heating process capable of quickly planarizing 

and even reversing the bias of an initially conformal polymer film. Bias is defined as the 

difference between open and trench region film heights (see Fig. 6.1). The polymer is a 

low-molecular-weight random copolymer composed of polystyrene (PS) and poly(4-tert-

                                                 
** We would like to acknowledge and thank Dr. Xing-Fu Zhong of Brewer Science Inc. and his associates 

for performing the experimental work in this chapter and help creating several figures. We would also like 

to acknowledge Catherine Frank of Brewer Science Inc. for her help in editing. 
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butoxycarbonyloxystyrene) (PTBSM). The copolymer is abbreviated as PS-co-PTBSM. 

Upon heating PS-co-PTBSM to temperatures above 190°C, the PTBSM subunits are 

deprotected to form poly(4-hydroxystyrene) (PHOST) subunits along with gaseous carbon 

dioxide and isobutylene that escape the film. Spin coating the copolymer onto a substrate 

containing trenches initially produces a conformal film, but with sufficient annealing (~10 

seconds at 240°C) the film quickly reverses in bias [17].  

 

 

Figure 6.1 Depiction of thin films possessing (a) positive and (b) negative bias. Positive 

bias is characterized by a lower film height in trenched regions with respect to open regions, 

whereas negative bias is characterized by a higher film height in the trench regions with 

respect to the open regions. Bias is defined as the difference in film height between the 

open region and the trench region. 

This reversal in bias is contrary to experience in leveling by thermal reflow alone [18,19]. 

The Stokes equation for viscous flow shows that the characteristic time, tc, for thermal 

reflow by capillary forces is [19] 
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where w is the width of the trench (or collection of trenches in the case presented here), µ 

is the film viscosity, γ is the surface tension of the film, and h0 is the initial height of the 

film. As can be seen from Eq. (6.1), high-viscosity, thin films that conform to large trench 

widths yield unfavorable annealing times, which can be on the order of hours depending 

on the bias in the film thickness. Furthermore, bias reversal should not occur for capillary 

flow alone, meaning additional force(s) must be acting on the film. Van der Waals 

interactions between a silicon substrate and polystyrene film are repulsive [24] and could 

seek to level the film, but we will show later that these forces alone are insufficient to level 

the film. In this chapter we argue that Marangoni forces are primarily responsible for the 

rapid leveling and bias reversal. 

 

The outline for the rest of this chapter is as follows:  First we describe the experimental 

methods and observations of rapid planarization and bias reversal. We next analyze 

potential origins of the Marangoni driving force, namely, variations in temperature and 

solvent composition. We then present a theory that uneven rates of deprotection of PTBSM 

subunits is the cause of the bias reversal. To understand the impact of a spatially varying 

deprotection region, we implement a flow model and simulate the flow over a variety of 

conditions. The results show that a spatially varying deprotection reaction could indeed 

cause bias reversal. 
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6.2 EXPERIMENTAL METHODS AND RESULTS 

6.2.1 Materials and Polymer Preparation 

The polymer and solution were prepared in a manner similar to that outlined in reference 

[17]. The monomers used were styrene and 4-tert-butoxycarbonyloxystyrene (TBSM). The 

resulting copolymer, PS-co-PTBSM, was assumed to be composed of 1:1 Styrene:TBSM 

monomer. This assumption is appropriate because the monomer units are very similar and 

most all of the monomer was consumed in the synthesis. The polymer was typically 

dissolved using a mixture of propylene glycol methyl ether (PGMEA) and propylene glycol 

methyl ether acetate (PGMEA). The molecular weight of one particular sample possessed 

Mn = 3900 gm/mol and Mw = 6800 gm/mol. This molecular weight will later be used in 

estimating the polymer diffusivity. A different polymer sample with results shown in 

Figs. 6.4, 6.5, and 6.6 was prepared using a by-weight ratio of 60:40 PGME:PGMEA spin 

coating solvent. The solution was filtered using a 0.1-µm polytetrafluoroethylene 

membrane filter prior to spin coating. Potentially different polymer/solvent formulations 

were used for the reported auxiliary experiments.†† We note that some formulations 

included a crosslinker, MY721, for delayed crosslinking. Results (not shown here) 

suggested that it had little effect on the planarization results.‡‡ 

 

Flat and pre-patterned silicon substrates with native oxide (Si-SiOx) were used. The 

patterned substrates contained trenches that were approximately 60 nm wide. The full pitch 

of the trenches was 120 nm and there were 100 trenches, meaning the trench region spanned 

approximately 12 μm. The patterned substrate possessed other sets of trenches of slightly 

                                                 
†† Drawing on available experimental data, not all details were collected or given. 
‡‡ Dr. Xing-Fu Zhong reported this finding. 
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varying geometries. These regions of trenches were separated by approximately 125 μm, 

meaning the full pitch of the patterns was approximately 137 μm. For some experiments, 

pattered substrates were coated with a few nanometers of TiN to determine the effects of 

using a different substrate material.  

 

The trench depth varied somewhat. The depth of the trenches shown in Fig. 6.3 varied 

between roughly 210 nm and 222 nm and the depth of the TiN-coated trenches shown in 

Fig. 6.4 typically varied between roughly 195 nm and 221 nm with some extreme cases 

showing shallow depths around 150 nm. 

 

6.2.2 Spin Coating and Annealing 

The copolymer solution was spin-coated onto the trench-containing chips described earlier 

to achieve a prescribed mean thickness across the substrate. The films were annealed in 

one of two ways. The more conventional annealing method was to place the chip base in 

contact with the hot plate. The second method held the chip at a small distance from the 

hot plate in an inverted fashion, such that the polymer coating was closest to the hot plate. 

Heating times went up to 60 seconds at 240°C. After heating, the chips were removed to 

cool at room temperature.  

 

6.2.3 Characterization of the Film and Polymer  

The thicknesses of neat and annealed samples on flat substrates were measured using an 

ellipsometer. Samples coated on the trench-containing chips were cut crossways through 
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the trenches and imaged using a scanning electron microscope (SEM) to directly measure 

the resulting bias. The film thickness was measured using an image analysis tool. 

 

Water contact angle measurements were performed in prior work [17]. In that work, 

polymer films were spun onto flat Si-SiOx substrates and annealed for different times at 

240°C, after which the contact angle was measured using a goniometer. We report here 

thickness vs. time measurements that were made in a similar fashion, where the thickness 

of the separate samples annealed under various conditions was measured using an 

ellipsometer. 

 

The viscosity of a copolymer sample was determined using a rheometer with temperatures 

ranging between approximately 25°C and 280°C. The polymer sample was heated to 240°C 

for 60 seconds prior to measuring the polymer viscosity to deprotect the PTBSM subunits. 

The resulting viscosity versus temperature plot is shown in Sec. I of the Supporting 

Information section. Due to noisy data beyond 190°C, extrapolation was necessary to 

estimate the viscosity at 240°C, and it can be seen that the extrapolated viscosity lies around 

10 Pa-s. The noisy data are likely the result of the incomplete deprotection reaction 

resuming past 190°C or due to low instrument sensitivity at lower viscosities. 

 

6.2.4 Experimental Results 

By heating the copolymer film to 240°C, the TBSM subunits are thermally deprotected 

according to the reaction shown in Fig. 6.2a. Water contact angle measurements on flat 

silicon-silicon substrates (no trenches) shown in Fig. 6.2b reveal that the deprotection 
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reaction leads to a reduction in water contact angle, which is associated with increasing 

surface energy. Surface tension estimates presented later show that there is likely a strong 

increase in surface energy associated with deprotection. 

 

 

Figure 6.2 a) Thermal deprotection reaction in which PS-co-PTBSM forms PS-co-PHOST 

and gaseous carbon dioxide and isobutylene. Water contact angles show that PHOST 

subunits impart a higher surface tension compared to PTBSM subunits as indicated by the 

symbols γ0 and γ+. b) Water contact angle on separate polymer films measured at different 

annealing times. Note the decrease in water contact angle, suggesting an increase in film 

surface energy over time. Water contact angle data extracted from reference [17]. 
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Annealing the films also led to thickness reduction as residual solvent is removed and the 

bulky protecting side group is expelled as gaseous CO2 and isobutylene. Thickness 

reduction of 28%-32% were typical. To determine the thinning rate of the sample and the 

potential effects of using different spin-coating solvents, annealing experiments were 

performed on flat substrates. Fig. 6.3a shows the film thickness over time for various 

samples, coated using PGMEA as the only spin-coating solvent or a mixture of 40:60 

PGME:PGMEA (by weight) as the spin-coating solvent. The effect of initial film thickness 

was also examined by spinning the samples either thin (~85 nm) or thick (~275 nm). 

 

Fig. 6.3b shows the film thickness over time, now normalized by the initial film thickness. 

From 3b, it appears that using the different solvents had little effect on the thinning rate. 

However, it was noted in experiments not shown here that using only PGMEA as the spin 

coating solvent did not produce a reversal in bias, suggesting that solvent identity plays an 

important role in bias reversal.§§ It is possible that initial film thickness had some impact 

on the thinning rate. This may be due to more residual solvent leftover in thicker films 

relative to the thinner films. Nonetheless, it appears that all samples thinned to completion 

by roughly 10 seconds. This fact will be used later in estimating the deprotection rate 

constant. 

 

 

                                                 
§§ Dr. Xing-Fu Zhong reported this finding. 
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Figure 6.3 a) Film thickness over several annealing times for samples coated on flat Si-

SiOx substrates. Samples were prepared using either PGMEA as the only spin-coating 

solvent or using a mixture of 40:60 PGME:PGMEA (by weight) as the spin-coating 

solvent. Thick and thin films were used to determine whether the reaction was thickness 

dependent. b) Film thickness normalized by the initial film thickness. 
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Annealing experiments were performed on the patterned substrates at various times. 

Cropped SEM images of the chip cross sections shown in Figs. 6.4 and 6.5 compare the 

film in the trench regions to the film in the surrounding open regions. Fig. 6.4 corresponds 

to the sample spun on Si-SiOx substrates, and Fig. 6.5 corresponds to the sample spun on 

TiN-coated substrates. Note that at t = 10 s, the film is notably thicker in the trench regions, 

as the bias has reversed. This behavior is very surprising. Fig. 6.6 shows the span of the 

trench regions at 0 s, 10 s, and 60 s for the sample spun on Si-SiOx substrates and 

emphasizes the magnitude of the bias reversal. At t = 10 s when the bias reversal is most 

obvious, there is a dome shape in the trench regions, which could not be achieved by simple 

spin coating and thermal reflow. And by the end of the annealing process at t = 60 s, the 

film possesses very little bias and almost appears flat.  
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Figure 6.4 SEM images of trench and open regions for the sample coated on Si-SiOx 

substrates annealed at 240°C for different times. Trench regions are on the left and open 

regions are on the right. Scale bars correspond to 100 nm. Note that at t = 10 s, the film is 

notably thicker in the trench regions, as the bias has reversed. 
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Figure 6.5 SEM images of trench and open regions for the sample coated on TiN substrates 

annealed at 240°C for different times. Trench regions are on the left and open regions are 

on the right. Smaller scale bars correspond to 100 nm and larger scale bars correspond to 

200 nm. Note that at t = 10 s, the film is notably thicker in the trench regions, as the bias 

has reversed. Also note that the bright, thin TiN coating can be distinguished from the 

original substrate.  
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Figure 6.6 Wide-angle SEM images of trench and open regions for the sample coated on 

Si-SiOx substrates and annealed at 240°C for different times. At t = 0 s (no bake), a dip in 

height in the trench regions is visible. By t = 10 s, a dome is apparent, as significant polymer 

has flowed into the trench regions. By t = 60 s, the dome has relaxed, and the surface 

appears flatter relative to the 10 s bake. 

Figs. 6.7a and 6.7b show the height of the film as measured from the base of the substrate 

(excluding trench depth) in the open and trench regions for both the Si-SiOx and TiN-

coated substrates. Fig. 6.7c quantifies the bias as the difference between the open region 

thickness and trench region thickness, such that Bias = hOpen - hTrench. By t = 10 s, the bias 

has gone from positive to negative with a minimum bias of -107 nm for the Si-SiOx 

substrate. At later times, the negative bias is dampened and even reverses back to positive, 

likely due to capillary forces leveling the now dome-like structure after the initial driving 

force subsides. It is surprising that the film thickness in the open regions increases at later 

times. This is perhaps due to sample-to-sample variability. The bias reversal appears to be 

slightly stronger for the Si-SiOx substrate, but the difference is not significant enough to 

conclude that the substrate identity is responsible for the bias reversal. 
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Figure 6.7 Film thickness measured from the substrate (excluding trench depth) in the a) 

open region and b) trench region over time. c) Film bias over time measured as 

Bias = hOpen-hTrench. 
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To determine whether thermal gradients give rise to thermocapillary forces, annealing 

experiments not shown here were performed in which the substrate was held in an inverted 

fashion. This heating method produced planarization comparable to the conventional bake 

method, suggesting that thermal gradients are not responsible for the planarization 

process.*** This is because thermal gradients would be reversed by heating the film upside-

down. Further justification for disregarding thermal variations will be presented later. 

 

The bias reversal is surprising. In the next section, we explore possible origins of the 

Marangoni driving force. 

 

6.3 THEORY AND ANALYSIS 

6.3.1 Examining Temperature Variations 

Marangoni flows can arise from variations in temperature across a fluid. To examine 

temperature variations between thick and thin regions and determine whether they 

significantly affect planarization, we analyze the temperature distribution through the 

polymer film using the steady-state heat equation with a fixed temperature boundary 

condition at the polymer-silicon interface and a convective boundary condition at the 

polymer-air interface. Due to the small volume of material in question (roughly 10 µg/cm2), 

we neglect any heat generated by the deprotection reaction and any heat lost due to residual 

solvent evaporation. We also neglect the geometry of the trenches, assuming that the film 

is positioned on a flat substrate. The temperature throughout the film can be expressed as  

 

                                                 
*** Dr. Xing-Fu Zhong reported this finding. 



 

 

175 

 
 Conv Base Amb

Base

Cond Conv

( )
k T T

T z T z
k k L


 


,               (6.2) 

where T is the temperature throughout the film, TBase and TAmb are the base (240°C) and 

ambient temperature (25°C), respectively, z is position extending from the wafer surface 

to the thickness L (20 nm and 120 nm for thick and thin films, respectively), kCond is the 

thermal conductivity of the polymer, which was estimated at 240°C to be 0.16 W/m-K [60], 

L is the thickness of the film, and kConv is the convection coefficient at the polymer-air 

interface. kConv is liberally assumed to be 25 W/m2-K, the maximum value in a range of 

reasonable natural convection coefficients (1-25 W/m2-K [61]). Taking this into account, 

Eq. (6.2) shows that the temperature in a 154 nm thick film (representative of the initial 

trench region thickness and excluding the trench depth) would be 513.1448 K and the 

temperature in a 225 nm thick film (representative of the initial open region) would be 

513.1424 K. This amounts to a ΔT of 0.0024 K and, where the temperature is hotter in the 

thinner regions. This shows that thermocapillary forces in fact work against replanarization 

(although minimally due to such a low ΔT) at early times because surface tension decreases 

with increasing temperature, and we can conclude that thermal variations are not 

responsible for the accelerated replanarization. 

 

6.3.2 Examining Solvent Concentration Variations 

Marangoni flows can also arise from compositional variations across a fluid surface. For 

the reacting polymer film under consideration, Marangoni flow could arise as a direct result 

of residual solvent compositional variations. Spun-on polymer films have been shown to 

carry up to tens of weight percent of residual solvent [62], which suggests the possibility 
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of significant residual solvent in the copolymer. Dunbar has shown that solvents of 

different surface tensions and vapor pressures can evaporate at different rates in thin vs. 

thick regions during spin-coating, giving rise to Marangoni forces and striations during 

spin-coating [63]. Dunbar suggested that adding a less volatile cosolvent with higher 

surface tension could dampen the striations by creating favorable Marangoni forces in the 

trough region of the instability and promote leveling. It is possible that a similar 

phenomenon occurs in these annealing experiments. Table 6.1 provides the 25°C and 

240°C surface tension and vapor pressure values of the solvents used in this experiment, 

PGME and PGMEA. 

Table 6.1 Surface tension, liquid vapor pressure, and normal boiling points for PGME and 

PGMEA solvents at 25°C and 240°C. Data obtained from reference [64]. 

Parameter PGME PGMEA 

γ(25°C) [mN/m] 27.9 26.7 

PVap(25°C) [atm] 0.0159 0.00516 

γ(240°C) [mN/m] 4.81 5.35 

PVap(240°C) [atm] 15.6 8.41 

Norm. Boiling Point [°C] 120.1 145.8 

 

PGMEA possesses a lower vapor pressure and higher surface tension relative to PGME at 

240°C, in line with Dunbar’s suggestion for removing striations by promoting flow to the 

trough regions. Note, however, that Dunbar’s analysis suggests stabilization and not a 

reversal in bias. It is possible that that the unique geometry of the trenches may render 

Dunbar’s conclusions less applicable to our case. 
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We next note it is not likely that solvent exists in the film for sufficient time to cause 

Marangoni-accelerated leveling during the annealing step. Considering that the operating 

temperature (240°C) in experiments is much higher than the normal boiling points of the 

residual solvents, PGME (120.1°C) and/or PGMEA (145.8°C), it is reasonable to assume 

little resistance to evaporation at the surface of the film. Considering only the diffusional 

resistance in the thin film, a characteristic time scale for solvent removal can be taken as 

 

 

2

Diff

h
t

D
  ,                (6.3) 

where tDiff is the characteristic diffusion time scale for solvent removal, h is the thickness 

of the film, and D is the solvent diffusivity. To be conservative, we approximate the solvent 

diffusivity as the self-diffusion coefficient of pure polystyrene at 240°C and of a similar 

Mn as a polymer used in this study (approximately 3900 gm/mol, which corresponds to 24 

total monomer subunits). Using data from the literature [65] for PS melt diffusivity, the 

self-diffusion coefficient was estimated to be roughly 1.5x10-11 m2/s (see Sec. II of the 

Supporting Information section). Note that the diffusivity of the smaller solvent molecules 

will be much higher than that of the polymer. Inserting this conservative estimate of 

diffusivity and the thickness in the deepest regions of the film including trench depth 

(~350 nm) into Eq. (6.3), we find that the time scale for solvent removal would be roughly 

10 miliseconds, which is much less than the observed 10-second bias-reversal time scale. 

Thus, it is unlikely that solvent-induced surface tension gradients would have an effect on 

the planarization process.  
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It is still unclear why bias reversal was seen for the 40:60 PGME:PGMEA (by weight)  

spin-coating solvent mixture while no bias reversal was seen for pure PGMEA solvent. To 

completely rule out solvent effects one might perform a solvent prebake, where the film is 

heated above 150°C to drive off residual solvent, while keeping the temperature below 

190°C to prevent the deprotection reaction from occurring. One could then observe whether 

bias reversal still occurs in these prebaked films. 

 

6.3.3 Examining Polymer Concentration Variations 

A final theory we present is that the bias reversal could arise from spatial variations in the 

deprotection reaction rate which would give rise to variations in surface tension. This 

increased reaction rate in the trench regions could arise from residual solvent stuck in the 

trench regions serving to quicken the reaction. A faster reaction could also be linked to the 

increased surface area in the trench region, where the substrate could act as a catalyst and 

provide more surface sites in the trench region. This catalytic surface theory is supported 

by the fact that the characteristic diffusion time for the polymer molecules to migrate from 

the substrate to the surface is roughly 10 miliseconds (approximated previously by 

tDiff = h2/D). This short diffusion time shows that fast exchange between the catalytic 

substrate and the polymer surface is possible. For the substrate geometry in question, 

approximately four times more area is available in the trench regions compared to the open 

regions, which could proportionally increase the reaction rate in the trenched areas. 

 

To investigate the effect of an accelerated reaction, we implemented a flow model to 

understand how much greater the reaction rate would have to be in the trench regions to 
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achieve a reversal in bias. A model is laid out for calculating the film height over time, 

which is then used to calculate the film bias and compare to experiments. To model the 

fluid flow, we solved the thin film equation [7,18,19,23,26] 
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with the convection-diffusion-reaction equation [7,26] 
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            (6.6) 

 

where h is the film thickness, Φ is the fluid height as calculated from the base of the 

trenches, CPTBSM is the PTBSM subunit mole fraction and hCPTBSM is the product of the 

film height and the PTBSM subunit mole fraction. ‹u› is the average fluid velocity in the x 

direction, D is the diffusivity of the copolymer molecules, and k is the position-dependent 

rate constant for the assumed zeroth-order deprotection reaction (with a faster reaction and 

larger k existing in the trench region). Fig. 6.8 provides a diagram of the initial film height, 

thickness, and substrate geometry. 
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Figure 6.8 Diagram of the adjusted film height, Φ(x), film thickness, h(x), and substrate 

geometry, S(x). The adjust film height is calculated as Φ(x) = h(x) + S(x). 

The substrate geometry, S(x), and film thickness, h(x) are used to calculate the film height, 

such that Φ(x) = S(x) + h(x). The use of Φ is necessary for calculating the film curvature 

and capillary pressure because the film thickness alone does not capture the curvature. For 

more information regarding the use of a film height variable, see references [18,19] 

 

Eq. (6.4) tracks the film thickness over time by accounting for convective terms and film 

thinning. Together, kΔh%/ΔC is the percentage rate of change in film height, which is then 

multiplied into h to determine the thinning rate. Eq. (6.5) calculates the vertically averaged 

fluid velocity by accounting for Marangoni flow in the first term, capillary pressure-driven 

flow in the second term, and van der Waals pressure driven flow in the third term. Eq. (6.6) 

tracks the PTBSM subunit mole fraction by accounting for diffusion effects in the first 

term, convective effects in the third term, and losses by an assumed zeroth-order reaction 
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in the third term. Assuming a linear relation between concentration and film thickness, the 

reaction is assumed to be of order zero because the film thinning plots in Fig. 6.3 were 

fairly linear up until the reaction stopped. We also assume Δh%/ΔC = 0.3/0.5 = 0.6 because 

experiments showed the film height reduced by ~30% for the 0.5 mole fraction reduction 

in PTBMS. We note that the zeroth order assumption and chosen value of Δh%/ΔC neglect 

any thinning related to solvent escape, which was not quantified here. 

 

The copolymer surface tension is assumed to be linearly related to composition and is 

calculated by weighting homopolymer surface tension values by their respective subunit 

mole fractions such that γ = CPSγPS + CPTBMSγPTBMS + CPHOSTγPHOST. Because there is 1:1 

conversion from PTBMS to PHOST, the mole fraction of PHOST can be easily calculated 

as CPHOST = C0PTBMS - CPTBMS, where C0PTBMS is the initial subunit mole fraction of PTBSM. 

Therefore, γ = CPSγPS + CPTBMSγPTBMS + (C0PTBMS - CPTBMS)γPHOST. Given that the initial 

concentration of PTBSM is constant and the concentration of the nonreacting PS subunits 

is constant, the gradient in surface tension is calculated as 
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    (6.7) 

 

where ΔΓ = (γPHOST - γPTBMS). In this form, ΔΓ will be positive because the surface tension 

of PHOST is expected to be greater than that of PTBSM. 

 

The domain geometry and physical parameters were chosen to mirror the experimental 

conditions for the Si-SiOx patterned substrate experiment (see Fig. 6.4). Due to symmetry, 

only half of the domain was simulated. The half-domain width was 68.5 μm, the half-
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domain trench region width was 6 μm, and the trench depth was set to 200 nm. Due to the 

impracticality of implementing 100, 60 nanometer-wide trenches over the ~12 μm trench 

region, we simplified the setup by using five total trenches (2.5 trenches in the 

half-domain). To understand the effect of adding more trenches, a setup using 10 total 

trenches (five trenches in the half-domain) was also used. For the five and ten-trench setup, 

the trench widths were ~1.3 μm and ~0.63 μm, respectively. These trenches were 

implemented using a square pulse train with 100 nm smoothing. We initialize the film 

height using a step function smoothed over a 1 μm region, with the film height (Φ) as 

measured from the base of the trenches set to 425 nm in the open region (h = 225 nm) and 

354 nm in the trench regions (or 154 nm thick when neglecting trench depth). This is a 

simplification of the actual film height seen in experiments, which transitions sharply at 

the crossover from the trench to open regions and tapers slowly as it approaches the center 

of the trench and open regions. Fig. 6.8 shown previously shows the initial setup for the 

five-trench case. The TBSM subunit mole fraction was initialized to 0.5 across the domain, 

reflecting the 1:1 ratio of styrene and TBSM in the copolymer.  

 

The Hamaker constant for an air-polystyrene-silicon system is approximately -1.3x10-19 J 

[24] and is the value for A that we used in the model. Because the native oxide layer is thin 

with respect to the polymer film and substrate thickness, it is acceptable to neglect the van 

der Waals contribution from the oxide layer.  

 

The surface tension of low-molecular-weight polystyrene at 240°C was estimated to be 

roughly 25 mN/m by extrapolating high-temperature surface tension data for polystyrene 

(Mn = 9,300) from reference [27]. Obtaining the surface tension of PTBSM and PHOST 
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was less straightforward. Several estimates were obtained by considering a collection of 

correlations provided in the literature [27] (see Sec. III of the Supporting Information for 

procedure). Estimates for γPHOST averaged to be ~34 mN/m. Estimates for γPTBSM varied, 

with one estimate around 21 mN/m and the other around 29 mN/m. We found that this 

variation does not greatly impact the effects of capillary forces, however it significantly 

impacts the Marangoni flow. Because of this, we set γPTBSM = 21 mN/m for the purpose of 

calculating the capillary pressure but varied the value of ΔΓ for calculating the Marangoni 

flow. From the correlations considered, the value of ΔΓ was found to be roughly 2 mN/m 

or 14 mN/m. Augsburg et al. determined the room temperature solid surface energy of 

PHOST and poly(4-tert-butylestyrene) to be 44.1 and 22.0 mN/m, respectively [66]. This 

combination is similar to the copolymer system reported here and shows a room 

temperature ΔΓ of roughly 22 mN/m, adding weight to our higher prediction of 14 mN/m. 

Nonetheless, we perform a parameter sweep in which the value of ΔΓ is varied between 

0 mN/m and 20 mN/m and calculate the resulting bias. 

 

The reaction rate in the open regions was chosen empirically to mirror the thinning rates 

seen in Figs. 6.3 and 6.7.  kOpen = 0.06 was found to cause film thinning by ~30% at t = 10 

s seconds like was seen in experiments. 

 

Integral to our theory that a faster deprotection reaction occurs in the trench regions, we 

made the rate constant in the trench region, kTrench, larger by using a multiplier, so 

kTrench = αkOpen, where α ≥ 1. This increase was implemented using a step function that 

transitioned at the onset of the trench regions and was smoothed over a 1-μm region. To 

prevent the concentration from going negative due to the zeroth-order reaction, a second 
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step function was used to stop the reaction (drive k to zero) when CPTBSM dropped below 

0.2% of the initial concentration, C0PTBSM. The full expression for k as used in the model is 

 

  

   Open Trench Open Pos Conc PTBSM( )k k k k Step x Step C     (6.8) 

          

StepPos(x) = 0 in the open region and smoothly transitions to unity in the trench regions. 

StepConc(CPTBMS) = 1 for CPTBMS greater than roughly 0.001 and smoothly transitions to zero 

as CPTBMS drops below 0.001, thereby turning off the zeroth-order reaction. As part of our 

investigation to understand how much faster the reaction would have to proceed in the 

trench region and cause bias reversal, we varied the multiplier, α, between 1 and 10, where 

α = 1 represents no increase in reaction rate. Table 6.2 provides the physical parameters 

used in the simulation and provides the various references from which they were extracted. 
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The model was implemented in COMSOL Multiphysics, a commercial solver. All partial 

differential equations (PDEs) were solved using the general form PDE interface with 

default shape functions and quartic element orders. Due to the symmetry involved, no-flux 

boundary conditions were implemented. 2000 elements were used in the mesh and the 

relative error tolerance was set to either 1x10-6 or 1x10-5. 

 

Fig. 6.9a and 6.9b provide sample film height profiles at several times for ΔΓ = 14 mN/m 

and α = 1 as well as ΔΓ = 14 mN/m and α = 4 for the five-trench setup.  Fig. 6.9c provides 

the corresponding simulated bias curves and compares these to the experimental bias curve. 

Bias was calculated as the height difference between the edge of the open and trench 

regions of the domain. Notice that for α = 1 (no difference in reaction rate), there is 

practically no leveling. This shows that capillary-driven and van der Waals-driven leveling 

are very weak and cannot be responsible for bias reversal. However, for ΔΓ = 14 mN/m 

and α = 4 and, Marangoni forces are strong enough to drive flow towards the trench regions 

and reverse the bias to levels comparable to experiment. After the reaction has terminated 

after ~10 s, capillary leveling dampens the bias reversal. Note, however, that capillary 

leveling does not occur as quickly in the simulations as was reported in experiments, 

perhaps due to an overestimation of the viscosity. As a possible explanation for this, we 

note that the molecular weight between batches varied and it is expected the viscosity 

likewise varied. Reducing the polymer viscosity in simulations could improve this overlap; 

however, we have chosen to continue our analysis using the experimentally derived 

viscosity value of 10 Pa-s. 
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Fig. 6.9c shows that for the case in which ΔΓ = 14 mN/m and α = 4, bias reversal 

comparable to experiments can be achieved. To determine more generally what values of 

α and ΔΓ are required to generate any bias reversal, i.e. Bias < 0, a parameter sweep was 

performed, where α varied between 1 and 10 in intervals of 1 and ΔΓ varied between 

0 mN/m and 20 mN/m in intervals of 2 mN/m. Fig. 6.10a is a level plot showing the 

calculated/interpolated minimum bias achieved during annealing for the ΔΓ and α 

combinations. A red contour at the Bias = 0 level shows conditions required for bias 

reversal according to the model. To the left of the red contour, the bias is positive, showing 

no reversal, whereas to the right of the red contour, bias reversal is achieved. For ΔΓ ≥ ~5 

and α ≥  ~2, bias reversal is possible. These values of ΔΓ and α are not unreasonable. As 

mentioned earlier, it is possible the viscosity was actually lower than estimated. Were the 

viscosity indeed lower, the requirements of ΔΓ ≥ ~5 and α ≥ ~2 would be relaxed, such 

that even smaller values of ΔΓ and α would lead to bias reversal. 

 

Fig. 6.10b shows the Bias = 0 contour for both the 5-trench and 10-trench cases. Note that 

there is little difference between the two cases, suggesting that adding more trenches to the 

simulation would not greatly affect the results.  

Table 6.2 Physical parameters used in the simulations and their associated references, 

where SI stands for the Supporting Information section. Note that α and ΔΓ were varied as 

part of a parameter sweep between the reported ranges. 

Parameter 

μ 

(Pa-s) 

D  

(10-11 m2s-1)  

A  

(10-19 J)  

γPS 

(mN/m) 

γPTBMS 

(mN/m) 

γPHOST 

(mN/m) 

ΔΓ 

(mN/m) 

kOpen 

(1/s) 

α 

(1) 

Value(s) 10 1.5   -1.3  25 21 34 0-20 0.06 1-10 

Ref. SI [65],SI  [24]  [27] [27], SI [27], SI [27,66], SI   
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Figure 6.9 Adjusted film height, Φ(x), obtained at several times using a five-trench 

substrate for a) ΔΓ = 14 mN/m and α = 1, and for b) ΔΓ = 14 mN/m and α = 4. c) Bias over 

time for simulated results compared to experimental results featured previously. 
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Figure 6.10 a) Minimum bias calculated/interpolated across a range of ΔΓ and α. Red line 

denotes the contour at which the minimum bias is zero. Regions to the left of the contour 

did not reverse in bias, whereas regions to the right did. b) Contours denoting zero bias for 

the 5-trench and 10-trench geometries. The similarity in contours suggests that adding more 

trenches to the simulation domain would not greatly affect the results. 
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To determine the values of ΔΓ and α that would achieve bias reversal comparable to 

experiments, we developed an objective, J, expressed as 
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Bias Bias
100%x

Bias
10s

J

t






           (6.9) 

Here, BiasSim is the bias calculated from the simulation and BiasExp is the bias calculated from the 

experiment, both determined at t = 10 s. As can be seen, the objective represents the percentage 

deviation from the experiment at t = 10 s. Due to the poor overlap in capillary-driven bias 

dampening shown in Fig. 6.9c (likely due to the viscosity estimate), we chose not to add the later 

time points into the objective.  

 

Fig. 6.11a shows the objective calculated/interpolated across a range of ΔΓ and α for the 

5-trench version of the simulation. The red line encloses the regions where J ≤ 10%. In 

other words, the red line encloses the parameter space that achieves a bias within 10% of 

the experimental bias at t = 10 s. As can be seen, for values of ΔΓ around 15 mN/m and 

reaction rates roughly three times that in the open region (α ~  3) can lead to bias reversal 

comparable to experiment. For more extreme values of ΔΓ, even smaller increases in the 

trench region reaction rate can lead to comparable bias reversal. Again, Fig. 6.11b shows 

the J = 10% contour for both the 5-trench and 10-trench geometries, which shows good 

overlap and suggests that adding more trenches would not greatly affect the results. 
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Figure 6.11 a) Objective, J, calculated/interpolated across a range of ΔΓ and α for the 

5-trench geometry. Red contours enclose regions where the simulated bias reversal at t = 

10 s is within 10% of that achieved in experiments. b) Comparison of the contours for the 

5-trench and 10-trench setups. Note that only a small difference is observed, suggesting 

that adding more trenches would not greatly affect the results. 
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The fact that comparable leveling can occur for as little as three-fold increases in the 

reaction rate in the trench regions adds significant weight to our theory that polymer 

concentration variations give rise to a Marangoni force strong enough to cause bias 

reversal. The ~200 nm trench depth in experiments provides a roughly four-fold increase 

in the surface area compared to the open regions and could proportionally increase the 

reaction rate in the trench regions. This four-fold increase in surface area is above the 

minimum two-fold reaction rate increase predicted from simulations. It is also possible that 

residual solvent leftover in the trench regions at early times could, in some way, promote 

faster deprotection. A solvent pre-bake could help confirm or rule out this possibility. 

Furthermore, attempting bias reversal for different sized trench geometries would help 

determine the effects of substrate surface area. 

 

The role of polystyrene subunits in the planarization process is still unclear. Theory 

suggests that increasing the ratio of TBSM subunits should prolong the experienced surface 

tension gradient and lead to stronger leveling. On the contrary, experiments using pure 

PTBSM (not shown here), no bias reversal was seen.††† It has been shown that pure PTBSM 

deprotects more quickly with respect to PS-co-PTBSM (see Sec. IV of the Supporting 

Information). It is possible that by increasing the base reaction rate (kOpen), the time scale 

of deprotection would be much shorter than the flow time scale and prevent the process of 

accelerated leveling. 

 

                                                 
††† Dr. Xing-Fu Zhong reported this finding 
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6.4 CONCLUSION 

In summary, we presented the results of a planarization experiment involving a random 

copolymer composed of polystyrene and PTSBM spun on to a patterned silicon substrate 

with trenches. The initially conformal film surprisingly leveled after only a few seconds of 

heating at 240°C. The film even showed a reversal in bias, which, to the authors’ 

knowledge, is unprecedented (see pending patent by Zhong et al. [17]), and is expected to 

be driven by Marangoni flow. Control experiments demonstrated that the bias reversal was 

not due to temperature variations, and calculations supported this conclusion.  

 

It was noted in experiments not shown here that varying the ratio of PGME:PGMEA 

resulted in different levels of bias reversal. A theory in line with this observation was 

presented, suggesting that residual solvent mixture could be responsible for forming a 

favorable surface tension gradient. However, it was also noted that at such high 

temperatures, residual solvents should not persist long enough in the polymer to impart 

meaningful concentration differences across the film required for Marangoni flow. A 

simple solvent pre-bake experiment was then suggested to fully rule out solvent effects. 

This is left for future work. 

 

A final theory was presented in which a faster deprotection reaction in the trench region 

gives rise to a polymer concentration gradient and subsequent Marangoni force. A flow 

model for this process was presented and reasonable physical parameters were used in the 

simulation. Simulations showed that ΔΓ ~ 14 and α ~ 4 gave bias reversals comparable to 

experiments. This is not unreasonable, considering the fact that the surface area in the 

trench regions is roughly four times that in the open regions, which could cause a 
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proportional increase in reaction rate if the reaction is indeed surface-catalyzed. Future 

work could include using different sized trenches to determine the effects of substrate 

surface area. The possibility of slightly higher solvent content in the trenches was also 

considered as a potential driver for increasing the reaction in the trench regions. A solvent 

pre-bake experiment should help in confirming or ruling out this possibility, again left for 

future work. 

 

SUPPORTING INFORMATION 

S6.1 Viscosity Data and Extrapolation 

The polymer viscosity was determined using a TA Instruments AR2000 EX rheometer with 

temperatures ranging between approximately 25°C and 280°C. The polymer sample was 

heated to 240°C for 60 seconds prior to measuring the polymer viscosity to deprotect the 

PTBSM subunits. The resulting log-viscosity vs. inverse temperature plot is shown below 

in Fig. S6.1 Due to the noisy data around and beyond 190°C, extrapolation was necessary 

to obtain the viscosity at 240°C. The noisy data are likely the result of the incomplete 

deprotection reaction resuming past 190°C or are due to low instrument sensitivity at lower 

viscosities. The viscosity is assumed to follow an Arrhenius-like relationship, which was 

used to fit to the non-noisy liquid region data. This fit line is also shown in Fig. S6.2. The 

viscosity fit equation is as follows: 

 

    log μ / 0.00031exp 4190K / .Pa s T                   (6.10) 

 

Here, μ is viscosity and T is temperature in Kelvin. Extrapolating to 240°C, the estimated 

viscosity is about 10 Pa-s. 
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Figure S6.1 Log-viscosity vs. inverse temperature plot for deprotected PS-co-PTBSM 

sample, which has presumably converted into PS-co-PHOST. Data and Arhenius-like fit 

are provided. 

 

S6.2 Estimating Polymer Self Diffusivity 

To estimate the diffusivity of the PS-co-PTBSM copolymer, we assume the copolymer 

behaves similarly to pure polystyrene. The number average molecular weight (Mn) of one 

sample of PS-co-PTBSM was about 3900 gm/mol, which corresponds to a number of 

monomer units (N) of about 24. We extracted from reference [65] high-temperature 

diffusivity data for narrow Mn polystyrene fractions. The molecular weight fractions of 

interest were Mn = 2100 gm/mol and Mn = 4000 gm/mol, corresponding to N = 20 and 

N = 38, respectively. The temperature-dependent diffusivity for the N = 20 and N = 38 

fractions with corresponding quadratic fits are shown below in Fig. S6.2. The fit equations 

used for N = 20 and N = 38 are, respectively, as follows: 
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22 1log / 2.71 1000K / 8.23 1000K / 16.45,D m s T T           (6.11) 

     
22 1log / 1.47 1000K / 1.86 1000K / 9.25.D m s T T                     (6.12) 

 

Here, D is polymer diffusivity and T is temperature in Kelvin. Using these fit equations, 

the diffusivity of each fraction was extrapolated out to 240°C, giving D = 1.98x10-11 and 

D = 6.46 x 10-12 m2/s for the N = 20 and N = 38 fractions, respectively. By further assuming 

a relationship of D ∝ N-α’, we calculated α’ to be 1.74 for the N = 20 and N = 38 samples 

at 240°C. This value of α’ is slightly different from the more general correlation suggested 

in reference [65], which determined α’ to be 2. Using α’ = 1.74, the diffusivity was 

determined for polystyrene of N = 24 (approximate number of monomer units in PS-co-

PTBSM samples) to be approximately 1.44 x 10-11 m2/s. Reference [65] also provides a 

broadly applicable correlation that estimates the diffusivity as 1.66 x 10-11 m2/s, which is 

in close agreement with our more specific estimate from the data. We therefore view 1.5 x 

10-11 m2/s as an appropriate estimate for the self-diffusion coefficient of PS-co-PTBSM. 
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Figure S6.2 Log-diffusivity vs. inverse temperature data extracted from reference [65]. 

Black lines correspond to quadratic fits used to extrapolate out to 240°C. 

 

S6.3 Surface Tension Estimation Method 

We estimated the surface tension difference (designated as ΔΓ previously) of pure PTBSM, 

and poly(4-hydroxystyrene) (PHOST)) at 240°C using a method outlined in reference [27]. 

This method uses a combination of correlations to obtain estimates for the molar volume 

and molar parachor. These two quantities are then used to estimate the surface tension of 

the polymer according to the following equation: 

 

 

4

.sP

V


 
  
 

            (6.13) 

Here, γ is the surface tension and is a function of temperature. V is the polymer molar 

volume and is temperature dependent, whereas Ps is the molar parachor and is temperature 

independent. The fourth-power dependence of γ on Ps and V greatly amplifies any errors 
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from estimating Ps and V. Using different combinations of correlations used in predicting 

V, several estimates of surface tension were obtained. These estimates are provided here in 

Table S6.1 and are labeled as method 1, method 2, etc. 

 

Note that the smallest magnitude difference in surface tension, ΔΓ, is about 1.7 mN/m 

whereas the largest difference is about 13.9 mN/m. Augsburg et al. determined the solid 

surface energy of PHOST and poly(4-tert-butylestyrene) to be 44.1 and 22.0 mN/m, 

respectively [66]. This combination is similar to the copolymer system reported here and 

shows a room temperature ΔΓ of roughly 22 mN/m. Given the large uncertainty in ΔΓ, we 

probe a range of ΔΓ values in simulations, ranging from 0 to 20 mN/m. 

Table S6.1 Summary of homopolymer surface tension estimates at 240°C obtained through 

different combinations of correlations. ΔΓ values for each method are provided. 

Estimation Method  γPTBSM (mN/m) γPHOST (mN/m) ΔΓ (mN/m) 

1 28.9 30.9 -2.0 

2 28.5 31.3 -2.8 

3 29.2 30.9 -1.7 

4 28.7 31.1 -2.5 

5 20.9 34.0 -13.2 

6 20.5 34.4 -13.9 

7 21.0 33.9 -12.9 

8 20.7 34.3 -13.6 
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S6.4 Thickness reduction for pure PTBSM vs. PS-co-PTBSM 

Fig. S6.3 provides thickness data measured at 225 °C for samples of pure PTBSM and 1:1 

PS:PTBSM copolymer. The pure PTBSM shows both a faster thinning time and greater 

relative shrinkage because there are more subunits available for deprotection. The 

shrinkage for the pure PTBSM is roughly 50%, whereas it is roughly 25% for the 1:1 

PS:PTBSM copolymer.  

 

 

Figure S6.3 Thickness over time for pure PTBSM and PS-co-PTBSM annealed at 225°C 

on a silicon substrate. 

The co-polymer has a Mn = 4,624 and Mw = 7,412 and was synthesized in a manner similar 

to that outlined in reference [17]. The pure PTBSM in the above experiment had a 

Mn = 4,922 and Mw = 7,812. It was synthesized by adding all of the reagents except styrene.  
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Chapter 7:  Summary, Outlook, and Future Work 

7.1 SUMMARY 

In this work, we analytically and numerically determined the physical limits of equal 

line-space Marangoni-driven patterning (MDP). An estimate of 0.5 was provided as the 

upper limit of MDP and the minimum pitch was shown to be fundamentally limited by 

optical and engineering constraints. We also determined the conditions necessary to trigger 

dewetting events through MDP which could further push the inherent limits of the method 

beyond the 0.5 predicted aspect ratio. We also explored the use of photoexposure 

optimization techniques to improve two-dimensional patterning capabilities and we 

experimentally demonstrated the effectiveness of the optimization to more closely achieve 

desired structures on surfaces. 

 

Finally, we examined the possible origins of the bias reversal process first observed by 

Zhong et al. [17]. It was shown through simulations that a reaction accelerated in the trench 

regions could be responsible for a Marangoni force driving bias reversal. To further 

confirm this, future work will involve ruling out solvent effects by performing a post-apply 

bake to drive off residual solvent. Furthermore, different sized trenches could be used to 

understand the effect of available substrate surface area on the bias reversal. 

 

7.2 OUTLOOK FOR MARANGONI-DRIVEN PATTERNING 

The practical applicability to MDP rests on its ability to control the pattern shape and 

achieve sufficiently high aspect ratios and small enough features. It is also important to 

bear in mind the processing advantages MDP has over entrenched patterning techniques. 
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A distinguishing characteristic of MDP is that it only requires a heating step to develop the 

patterns. Relative to optical lithography, MDP can therefore avoid the solvent development 

step which often employs toxic chemicals. At the wafer scale, this is not an issue, as the 

industry has been dealing with developing solvents for decades. However, at the roll-to-

roll scale, the distinguishing characteristics of MDP may be advantageous. A web used in 

roll-to-roll MDP would only require a heating step in an annealing oven to develop the 

pattern, whereas when using optical lithography, the web would need to be pulled through 

a solvent bath to develop, which may not be ideal. If a breakthrough etch is required, this 

would add some complexity to the process, but this could be overcome by inducing 

dewetting. 

 

The estimated maximum aspect ratio of 0.5 is small relative to current methods but may be 

suitable for some applications. A study by Davis et al. examined how wrinkled patterns 

could improve adhesion properties [15]. In their study, the aspect ratio of the wrinkles 

ranged from roughly 0.16 to 0.26, which is above the current capabilities of MDP but 

within the estimated range of possible aspect ratios. In a different study, Kim et al. 

examined the effects of using wrinkled polymer films to improve the light absorption 

capabilities of solar cells [14].‡‡‡ The wrinkle patterns had a reported aspect ratio of 0.2, 

again within the predicted capabilities of MDP. These and other potential applications 

could be served by MDP if the maximum aspect ratio were made larger through improved 

patterning chemistries.  

 

                                                 
‡‡‡ Note that we have calculated the aspect ratio from references [14,15] as 2Δh/λ to be consistent with 

how the aspect ratio is calculated in our studies. 
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To extend MDP to more applications still, it is essential to continue investigating MDP as 

a means to induce dewetting in thin polymer films. The dewetting event can serve both to 

increase the aspect ratio beyond the maximum 0.5 and also avoid the breakthrough etch 

step. This would greatly increase the value proposition of MDP. 

 

7.3 FUTURE WORK 

To make possible the previously mentioned advancements, future work should include 

developing new polymer chemistries that can generate very large surface tension 

differences when exposed to UV light while simultaneously ensuring miscibility and 

minimizing the species diffusion. Future work should also include experimentally 

demonstrating dewetting through MDP and validating the predicted conditions necessary 

to induce dewetting. These experiments could be done using previously demonstrated 

polymer systems with different substrates that allow for favorable dewetting conditions. 

Additionally, the model employed in this work does not account for the post-dewetting 

dynamics where more advanced models could allow for simulation beyond the dewetting 

point and add further insight to the process. 

 

Regarding two-dimensional patterning advancements, optimization techniques could be 

developed to simultaneously design different sized features that cannot be easily formed in 

a single exposure and annealing sequence. As the flow and diffusion time scales change 

for different sized features, a single, binary exposure step would result in smaller features 

decaying faster than larger ones. To compensate for this, one might employ variable-

intensity pixels rather than a binary pattern of exposed and unexposed pixels. This could 
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offer more control over the surface tension gradient, where smaller features would receive 

more exposure and decay slower, thereby keeping pace with the larger features. 
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