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Abstract 

 

Matrix/Fracture Transfer Function During Counter-Current 

Spontaneous Imbibition in Naturally Fractured Reservoirs 

 

Othman Al Homidi, M.S.E 

The University of Texas at Austin, 2023 

 

Supervisor: Kishore Mohanty 

 

Naturally fractured reservoirs are abundant in the earth’s crust and host a 

substantial percentage of oil reserves globally. The main mechanism of oil recovery 

during waterflooding of these types of reservoirs is through spontaneous imbibition of 

water into the matrix and simultaneous counter-current flow of oil out of the matrix. 

Understanding the predominate recovery mechanism enhances reserves estimates, 

accurate simulation forecasts and overall sound development plans. Dual-porosity and 

dual-permeability simulations are used in the industry to simulate waterfloods in 

naturally fractured reservoirs. 

One of the key parameters in these simulations is the matrix-fracture transfer 

term, which is not well understood and modeled, especially in mixed-wet reservoirs. The 

same transfer term is used for primary, secondary and tertiary recovery processes, though 

it should change depending on the mechanisms of oil recovery. The key mechanism 

during primary recovery is depressurization, not spontaneous imbibition. The main goal 
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of this research is to develop an accurate representation of the matrix-fracture transfer 

term in waterflooding for dual-porosity simulators. 

The analytical and semi-analytical solutions for 1D counter-current imbibition 

were studied for defining the exact solution in fractured porous media. Fine-grid, single-

porosity numerical solutions were developed that are consistent with the 1D analytical 

solutions, in conjunction with coarse-grid single-porosity conceptual models. Both 

single-porosity models are used as reference against dual-porosity conceptual models to 

address the built-in matrix-fracture transfer terms through recovery of the matrix element. 

The error in simulation was defined as the difference in recoveries between the fine-grid 

single-porosity solution and the dual-porosity solutions. A detailed investigation of both 

rock and fluid inputs affecting transfer terms in dual-porosity was made in an effort to 

match the transient solution obtained from fine-grid single-porosity models. The 

inclusion of transient effect in dual-porosity requires optimizing the following inputs 

which are shape factor, capillary exponent and oil relative permeability exponent. Two 

main processes were proposed for optimization. Firstly, an accuracy-based Latin Hyper 

Cube sampling method was utilized that converged to the solution quickly.  Secondly, 

utilizing a machine learning algorithm (specifically an Artificial Neural Net model) that 

predicts recovery accuracy based on the aforementioned chosen inputs. The machine 

learning model needed many iterations to converge to a solution. 
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Chapter 1: Introduction 

1.1 Overview and Motivation 

Naturally fractured reservoirs (NFR) host a considerable amount of oil in the 

world. A substantial amount of world’s hydrocarbon is found in carbonate reservoirs. 

Carbonate reservoirs tend to be weak and host many natural fractures. Formation of 

natural fractures in reservoirs can be attributed to a myriad of conditions, namely 

structural deformation caused by folds and faults, geological uplift caused by 

overburden’s rapid erosion or sudden release of high pore pressure during recovery 

process (Aguilera, 1998).  

The oil production from NFR is affected by the contrast present in permeability 

between the matrix and the fractures. Additionally, the oil recovery associated with 

waterflooding is governed mostly by capillary and gravity mechanisms. Complications in 

modeling stems from the fact that the reservoir has two interactable predefined medias, 

matrix and fractures. Significant permeability contrast between both media in naturally 

fractured reservoirs forces the fluids to flow easily in the fractures, while the matrix is the 

predominant source of hydrocarbon. Understanding how the fluids are exchanged 

between both matrix and fractures improves forecasts, accurate allocation of reserves, 

planning and well development. 

Fluid mechanics of counter-current spontaneous imbibition (CCSI) are quite 

complex, and there is ongoing extensive research on multi-layered aspects of this 

mechanism, analytically and numerically. Capillary pressure gradient creates a capillary 

diffusion term, which exhibits a high non-linearity, making analytical solutions difficult. 

Originally, empirically derived equations capturing secondary recovery due to 
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spontaneous imbibition in waterflooding scenarios were investigated. Researchers have 

studied cases using different initial and boundary conditions while using 1D and 2D 

experimental designs. This paved the way for numerical dual-porosity solutions, that used 

previously developed empirical equations for transfer of fluids between fracture and 

matrix.  

Many engineers use dual-porosity schemes due to the inherent capability of 

hosting both matrix/fracture media in a single element while reducing numerical 

computation. This system generalizes the interaction between both media by means of 

transfer functions, driven by pressure differences and a predefined shape factor. 

Regardless of the undergoing mechanism of recovery, researchers have used the same 

matrix-fracture transfer function. In dual-porosity models, transfer functions are 

generalized terms that resemble coarse-grid single-porosity models. Inherently, the 

transient effect for a modeled CCSI using fine-grid single porosity simulation is not 

captured in dual-porosity models. This requires an investigation into the transfer term in 

dual-porosity simulations.  

1.2 Research Objective 

To investigate built-in transfer functions in commercial dual-porosity simulators 

for waterflood in water-wet and mixed-wet fractured reservoirs.  

1.3 Description of Chapters 

In this thesis, there are five chapters. Chapter 2 reviews the literature for the main 

concepts surrounding counter-current spontaneous imbibition in naturally fractured 

reservoirs. Chapter 3 delves into methodology and approach in constructing analytical 

and semi-analytical solutions that are then used as validation in constructing single-
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porosity fine-grid modeling. In addition, they are used to assess transfer functions for 

dual-porosity modeling. Furthermore, an optimization process is developed to improve 

the transfer function using accuracy-based Latin Hyper Cube sampling in unison with an 

ANN model. Chapter 4 discusses the results obtained through all the constructed cases 

and models, while touching upon optimization techniques and processes. Finally, Chapter 

5 shares the findings and recommendations of this research. 
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Chapter 2: Literature Review 

2.1 Spontaneous Imbibition 

There are four main mechanisms of oil recovery in NFR as shown in Figure 1: 

expansion, imbibition, gravity and diffusion. Spontaneous imbibition (SI) is one of the 

key transfer mechanisms during waterflooding; it governs a substantial proportion of total 

recovery during secondary recovery. Hydrocarbon recovery can be caused by fluid 

expansion when the wellbore pressure is lowered, as in primary recovery. Additionally, 

recovery due to molecular diffusion is another aspect of recovery if a miscible solvent is 

injected into the fracture, where hydrocarbon molecules transfer to fractures due to 

differences in molecular concentrations within the hydrocarbon phase. In a thick 

reservoir, fluid exchange exists due to the difference in gravity phase potentials. Each 

mechanism of hydrocarbon recovery in NFRs can occur jointly during the recovery 

process, however with varying degrees of overall contributions. 

 

Figure 1 Summary of 4 main recovery mechanisms (Huiyun Lu et al. 2008) 
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The act of the wetting phase that spontaneously enters a porous medium while 

displacing the non-wetting phase is referred to as SI. Water imbibes into water-wet or 

mixed-wet rock containing oil and oil is drawn out by the capillary pressure gradient. The 

rate of imbibition depends on fluid viscosities, interfacial tension, water saturation and 

relative permeabilities as well as other rock properties (Zhou et al. 2002). The ability for 

the water to adhere to the rock in preference to oil constitutes its wettability state; a 

water-wet rock bonds favorably to water and results in higher recovery of oil in general. 

On the other hand, a mixed-wet rock adheres to both water and oil equally which causes 

more oil to be bound to the rock with a higher expected residual oil saturation. There is 

an interfacial tension at the surface of two immiscible phases which depends on the 

molecular interactions of these phases. Wettability alteration efforts aim to increase the 

water-wettability that releases more hydrocarbon from oil- or mixed-wet rocks as a result, 

which in turn directly reduces the negative capillary required by forced imbibition. 

 

Figure 2 Illustration of different wettability states (Asefe and Mahsa. 2019) 
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After primary recovery of naturally fractures reservoir, waterflooding is a viable 

option in most cases for an additional recovery through pressure maintenance and sweep. 

Both forced and spontaneous imbibition can be present during recovery, however in most 

NFR spontaneous imbibition is more prominent. The initial drainage process in terms of 

capillary marks migration of hydrocarbon to the targeted reservoir with time, where oil 

displaces a reservoir's water which results in an increase in capillary pressure. After an 

economic limit is reached when producing hydrocarbon through primary recovery, a shift 

in strategy on producing hydrocarbon is imminent and mostly conducted through 

waterflooding as secondary means of recovery. This allows injected water in NFR to 

spontaneously imbibe the reservoir rock that releases more oil in the process, which is 

attributed to the positive capillary region. 

Additionally, works by Qi et al. (2009) suggested that the imbibition mechanism 

is responsible for capillary trapping of CO2 for carbon capture and storage 

implementation using water as a secondary flood front into an existing aquifer. 

Considerable efforts globally to reduce greenhouse gas emissions are fairly present, and 

methods of efficiently capturing CO2 emissions in conjunction with proper and safe 

storage methods are significantly important. As indicated previously, a carbon storage 

method suggested the use of an intermittent water injection process with each carbon 

injection. Capillary plays a role in trapping CO2 in the aquifer which results in higher 

storage efficiency in general. Understanding the imbibition process is proven useful in 

quantifying and planning recovery or storage projects at scale. 

2.1.1 Co-Current and Counter-Current Flow 

From the perspective of spontaneous imbibition, co-current and counter-current 

are two main types of matrix/fracture fluid exchange. In a co-current flow, the wetting 
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and non-wetting phases flow in the same direction. However, when both fluids move in 

opposite directions is referred to as counter-current flow as they exchange at the matrix-

fracture interface (Unsal et al. 2006). 

 

Figure 3 Demonstration of spontaneous imbibition exhibiting either co-current or 

counter-current flow 

The dominant mode in naturally fractured reservoirs is the counter-current 

spontaneous imbibition. Nonetheless, distinguishing between both mechanisms is critical 

before any numerical and analytical endeavor; since both modes are experienced in 

reservoirs spatially.   

Extensive research has been done to capture and confirm inherent mechanisms of 

recovery, notably, the experimental approach presented by Unsal et al. (2006) to 

understand coherently the mechanism and model the systems in a simplistic manner. 

Previous research up to this point assumed a bundle of independent capillary tubes of the 

same or varying sizes with uniform capillary, that on its own is not sufficient to show the 

interplay of both spontaneous imbibition mechanisms. The experiment was conducted 

using air-oil displacement.   
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Complex pore geometry was modeled by Unstal et al. (2006) with angular corners 

mimicking the heterogeneous pore structure natural reservoirs by imposing a rod-slot 

setup. Two capillary tubes with different cross-sections and an additional capillary tube 

can be used, where initially all tubes are filled with air and then they are exposed to oil. 

Gravity has minimal effect since the cell was operated horizontally. The dead-end 

pressure can be decreased to simulate co-current behavior when its open and both 

capillaries are open to each other. However, the counter-current can be achieved if the 

dead-end tube is closed.     

 

Figure 4 Process of displacing air by means of capillary, experimental apparatuses by 

Unstal et al. (2006) 

Their experimental results matched their theoretical expectations for both 

mechanisms with a certain degree of accuracy. It was pointed out that co-current 

imbibition recovers around four times the rate of counter-current imbibition for this 

irregular pore geometry. Evidently, it was mentioned that counter-current imbibition is 

more complex than co-current imbibition. Additionally, Bourbiaux and Kalaydjian 
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(1990) performed experimental tests on a water-wet sandstone samples and concluded 

that oil recovery due to counter-current is much slower than co-current. The expected 

counter-current profile can be illustrated as shown in Figure 5. 

 

Figure 5 Counter-current saturation profile representation (Schmid et al. 2012) 

Schmid et al. (2016) proposed a generalized analytical solution for spontaneous 

imbibition for both co- and counter-current during the initial stage (called infinite acting 

regime). Solutions stem from saturation profiles developed in Ketton limestone 

undergoing spontaneous imbibition. Particularly, different wettability scenarios utilizing 

the proposed solution have shown different saturation profiles. Co-current flow behaves 

as piston-like distribution, pushing the non-wetting phase to the other open end of the 

matrix. This results in a higher displacement efficiency as mentioned by the authors, 

which confirms the higher performance in general. On the other hand, counter-current 

flow exhibits an S-Shaped wetting fluid distribution along the porous medium. Noted by 

the authors, both mechanisms are closely similar in saturation profiles for mixed-wet 

rocks, while the shape diverges to the expected fluid behavior as the rock gets more 

water-wet. 
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Figure 6 Effect of rock wettability on normalized saturation profiles (Schmid et al. 2016). 

The dashed lines are for co-current and the solid lines are for counter-current. sww: 

strongly water-wet, www: weakly water-wet, and mw: mixed-wet 

2.1.2 Instant Filling and Slowing Filling Regimes 

In the context of imbibition, co-current flow is experienced in the reservoir if the 

water flows slowly in the fractures which prompts a fast fluid transfer to the matrix as a 

result. This behavior is referred to as “slowly filling fracture” imbibition, where 

permeability contrast is not apparent between both matrix/fracture and water have slow 

advancement along all fracture space. Inversely, “instantly filled fractures” experiences 

counter-current flow where recovery of the non-wetting phase scales with square root of 

time and leads to a lower recovery than the previously mentioned type (Rangel-German 

and Kovscek 2002, AlRamadhan et al. 2021). 

2.2 Analytically Developed Solutions Saturation Distribution 

Fundamental understanding of spontaneous imbibition by both co- and counter-

current mechanisms is crucial, and several analytical solutions were developed 

(McWhorter and Sunada 1990, Tavassoli et al. 2005, Schmid et al 2012). The analytical 

solutions aid researchers to be able to predict water imbibition based on constraints and 
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assumptions, which are then used for verification of numerical outputs. Table 1 

summarizes the literature on analytical solutions for imbibition and their assumptions. 

Table 1 Summary of previous endeavors in obtaining analytical solutions for two-phase 

capillary driven flow (Summary by Schmid et al. 2012) 

 

McWhorter and Sunada (1990) have proposed a 1D and radial quasi-analytical 

solution for both co- and counter-current spontaneous imbibition. The solution suggested 

was only applicable for infinite acting regime and was an extension of previous work by 

the same authors. Infinite acting regime is defined as the time when the imbibing fluid is 

yet to reach the no-flow boundary of the matrix. The volumetric flux of water, , is: 

 

Furthermore, the partial differential equation that governs one-dimensional, 

horizontal incompressible fluids is shown in the following: 

 

where : volumetric flux of the wetting phase, : total volumetric flux, : 

fractional flow, : capillary diffusivity, : wetting phase saturation , : 

horizontal distance , : non-wetting phase relative permeability , : non-

wetting viscosity , : capillary pressure ,  porosity , : time . 
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Additionally, McWhorter and Sunada (1990) proposed a boundary condition that 

relates phase flux to the inverse of square root of time for the 1D, unidirectional 

displacement. This proportionality constant represents the intrinsic fluid and rock 

properties governed by spontaneous imbibition such as fluid viscosities, wettability, rock 

permeability and porosity. 

 

where  phase volumetric flux for 1D ,  theoretical constant [ . 

Subsequent authors have pointed to the fact that the closed solution proposed 

previously is an analog of Buckley-Leverett for spontaneous imbibition. Notably, Schmid 

et al. (2016) proposed a simplified analytical solution building on the works of 

McWhorter and Sunada (1990) and the previous endeavors made by the same author in 

this regard. As a result, the authors presented a general analytical solution for infinite 

acting spontaneous imbibition coupled with fractional flow through an iterative process. 

Mass balance over a 1D homogeneous porous media is as follows: 

 

The defined flow equation including viscous-coupling, capillary and gravity terms: 

 

Equation above reduces to the following for counter-current flow: 
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where  water velocity , : mobility of the phase , : density of the phase , 

 gravity . 

Interestingly, the viscous coupling term is omitted from the counter-current 

mechanism since flow is exchanged equally at the interface. This reaffirms previous 

studies and what was mentioned previously that co-current flow has an overall higher 

recovery due to piston-like behavior and the additional viscous-coupling term. However, 

as the authors have mentioned, in mixed-wet scenario fractional flow is negligible, and 

both co- and counter-current flow behave similarly. 

Furthermore, Schmid et al. (2016) presented a similarity variable that captures 

capillarity-dominate displacement in 1D for counter-current spontaneous imbibition. 

 

where  similarity variable . 

 

Figure 7 Similarity variable approximation from diatomite through counter-current flow, 

data from Zhou et al. 2002 (illustration by Schmid et al. 2016) 

The general solution in terms of fractional flow analogous to Buckley-Leverett: 
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where  derivative of fractional flow due to capillary. 

It is worth noting that the solutions discussed in this section are only valid for 

early time (infinite acting regime), where the fractional flow is proportional to the inverse 

square root of time, in the absence of gravity. Additionally, several authors have 

proposed different and occasionally more complicated analytical derivations, which are 

not discussed here.   

2.2.1 Semi-Analytical Developed Solutions Saturation Distribution 

If a numerical step is necessary in the process of evaluating any analytically 

proposed solutions, it is referred to as semi-analytical solutions. These can range from 

optimization to solving complex non-linear problems utilizing a numerical scheme for an 

approximate solution. Obtaining the theoretical constant  and its corresponding 

fractional flow , as mentioned in previous sections, can be through finding the value 

that satisfies predefined convergence criteria. 

Schmid et al. (2016) proposed calculating both  and  numerically by solving 

the fractional flow equation by utilizing a backward-difference scheme in approximating 

the second derivative of the fractional flow. The solution required an iterative process by 

guessing the value of  that satisfies the following convergence criteria: 

 

 

where  cumulative water volume imbibed. 

The initial condition states that fractional flow of water at the residual water 

saturation should be zero. While the second condition requires that the integrated 

saturation curve is equivalent to the volume imbibed. The numerical solution for this step 
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can be approached in several ways, however, our approach utilized an adapted step size 

with a set tolerance that converged to an approximate solution in less than a thousand 

iterations. 

The above solution to the counter-current imbibition does not apply in the 

boundary dominated regime where the imbibing fluid reaches the no-flow boundary. An 

additional semi-analytical solution was proposed by Velasco and Balhoff (2022) inspired 

by the empirically derived models proposed by Tavassoli et al. (2005) and Mirzaei-

Paiaman et al. (2011). The saturation distribution in the boundary dominant regime is 

obtained by adopting an extended infinite acting distribution. A detailed discussion of 

this method is available in the methodology section. 

2.2.2 Early and Late Time Behaviors 

In the context of spontaneous imbibition, the recovery behavior can be 

experiencing an early time regime or late time regime. Simply, early time is before the 

arrival of the wetting phase at the boundary. This is also called the infinite acting regime. 

The late time behavior corresponds to the time after the imbibing fluid reaches the 

boundary. In analytical terms is referred to as a boundary-dominated regime (Tavassoli et 

al. 2005, March et al. 2016, Velasco and Balhoff 2022). 

2.3 Transfer Function 

Transfer terms are developed to model the exchange of fluids between both 

matrix/fracture media. They are modeled through empirical and analytical means and 

considered critical in modeling dual-porosity systems in reservoirs. Several researchers 

attempted to improve the transfer terms catering to the chosen recovery mechanism. This 
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section discusses the history of transfer functions development empirically and 

analytically, and the current implementation in commercial simulators. 

The earliest endeavor of modeling oil recovery of a single block due to water 

invasion in a fractured reservoir was initiated by Aronofsky et al. (1958). The authors 

developed the first empirical transfer term expressed between matrix/fracture, by utilizing 

an abstract model of vertically stacked identical blocks separated by fractures without the 

influence of gravity and viscous forces. A critical assumption was made where the 

element initiates the imbibition process when the block is fully submerged in water. The 

initial attempt utilized an exponential function that approximates the imbibition-driven 

cumulative oil recovery: 

 

The corresponding water imbibition rate: 

 

where  recovery ,  ultimate recovery ,  constant, inverse time required to 

reach 63% of recoverable oil ,  time necessary to recover 63% =   . 

De Swaan (1978) improved on the previous recovery suggested by modeling the 

water imbibition rate into the matrix as a function of unit fracture length, an analytical 

solution solved using convolution integral. The main glaring assumptions here are that 

flow is only through the fractures, incompressible fluids, capillary and gravity are 

negligible in fractures. If the matrix block is fully submerged in water, the recovery 

follows Aronofsky et al. (1958) solution. Redefined water imbibition rate per unit of 

fracture length: 
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Researchers up to this point have utilized the bases of water imbibition definition 

as source/sink terms in solving the Buckley-Levertt displacement in fractures. 

2.3.1 Single-Porosity Modeling 

Modeling of naturally fractured reservoirs under counter-current imbibition has 

been a challenge in its discretized form. Models require a large number of grids and their 

rock/fluid properties. Reservoir data are difficult to obtain accurately for slightly 

heterogeneous reservoirs, and if obtained require a substantial computational time to 

simulate. Nevertheless, finite-difference black oil simulators can capture the mentioned 

mechanism that complements developed analytical recovery solutions, which are then 

used to validate coarse-grid, dual-porosity or dual permeability-models.  

Each block is defined through a set of initialized parameters such as pressure, 

fluid saturations and petrophysical rock properties. Through the use of the continuity 

equation, a derived pressure and saturation equation is obtained by solving partial 

differential equations (PDEs) using a numerical method such as finite element, volume or 

difference approach. Finally, the whole matrices are then used to solve pressures and 

saturations for the next time step using an implicit, explicit or mixed method. Naturally, 

the numerical results approximate the PDE solutions. 

2.3.2 Dual-Porosity Modeling 

Dual-porosity modeling has been used extensively in the industry modeling 

NFRs. The main benefit of this scheme is the considerably low computational time due to 

generalizing a numerical block into two predefined media, matrix/fractures. The approach 

combines both mediums into one block where matrix is considered as source with a 

considerable permeability contrast to fractures. Fluid movements is constrained in the 
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fractures, while recovery is mainly from matrix blocks. Transfer functions stated 

previously play a critical role in fluid exchange, and therefore is crucial to have a correct 

representation based on the recovery mechanism for an accurate recovery and fluid 

fronts. 

The current model scheme widely utilized in commercial simulators idealizes 

matrix/fracture fluid transfer by assuming parallel-piped matrix blocks experiencing a 

pseudo-steady state (Sarma and Aziz 2006). The inherent limitation is that both fractures 

and matrix have one rock property inputs, which forces the element homogenous 

naturally. Additionally, matrix blocks are not connected, which poses intrinsic challenges 

in reservoirs with no high permeability contrast between both rock mediums. 

 

Figure 8 Idealized dual-porosity model (Warren and Root 1963) 

The discussion of transfer functions was based on empirical and analytical means. 

This section sheds light on the dual-porosity formulations for transfer functions. The 

earliest works on the subject was led by Barenblatt et al. (1960) by introducing a dual-

porosity model with a shape factor suitable for late time. In their paper, they described 

the inter-porosity flow undergoing expansion as follows: 
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where  fluid mass transfer rate ,  shape factor ,  fluid density ,  fluid 

viscosity , : fracture pressure ,  average matrix pressure . 

Warren and Root's (1963) work carried on the previous effort and applied it to oil 

and gas reservoir modeling specifically for pressure transient analysis applications. 

Assuming a pseudo-steady state, the foundation describing mass transfer in dual-porosity 

systems proposed is proportional to pressure drop: 

 

where  matrix/fracture transfer function , matrix porosity ,  total 

compressibility . 

All of the work up to this point pertains to single-phase flow. Kazemi et al. (1976) 

introduced a generalized transfer function for two-phase flow applied for 3D numerical 

finite-difference. An advantage of the model is the capability of handling imbibition, 

gravity and viscous forces. The generalized form is described as follows: 

 

where  phase mass transfer rate ,  phase relative permeability ,  phase 

fracture pressure ,  phase average matrix pressure . 

This form is generally used in the current black oil commercial reservoir 

simulators, and the matrix/fracture transfer term is defined by: 
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The shape factor is discussed in great detail in a subsequent section. Based on the 

current observation, we can simply deduce factors affecting transfer of fluids in dual-

porosity models being: 

• Pressures of matrix/fracture block [capillary in our case] 

• Volume of matrix/fracture block 

• Fluid densities and viscosities 

• Phase relative permeabilities in both matrix/fractures 

• Shape factors 

Completing the whole picture, a 3D three-phase model was developed by Thomas 

et al. (1983) that is used extensively for modeling three-phase flow in naturally fractured 

reservoirs.  

Current numerical work investigated the validity of transfer terms for cases 

undergoing mainly counter-current spontaneous imbibition. This means investigating the 

aforementioned factors in details, and finding ways to match cases against analytical and 

fine-grid solutions. 

2.4 Shape Factor 

In dual-porosity systems, the shape factor serves as the intermediary multiplier 

that connects both porosity mediums, which facilities the connection and fluids transfer 

via transfer functions. Researchers delved into matching core experiments exhibiting 

different fluid exchange mechanisms. Furthermore, single- and multi-phase 

matrix/fracture modeling have demonstrated different accuracies matching recoveries. 

Ultimately, researchers have not reached a consensus nor there is a generalized shape 

factor that fits all cases inherently (Van Heel and Boerrigter 2006). This section explores 
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relevant development of shape factors, specifically that are being utilized in commercial 

simulators. 

The first shape factor formulation was introduced by Barenblatt et al. (1960) 

during the development of the dual-porosity system. The shape factor the authors defined 

relates to the specific surface area of the rock’s fissures per unit of volume and 

characteristic length. Moreover, it is mentioned that this factor models the intensity of 

liquid transfer between matrix/fractures. 

Sequentially, the next shape factor was introduced by Warren and Root (1963) by 

defining it as follows for an isotropic cubic matrix block with uniformly spaced fractures. 

 

 

where the  = shape factor [ ] and  = number of normal sets of fractures and  = 

characteristic length [L]. 

It is assumed that the grid block is applicable for quasi (pseudo)-steady state and single-

phase exhibiting counter-current flow. Translating this shape factor to cubic block 

dimensions yields the following: 

 

where  are the fracture spacing in x, y and z directions. 

A new shape factor was derived by Kazemi et al. (1976), where they were able to 

correlate and fit Mattax and Kyte’s (1962) data utilizing the scaling factor from 

imbibition experiments. The proposed formula was derived in a finite-difference context 

using the following: 
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where  = volume of the matrix block [ ], = open area to flow in  direction [ ], 

= distance from the center of matrix block to the open surface [ ]. 

Assuming quasi-steady state, the derived shape factor is applicable for an 

isotropic rectangular matrix block experiencing imbibition all directions. In addition, the 

form is applicable for multi-phase flow. 

Up to this point, dual-porosity and dual-permeability models have generally 

utilized Kazemi et al. (1976) shape factor for multiphase flow in NFRs. Additionally, 

numerous researchers investigated ways to improve shape factor formulation through 

numerical or analytical means. Notably Coats (1989) stressed that the factor from Kazemi 

et al. (1976) was low by a factor of 2, obtained through deriving matrix/fracture transfer 

function using diffusion and assuming a single-phase quasi-steady-state. The previous 

affirmation was backed up by Ueda et al. (1989) suggesting a similar multiplier, which 

was necessary to model one- and two-dimensional flow. Chang (1993) along with Lim 

and Aziz (1995) reached a conclusion for a transient diffusion problem, that yielded the 

shape factor in the form of: 

 

Obtained for slightly compressible, unsteady-state single-phase flow with constant 

viscosity. 

Solving under transient state prompted several time dependent shape factors being 

developed across several researches. However, this work does not delve into the details 

of these developments, as they are beyond the scope of the current investigation. 

Additionally, researchers noted that commercial simulators lack a built-in transient shape 

factor, which hinders accurate representation of recovery experiencing an early transient 

state (Saboorian-Jooybari et al. 2012, Wang et al. 2018) 
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CMG software has built-in shape factors that can be contrasted to gauge the 

influence of recovery and its suitability for counter-current SI. A more thorough 

comparison of these shape factors and formulations is present in the numerical 

methodology section.   

2.5 Scaling Factor 

Core lab experiments are conducted on a laboratory scale to understand the rate of 

imbibition. This understanding is required to simulate imbibition at the field scale. As 

stated in previous sections, the main driving force for spontaneous imbibition is capillary 

diffusion, which fundamentally depends on the fluids and rock's intrinsic properties. 

Scaling correctly improves the accuracy of the acquired results eventually leading to 

better and sound judgment. Additionally, predicting the final recovery has great 

significance in the industry, and an accurate scaling of recovery aids reservoir engineers' 

planning and development. 

Scaling lab results or scaling groups have been researched over more than 100 

years, from analytical derivations to prototyping empirically driven approaches. Mattax 

and Kyte’s (1962) worked on imbibition scaling in alundum and sandstone cores and 

compared the results against the derived theory developed by Aronofsky et al. (1958). It 

was concluded that lab core experiments can be scaled to the simulation block by a 

dimensionless parameter: 

 

where  = dimensionless time, t = time [t],  = absolute rock permeability [ ],  = 

porosity,  = interfacial tension [ ],  = water viscosity [ ] and  = characteristic 

length [L]. 
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Assuming the volume of oil is negligible in the fracture, with negligible flow resistance 

in the fracture and no gravity, water in the fracture flow uniformly in a horizontal plane. 

A point of contention from several authors was defining the characteristic length. 

Mattax and Kyte’s (1962) had not elaborated on how characteristic length is defined. 

Additionally, their work had equal viscosities for both wetting and non-wetting phases, 

which requires a correction on scaling due to the differences in viscosities. Characteristic 

length initially is defined as the square root inverse of the shape factor defined by Kazemi 

et al. (1992): 

 

Shouxiang et al. (1997) revised scaling formulation, specifically characteristic 

length by testing developed methods for scaling spontaneous imbibition of water-wet 

systems through different boundary conditions. Reported findings were an improved 

generalized scaling that accounts for viscosity difference and a characteristic length 

affected by boundary conditions, especially for one open-end flow (counter-current case). 

 

where  = .  
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Figure 9 Generalized scaled imbibition using dimensionless time (Shouxiang et al. 1997) 

Significant research has been carried out on scaling through experimental cores 

from high to low permeabilities with different rock properties. Zhou et al. (2002) 

investigated scaling counter-current imbibition with varying fluid viscosities in low 

permeability rocks specifically diatomite using CT scans. Non-wetting phases that have 

been utilized in this experiment were air, n-decane and blandol against the wetting phase 

water. From the resulting CT scans, authors were able to ascertain that one-dimensional 

counter-current flow can generate complex saturation fronts due to the local 

heterogeneity of the rock sample and the nature of fracture conduits. Inherently, this 

poses a major question in scaling in general for a severely heterogeneous reservoir, and it 

is a challenge to scale and capture fluid fronts in reservoir scale accurately.
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Chapter 3: Research Methodology 

 

This section demonstrates the procedure conducted in this thesis. A reference 

recovery profile was obtained by analytical and semi-analytical means based on previous 

literature work. Subsequently, numerical single-porosity fine-grid models are validated 

against previously obtained analytical solutions. Dual-porosity conceptual models are 

constructed to investigate the validity of built-in transfer functions, which are then 

compared against both single-porosity coarse- and fine-grid models. To capture CCSI, we 

propose modifying shape factor, capillary and oil relative permeability exponents. 

Manual matching each case is cumbersome, and thus we proposed two main optimization 

schemes employing accuracy based Latin hypercube sampling in conjunction with a 

machine learning model. 

3.1 Analytical Approach 

Prior to single-porosity simulations, developed counter-current SI analytical and 

semi-analytical solutions are used as validation for simulation strategies. The 

methodology is established following the works of McWhorter and Sunada (1990), 

March et al. (2016) and Schmid et al. (2016), where they developed a general analytical 

solution for SI with the fractional flow. The solution is suitable for two-phase flow in 1D 

governed by spontaneous imbibition. Additionally, it incorporates the semi-analytical 

solution for counter-current imbibition in the boundary dominant regime utilizing 

Velasco and Balhoff's (2022) approach. Ultimately, saturation profiles are obtained by 

solving the analytical and semi-analytical equations. 
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3.1.1 Counter-Current Spontaneous Imbibition Set-Up 

The flow problem utilizes 1D rock medium with no-flow boundaries on three 

sides, and one side is open for flow to the fracture. Saturation distribution along the 

porous medium at different times is a function of rock and fluid properties. 

 

Figure 10 Schematic of 1D counter-current spontaneous imbibition with boundary 

conditions 

Initialization requires the following inputs summarized in Table 2. 

Table 2  Fluid and rock inputs required for constructing CCSI analytical solutions 

 

The presence of fluid interfacial tension is purely used for estimating maximum 

capillary pressure based on the Leverett J function accompanied with assumptions. The 
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dimensionless function is used to scale capillary interplay for a reservoir rock with 

different rock properties and fluid pair. Schmid et al. (2016) relied on estimating the 

maximum capillary pressure by using the Leverett J function with the following equation: 

 

where  Leverett J function dimensionless, : capillary Pressure ,  

contact angle. 

Without any prior experimental measurements of fluid interactions, the previous 

equation can be rearranged to roughly estimate the maximum capillary pressure in the 

porous media by substituting  and  : 

 

The dimensionless time is used extensively throughout the workflow. The 

dimensionless form is generally used to scale recovery results due to imbibition. Velasco 

and Balhoff (2022) found that early scaling equations for imbibition suggested by Schmid 

et al. (2016) are not sufficient. Alternatively, the suggested modified dimensionless time 

is as follows: 

 

Researchers concluded that recovery scales with square root of dimensionless 

time in both infinite acting and extended infinite acting (transition) regimes, i.e., 
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Figure 11 Saturation profiles collapses at early-time for water-wet porous media (Velasco 

and Balhoff 2022) 

3.1.2 Normalization, Capillary and Relative Permeability Curves 

Additional initialization processes are required before constructing saturation 

distributions using analytical solutions, such as: 

• Saturation Step/Normalization 

The saturation normalization requires a defined start and end point for saturation 

followed by normalization for the whole range. Normalization improves interpretability 

and provides scaling when comparing different cases with different rock and fluid 

properties in general. Moreover, a defined saturation step size is chosen based on a 

desired resolution in this case 400 data points across the chosen range. 

• Relative Permeability Function 
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The permeability of a fluid phase in a porous medium in the presence of another 

immiscible fluid normalized by the single-phase permeability is referred to as the relative 

permeability. In a water and oil flow scenario, the relative permeability is a 

dimensionless value that describes the degree of fluid flow at different water or oil 

saturations in the porous rock, as shown in Figure 12. 

 

Figure 12 Oil-water relative permeability schematic (Kogure et al. 2011) 

There are several models for relative permeability. The “power law” model (a 

modified Brooks and Corey model) to construct the oil and water relative permeability 

curves is described by the following: 

 

 

• Capillary Pressure Model 

Capillary pressure is caused by the difference in phase pressures of an immiscible 

wetting and non-wetting phase present locally in reservoir rocks. The capillary pressure is 
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zero at the free water level inside reservoirs, and gradually increases with height above 

the free water level. For two-phase immiscible fluids, the capillary pressure has the form: 

 

where  Capillary pressure,  Oil phase pressure,  Water phase pressure. 

For the capillary models, distinguishing between water-wet and mixed-wet rocks 

is crucial. The capillary curve is generally positive over the whole range of saturations in 

the water-wet scenarios. On the other hand, mixed-wet capillary curves  tend to be zero 

before . The power law model is used to generate the capillary curve across 

different saturation: 

 

where  represents the endpoint of water saturation, for water wet cases is equal to 

. However, for mixed-wet cases the endpoint is < . The equation describes 

the positive region of capillary, and for mixed-wet cases the spontaneous imbibition of 

negative capillary is chosen to be zero. The positive capillary region is highlighted in 

purple in Figure 13 pertaining to spontaneous imbibition of the wetting phase. 
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Figure 13 Illustration of capillary curves based on recovery stage and mechanism (Falode 

and Manuel 2014) 

3.1.3 Mass Balance and Capillary Diffusion 

Eq. 2.4 refers to the conservation of mass of two-phase flow in 1D for 

incompressible and immiscible fluids flowing through a homogenous porous medium. 

Conservation of mass in conjunction with Eqs. 2.2, 2.5 and 2.6 are used to arrive at the 

non-linear capillary diffusion coefficient defined by Barenblatt et al. (1990) for counter-

current imbibition: 

 

where  capillary diffusion coefficient . 

Fluid recovery in spontaneous imbibition is governed by capillary forces, and 

controlled by capillary diffusion curve. The speed of transfer depends solely on the 
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capillary diffusion curve, which is a function of water saturation. A bell-shaped curve is 

expected for water-wet scenarios, while a partially active capillary diffusion curve is 

expected in mixed-wet cases. 

 

Figure 14 Capillary diffusion curve illustration (March et al. 2016) 

3.1.4 Obtaining Theoretical Constant (C) 

We follow Schmid et al. (2016) methodology to numerically obtain the value of 

, which is a theoretical constant and a function of the rock’s properties. The process 

involves computing fractional flow  and its second derivative until set 

convergence criteria are met. Solving for  is critical at the initial step of the workflow 

where it constructs saturation profiles at different times along the rock element. Utilizing 

both Eqs. 2.9 and 2.10 for the counter-current case, the mathematical relationship 

between fractional flow and capillary diffusion coefficient: 
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Schmid et al. (2016) hypothesized that fractional flow due to counter-current 

capillary driven flow has a relationship with the ratio of water flow as a function of 

saturation to its maximum value. Not to be confused with the viscous driven fractional 

flow , which is the ratio of water flow to the sum of oil and water flow. 

 

The backwards difference equation of second derivative for fractional flow due to 

capillary is given by: 

 

Utilizing both Eqs. 3.10 and 3.12, and rearranging to solve for fractional flow: 

 

The approach as suggested requires guessing the value of  and competing two 

main convergence criteria, that being fractional flow at the residual is equal to zero Eq. 

2.11 and the total imbibed pore volume is equal to one Eq. 2.12. This work utilizes an 

adaptive step-size "iterative approach" which gets finer as it gets closer to numerical 

solution. This can be demonstrated in Figure 15 below for illustration. 
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Figure 15 Adaptive time-step illustration used for optimization  

Iteration starts at an initial guess of  and decreases with a certain step size that 

when the solution gets out of scope, it reverts to the previous step and uses a finer step 

size. The loop closes if either the error term is less than a predefined tolerance, in this 

case 1E-4 or after 100 iterations. 

3.1.5 Infinite Acting Regime 

Fluid spontaneously imbibing into the matrix prior to reaching the boundary 

constitutes the infinite acting regime, where the solution for constructing the water 

saturation profile is applicable. Based on the works of both McWhorter and Sunada 

(1990) and Schmid et al. (2016),  is a constant applicable in the infinite acting and 

extended infinite acting regimes.  

Time required for the imbibition front to reach the no-flow boundary,  was 

suggested by March et al. (2016): 
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The saturation distribution during the infinite acting regime can be obtained from 

Eqs. 2.9 and 2.10. 

3.1.6 Extended Infinite Acting Regime 

After the imbibing fluid reaches the no-flow boundary, its saturation increases at 

the boundary because of the no-flow boundary condition. A new solution is hypothesized 

which is coined the name “extended infinite acting regime”. As the name suggests, 

calculating the saturation profile in that transition period can be obtained by using the 

constant  once again. The solution is obtained by first examining the diffusion curve 

 and finding the saturation at a predefined diffusion value, where the threshold is 

met for transition. 

Tavassoli et al. (2005) and Chen et al. (1995) suggested that the transition 

concludes when the boundary saturation reaches an equivalent . As per March 

et al. (2016), it is suggested that a cumulative diffusion  of 60% mark the cutoff for 

transition where, 

 

The solution estimates the extended infinite acting solution for  and 

requires reallocating the volume outside the no-flow boundary inside the porous media, 

which can be achieved by using the bisection method as the second numerical 

optimization scheme. The time  is defined as,  
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Figure 16 shows the estimated solution is between  and , which follows the 

analytical solution from inlet to an intermediate point and is constant beyond that point. 

Figure 16 shows the numerical solution which is slightly different from this estimated 

solution. Time  corresponds to the time when boundary reaches a saturation that satisfies 

a cumulative diffusion  of 60%. 

 

Figure 16 Back-Filling approach when saturation at the boundary is equivalent to 60% 

diffusion (March et al. 2016) 

3.1.7 Boundary Dominant Regime 

In the boundary dominant regime, the influence of the boundary dominates until 

the oil saturation reaches the residual oil saturation. This sub-section focuses on the 

normalized saturation profile against dimensionless time  in this regime, following 

the Velasco and Balhoff (2022) approach. The following equation is used: 

 

To avoid extra iterative process, and dealing with a lot of variables initially: 
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where , , , ,  are constants found by fitting a curve using Eq. 3.17 on a 

hypothetical extended infinite acting regime. The process utilizes two extended infinite 

acting regimes to model the transition period and the boundary dominant regime. 

The method proposed assumes a hypothetical extended infinite acting regime, 

which extends even greater than the time calculated for the transition zone previously that 

satisfies the volume under the curve of the transition being reallocated inside . 

Conversely, the constants ,  and  are found by optimizing Eqs. 3.17 and 3.18 against 

the extended infinite acting regime saturation profile obtained from the transition zone. A 

computational method is required to find a solution that fits the early part of the extended 

infinite acting regime. 

 

Figure 17 Slow counter-current SI illustration of a reallocated volume,  time end of 

the transition zone, : an equivalent extended infinite time that satisfies area of the 

transitions zone being reallocated   (Velasco and Balhoff 2022) 

Two proposed methods to approach this optimization problem, to initially seed 

and iterate constants ,  and  over preliminary and ranged values or to use a built-in 

optimizer that find the local minima more accurately and efficiently. The first method 
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was tested and proved to be computationally intensive, and can get trapped in local 

minima. Nevertheless, utilizing an optimizer proved useful in approaching the solution 

quickly and accurately. Sequential Least SQuares Programming optimizer (SLSLQP) was 

used as the optimizer of choice that minimizes a function through inputs bounds by 

constraints, suitable for solving the boundary dominant equations.  

3.1.8 Recovery Solution 

From the water saturation as a function of location and time, one can compute the 

cumulative water imbibition (or oil recovery) as a function of time. After solving for the 

constants ,  and , the following Velasco and Balhoff (2022), equation is used in 

conjunction with Eq. 3.18 to find constants  and : 

 

Finally, Eqs. 3.4 and 3.17 can be used to calculate the water saturation profile (or 

oil recovery) as a function of time through all three regimes. 

In summary, the major objective for this workflow is to demonstrate analytical 

and semi-analytical steps in acquiring the recovery through counter-current spontaneous 

imbibition. It included several steps from research with varying numerical optimization 

schemes. The initial part was to obtain the constant  which governs the rate of water to 

imbibe in the rock based on its petrophysical properties.  

The constant is valid through the extended late infinite acting regime which was 

defined as when the boundary reaches a saturation equal to 60% of the accumulated 

diffusion. Early time when fluid reaches the boundary is donated by , while an 

extended infinite acting regime is prolonged after the fluid reaches the boundary until  

is reached. In addition, process included the use of an extra extended infinite acting 
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regime reallocating the area under the curve back inside the medium. This is to be 

donated as , the time where the empirical constants are obtained based on the fit of the 

early part of the solution. 

3.2 Reservoir Simulation Approach 

Computer Modeling Group Ltd. (CMG) provides commercial reservoir simulation 

software solutions for the oil and gas industry. Reservoir engineers rely heavily on 

simulation solutions to assist in decision making, assessing production strategies, 

managing the reservoir efficiently and experimenting with varying degrees of 

development planning. A three-phase black oil simulator IMEX is one of the solutions 

provided by CMG, and it specializes in simulating multiphase flow handling pseudo 

components of water, oil and gas. In the industry, several applications of IMEX solution 

proved useful in handling conventional and unconventional reservoirs, assessing primary 

and secondary recovery. 

The industry has other commercial software similar to IMEX, namely Eclipse 

developed by Schlumberger. However, this workflow investigates the topic of transfer 

function through CMG’s IMEX and the subsequent results were generated through the 

simulator using single and dual porosity modeling. The choice of using the 

aforementioned simulator was due to its wide use in the industry, and its accessibility as 

part of the university computer lab. 

Accurately simulating the mechanisms involved in hydrocarbon recovery is 

crucial for NFR, specifically counter-current spontaneous imbibition. It requires 

understanding single-porosity solutions for CCSI while building a base to validate against 

dual-porosity solutions and assessing built-in transfer functions. The modeling workflow 

is designed to construct single-porosity fine-grid modeling, which is validated against 
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previously developed analytical and semi-analytical solutions. Consecutively, fine- and 

course-grid single-porosity models for each case are utilized as references for dual-

porosity simulations. This allows us to investigate various rock and fluid inputs on 

recovery for dual-porosity simulation, ultimately devising a solution that captures the 

transient effect of recovery due to CCSI in NFR. 

3.2.1 Modeling Assumptions 

All models involved and analysis conducted assumes the following: 

• Two-phase immiscible flow [oil and water] 

• Fluid flow occurs only in fractures [standard dual-porosity model] 

• Gravity terms are negligible 

• Fluids compressibility are negligible 

• Variables do not have pressure nor temperature dependance 

• Fluid viscosities are constant 

• Densities are constant 

• Fractures permeability inputs are hundred times matrix permeability 

 

Lab units are chosen for all models, and table below summarizes units of each variable: 

Table 3 Lab units summary (CMG). 

Variable Lab Units Variable Lab Units 

Time mins Solution Gas/Oil Ratio cm3/cm3 

Liquid Volumes cm3 Polymer Concentration g/cm3 

Gas Volume cm3 Porosity fraction 

Pressure kPa Saturation fraction 

Compressibility 1/kPa Temperature °C 

Absolute Permeability md Oil, Water Formation Volume Factors  cm3/cm3 

Viscosity mPa-s Gas Expansion Factor m3/m3 

Mass Density g/cm3 Gas Formation Volume Factor  cm3/cm3 

Length, Distance cm Surface Tension dynes/cm 
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IMEX software contains 4 types of dual-porosity models, and each can be 

summarized as follows: 

1. Standard dual-porosity: Flow mainly in the fractures, and the matrix acts as a 

source/sink block. Utilizes the Gilman-Kazemi method of calculating the shape 

factor as a default through Eq. 2.22. An option is available to directly input the 

value of the shape factor, which is used extensively in the optimization process. 

2. Dual-permeability: The main difference against standard dual-porosity is that the 

matrix block is connected to both surrounded matrix and fracture blocks. Now 

flow happens continually from both mediums. Reservoirs with large variations of 

depths and free gas require this method. Usually, the method used when the 

vertical k-direction matrix-matrix transfer is important. 

3. Sub-domain: A method that refines matrix block vertically to accurately 

represent gravity drainage in the reservoir. Only matrix blocks are refined and not 

fractures. 

4. Multiple interacting continua (MINC): This method is an extension of the dual-

porosity model, which discretizes the matrix element into shells that captures the 

transient effect of flow. The outermost shell of the matrix is in direct contact with 

the fracture in the same element. 
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Figure 18 Visual types representation of dual-porosity modeling (Illustration by CMG) 

3.2.2 Single-Porosity Conceptual Models 

Three main sub-sections or conceptual models were used initially for validation 

against the derived analytical solutions and a reference for dual-porosity equivalent 

models. The following describes each model’s objective and use: 

• Single element, single-porosity fine-grid model 

The first model is a fine-grid discrete model of a single element, with a fracture 

element that acts as a source tank. Only one side is open for flow that’s between the 

fracture/matrix element, while the other three sides of the matrix have no-flow boundary 

conditions. This scheme simulates counter-current spontaneous imbibition which is used 

for validation against 1D analytical solutions of recovery. 
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Figure 19 Single element single-porosity simulating CCSI in 1D, with 400 refined matrix 

elements 

Rock and fluids inputs are shown in Table 3. Eqs. 3.5, 3.6 and 3.8 are used to 

generate corresponding relative permeability and pressure capillary curves for each 

studied case. Inputs are obtained from literature data, specifically, from Schmid et al. 

(2016) and March et al. (2016). Summary cases are as follows: 

Table 4 Modeling rock and fluid inputs from literature water-wet cases 

Inputs 
Cases 

SC1 SC2 MA1 MA2 MA3 MA4 MA5 

φ 0.2 0.2 0.174 0.279 0.212 0.227 0.184 

K [mD] 300 300 100 100 100 100 100 

μo 3 100 2.38 2.38 2.38 2.38 2.38 

Swr 0.2 0.2 0.075 0.05 0.21 0.175 0.09 

Sor 0.4 0.4 0.15 0.08 0.05 0.12 0.2 

Ko
rw 0.2 0.2 0.28 0.35 0.425 0.32 0.2 

Ko
ro 0.85 0.85 0.57 0.725 1 0.75 0.81 

nw 3 3 2.1 3 5 5 5 

no 1.5 1.5 2.7 4 5 4 3 

Mo 0.706 23.53 1.17 1.15 1.012 1.015 0.588 
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Pc entry (kPa) 12 12 20 60 100 100 175 

Pc max (kPa) 400 400 400 2200 2100 2000 4700 

bo -0.7 -0.7 -0.5 -0.7 -0.7 -0.7 -0.5 

Maximum capillary pressure for MA cases were obtained from Eq. 3.8 by 

rearranging and finding the capillary pressure at the residual oil saturation. All the cases 

are used in single- and dual-porosity models. 

 

• Injection/production fine-grid single-porosity model 

Assessing transfer function through CCSI requires a scheme that continuously 

replaces produced oil in the fracture using water injection in the fracture. Modeling the 

transient effect of recovery is implemented by using 400 fine-grid blocks with thin 

fracture aperture. A 1D sequence and 2D models were generated as a reference for dual-

porosity models. 

The initial scheme validates the recovery mechanism in NFR in a single element, 

and dual-porosity methods reject fracture porosity higher than the matrix in a specified 

numerical element. This requires either devising a compressible fluid with a varying 

range of pressures to capture the counter-current imbibition in a thin fracture aperture or 

utilizing an injection/production scheme that coherently and effectively assesses the 

recovery mechanism with minimal advection effect. 
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Figure 20 Inj/Pro fine-grid single-porosity sequence model 

• Injection/production coarse-grid single-porosity model 

Understanding the general formulations of dual-porosity models is critical, and 

the coarse-grid single-porosity model serves as a validation point of reference in 

conjunction with fine-grid single porosity conceptual models. Inherently, dual-porosity 

systems have two porous mediums in one element, fracture/matrix and theoretically, the 

exact recovery can be recreated in comparison between the two models. 
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Figure 21 Inj/Pro coarse-grid single porosity sequence model 

3.2.3 Dual-Porosity Conceptual Models 

The Crux of the research investigates built-in transfer functions in commercial 

simulators for dual-porosity models. A generalized form of matrix/fracture interactions is 

implemented on one element which hosts both mediums and recovery is purely based on 

transfer terms. The following describes two main dual-porosity models used: 

 

• Injection/production dual-porosity 2D model 

Several conceptual models were tested from a single block to sequence dual-

porosity models. Initially, a 2D model with injection/production is utilized due to the 

invalidity of a single block to serve the purpose of assessing TF and the numerical 

constraint involved by using the sequence model. 

Major input for dual-porosity models requires volume fraction of both matrix and 

fracture, as opposed to defining discretely the dimensions of each medium in the single-

porosity case. An equivalent dual-porosity model requires a matching coarse-grid single-
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porosity model, which enables a correct assessment of an equivalent fine-grid 

representation through modifying rock and fluid inputs. 

 

Figure 22 2D Inj/Pro dual-porosity conceptual model 

• Injection/production dual-porosity sequence model 

Throughout the investigation, the issue of the numerical constraint due to the 

sequence model was solved by changing the minimum limit of the numerical time step. 

This enabled the simulation to converge to a solution at each time step. 

This model can be used to assess transfer function simpler than the previous dual-

porosity model, and with less computational time we chose this model to be part of the 

optimization scheme. 
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Figure 23 Inj/Pro sequence dual-porosity conceptual model 

3.3 Optimization 

A proposed solution to incorporate the transient effect of CCSI in dual-porosity 

models is presented by means of optimizing the following inputs shape factor  capillary 

exponent  and oil relative permeability exponent . This method establishes an 

accuracy term by computing root square mean error (RMSE) between dual- and single-

porosity recoveries, which measures the average mismatch of recoveries at different 

points.   

 

where : saturation value from single-porosity fine-grid model, : saturation value 

from dual-porosity model 

Additionally, the simulation runs on an adaptive time step that causes a problem 

when computing RMSE locally. A simple linear interpolation computes missing data 

points across both recoveries. 
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Two main proposed optimization schemes are explained as follows: 

 

• Progressive latin hyper cube sampling (LHS) optimization 

This sampling technique was chosen specifically for this optimization problem 

due to its ability to sample the solution space effectively. The method utilizes statistical 

approach that samples randomly across predefined equally spaced intervals or bins based 

on number of samples required, and at each bin a sample is chosen randomly. Compared 

to basic random sampling, LHS method ensures coverage of the solution space without 

any bias which is critical for optimization application since the solution might fall in the 

unsampled region. 

 

Figure 24 Comparison between random and latin hypercube sampling (Illustration by 

Preece and Milanović 2015) 

Each sampled input using LHS is uniquely simulated using dual-porosity models, 

and this requires initial bulk of simulation runs based on the number of samples generated 

at each iteration. 

LHS is leveraged in this optimization scheme, and for each sampling iteration, an 

accuracy cut-off is imposed resulting in a narrower input range. New samples are 
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generated using LHS at progressively decreasing limits on new inputs, and iteratively the 

solution coverages quickly. The proposed workflow is unique and acquires a solution 

with low iterations. 

 

Figure 25 Proposed optimization process using accuracy-based LHS 

• Artificial neural net (ANN) optimization 

Simulation of each case uniquely by utilizing the previously suggested sampling 

method until convergence requires numerous runs that add more computational time and 

stress. Therefore, utilizing a machine learning algorithm that captures the output from 

simulated results with the least initial number of simulations improves the mentioned 

drawback considerably. 



 67 

A machine learning algorithm is suggested to be part of the optimization problem, 

and ANN was chosen from other ML algorithms based on its ability to capture highly 

complex non-linear relationships. ANN models are parametric rich, which requires a 

great extent of data to be reliable, and integrating it with a progressive LHS improves the 

algorithm performance near solution limits. 

 

 

 

Figure 26 Proposed process implementing ml model for accuracy predictions 

ANN models are supervised learning algorithms, which means they require inputs 

with their corresponding output. Several structure schemes were tested, and ultimately 

the choice of an ANN structure was based on overall performance. 
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Figure 27 ANN schematic proposed for optimization 

Main subjects to consider when constructing an ANN scheme: 

• Nodes: Each point or neuron receives an input from the previous connected layer 

and applies an activation function along with a prior weighted sum of all 

connections. A higher number of nodes present in a hidden layer captures 

complex functions from the training set, which is vulnerable to overfit scenarios. 

• Input layer: Initial layer that hosts inputs, in this case they are  and . 

Normalization is required before passing any inputs since a large variance 

attributed to one input might dominate the weighting process ultimately resulting 

in an inaccurate model.  

• Hidden layer: Mid-section of a neural net establishes hidden layers, positioned 

between both input and output layers. These layers with predetermined node 
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numbers are crucial in any ANN model, and they are able to assign and adjust 

weights on each connection through backpropagation in the training process. 

• Output layer: The last layer in a neural-net that computes the output, which is 

the accuracy or RMSE term in this case. 

• Activation function: Both hidden and output layers are subject to transformation 

by employing an activation function. There are several activation functions each 

suited for a specific ML problem. In our case, we have utilized the ReLU 

activation function in the hidden layers and a linear activation function for the 

output layer. 

• Rectified Linear Unit (ReLU): Frequently used for complex non-linear 

models by emphasizing on relevant inputs throughout the training process. 

Hidden layers utilize this activation function in this scheme, which is the 

default for prediction problems.    

 

Figure 28 ReLU activation function 

• Linear: The default Activation function, where the output is not subject to 

transformation.  

• Epoch: Each epoch consists of 1 forward and 1 backward propagation. For each 

forward propagation, the neural net computes output against the actual fed 
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accuracies, and this step calculates the error. Back-propagation relates to 

backward movement in the neural net that readjusts the weights of the 

connections, which in turn results in different node values at the next forward 

propagation. This step utilizes a built-in optimizer that converges to the right 

assigned weights to connections. An ADAMS optimizer that minimizes the 

training loss function is used. 

• Test/Train set: A split of the data where a set is used for training the model and 

the other set is withheld from the model for validation purposes. 

• K-fold cross validation: Each train/test split might result in a different model 

performance entirely, and we use K-Fold CV to test the reliability of different 

splits on the model. For every iteration, the withheld testing set evaluates the 

model performance. 

 

Figure 29 K-fold cross validation illustration 

• Overfit/underfit: The model is overfitting when it behaves exceptionally well to 

the training set, resulting in a huge mismatch against the validation set. Underfit 

results from a model that does not capture the complexity of the data on both 
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training and validation sets. Diagnostic plots assess the performance of the model, 

mainly test and validation losses across several epochs. 
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Chapter 4: Results and Discussions 

Water saturation profiles exhibiting CCSI are generated using the analytical and 

semi-analytical solutions from Chapter 3. Both water- and mixed-wet cases were 

simulated. Mixed-wet cases showed a mismatch of recovery between numerical fine-grid 

single-element and semi-analytical results. A thorough sensitivity analysis based on a 2D 

dual-porosity model is conducted, and validated against coarse-grid and fine-grid single-

porosity of the same conceptual set-up. No general formulation is found suited for all 

cases, and a reasonable match is attainable by modifying of shape factor  capillary 

exponent  and oil relative permeability exponent . Manual adjustment is time 

consuming and prone to inaccuracies, therefore optimization is suggested using 

progressive hypercube sampling in conjunction with the ANN model that predicts the 

accuracy between the two models. 

 

Figure 30 Investigation summary chart 
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4.1 Analytical Results 

4.1.1 Water-Wet Cases 

The initial part of the analysis examines analytical and semi-analytical solutions 

for CCSI. Results pertain to literature cases and summarized in Table 4. SC1 Case is used 

here for demonstrating key processes and stages in constructing the entire saturation 

profile. All other saturation profile cases are plotted subsequently, without repeating the 

whole process. 

Matrix initialized at irreducible water saturation, and water viscosity is assumed 

to be equal to 1E-3 (Pa.s).  Relative permeability and capillary pressure curves are 

constructed for each case following Eqs. 3.5,3.6 and 3.8.  

 

Figure 31 Relative permeability and capillary pressure for SC1-ww case 

Next, we compute capillary diffusion using Eq. 3.9. A bell-shaped curve is 

expected from all water-wet cases.  
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Figure 32 Diffusion curve SC1-ww case 

The value  was computed from Eq. 3.13 by using an initial guess of 5E-4, which 

is chosen based on the average value of  for water-wet cases from literature to assure 

convergence. Eqs. 2.11 and 2.12 are used as convergence criteria. Compared to literature, 

the value computed for SC1 case by numerical optimization is equal to 4.6E-5, which is 

significantly close to the reported value of 4.64E-5 for the counter-current mechanism. 

This confirms that an adaptive time-step numerical optimization is reasonable in 

obtaining the intrinsic rock constant. 
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Figure 33 Numerical optimization using an adaptive time-step SC1-ww case 

Due to the nature of the numerical optimizations, a close solution is expected with 

certain drawbacks. Figure 34 demonstrates capillary related fraction flow curves, and it is 

apparent from the first and second derivatives that initial saturation points are erratic. 

This is caused by the offshoot of numerical values caused by round off-errors from the 

initial saturation points. However, this slight inconvenience does not affect the final 

saturation profiles, and this is visible at the saturation front. The subsequent steps require 

a simple imputation method that overcomes the issue momentarily. We used the max 

value to represent the last couple of points. 
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Figure 34 Summary fractional flow plots SC1-ww case 

The saturation distribution in the infinite acting regime is constructed using Eq. 

3.14 to compute time , when the saturation front reaches the boundary. The 

dimensionless time  for SC1 is found to be 0.132, which is equivalent to 249 seconds. 

After this point, the transition zone is active. 
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Figure 35 Infinite-acting regime saturation distribution SC1-ww case 

The end of the transition zone is equivalent to the wetting-phase saturation at the 

boundary corresponding to 60% of the diffusion curve. Therefore,  is obtained by 

using bisection method, where the solution is between  and  utilizing both Eqs. 

3.14 and 3.16. The saturation profile is extended over the no-flow boundary, and follows 

the same recovery behavior as the infinite acting regime.  is found to be equal to 0.34, 

which is equivalent to 643 seconds. 

 

Figure 36 Extended infinite acting regime, end of transition zone SC1-ww 
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The boundary dominant regime saturation profile is constructed by finding an 

equivalent hypothetical extended infinite acting regime  by reallocating the volume 

from the extended infinite acting regime inside  1. Additionally, finding constants 

by fitting a curve over the generated  saturation profile. Utilizing both Eqs. 3.17 and 

3.18, the constants can be found by an optimization method. Results are summarized in 

Table 5. Initial guesses used for optimization for the prior mentioned constants are the 

following: ,  1.5E-4, . 

Table 5 SC1-ww summery constants 

Variables Obtained Value 

 4.6E-5 

 0.132 

 0.340 

 0.464 

 1.432 

 6.829 

 -0.005 

 0.100 

 2.319 
 

 

Figure 37 Boundary dominant regime hypothetical extended infinite acting regime and 

curve fitting 
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A full saturation profile for this case is constructed by defining points of transition 

for each regime. Both infinite acting and extended infinite acting regimes follow 

. Moreover, the boundary dominant regime saturation profile is constructed 

using the following equation proposed by Velasco and Balhoff (2022): 

 

 

 

Figure 38 Constructing full CCSI analytical saturation distributions for SC1-ww case 

This concludes the analytical and semi-analytical steps required for constructing 

saturation recovery due to the CCSI mechanism for water-wet cases. Figure 39 

demonstrates the derivative of normalized saturation on dimensionless time against both  

 and normalized . It can be observed the rate of counter-current recovery increases 

up to , and decreases afterward up to . Additionally, the change of wetting 

saturation with time constitutes directly  in the porous media as per Eq. 2.4.    
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Figure 39 Saturation profile derivative plots 

4.1.2 Mixed-Wet Case 

The endeavor aims to investigate the applicability of the analytical solutions for 

mixed-wet systems. An additional case from Schmid et al. (2016) for mixed-wet systems 

is used for validation. Table 6 summarizes the inputs mixed-wet system. 

Table 6 Inputs SC-mw 

Inputs SC-MW 

φ 0.2 

K [mD] 300 

μo 1 

Swr 0.2 

Sor 0.1 

Sw
* 0.32 

Ko
rw 0.6 

Ko
ro 0.8 

nw 3 

no 8 

Mo 0.750 

Pc entry (kPa) 12 

Pc max (kPa) 400 

bo -0.2 

Before proceeding to generate saturation profiles, it is important to evaluate the 

constant . Utilizing the same process stated in the previous section, and for this case the 
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constant  is equal to 2.75E-6 as opposed to the value reported in the literature 2.73E-5. 

A magnitude of relatively 1E-1 is observed between both solutions. However, observing 

Figure 40 for fractional flow and saturation front both showed reasonable results. The 

saturation profile resembles that mentioned in Figure 6, and for mixed-wet systems, a 

piston-like profile is observed similarly in this case.   

Capillary diffusion profile is partially incomplete, this is due to spontaneous 

imbibition exhibiting a partial space of recovery in mixed-wet systems. The additional 

remaining section pertained to forced imbibition, which is not part of the current scope of 

this investigation.  

 

 

Figure 40 Optimization, diffusion, saturation profile and fractional flow for SC-mw case 

A disjointed saturation profile is imminent, if the scaling is not correct. 

Dimensionless time donated in Eq. 3.3 should be revised to include maximum saturation 
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obtained solely by spontaneous imbibition in mixed-wet cases. Additionally, calculating 

 for spontaneous imbibition in the equation should also include this correction in 

mixed-wet scenarios. This accounts for a correct volume in mixed-wet cases potentially 

displaced by spontaneous imbibition. 

 

The final saturation profile for this case constructed by making the previous 

necessary adjustments is present in Figure 41. It is worth noting that the time between 

both infinite acting and the end of transition is faster compared to water-wet cases. This is 

attributed to the nature of the partial diffusion curve in Figure 40, which singles the end 

of transition fairly quickly. 

 

Figure 41 Full CCSI analytical saturation distributions for SC1-ww case 

4.1.3 Observations 

The difference between SC1 and SC2 cases is only oil viscosity, whereas SC2 has 

a higher mobility ratio in comparison. The effect of viscosity difference for the water-wet 

cases can be summarized into the following: 
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• Comparing numerically obtained  values, the higher mobility ratio the lower 

expected  and vice versa. SC1 case has  value of 4.6E-5, while SC2 has a  

value 1.8E-5. 

• Capillary diffusion curves are affected as a result of the mobility change. The 

magnitude of the diffusion constitutes the rate of recovery, which is apparent from 

comparing Figures 32 and 42. SC2 results in slower recovery with time as 

opposed to SC1. Additionally, the higher mobility of the aforementioned case 

skewed the diffusion curve to the left, which explains the difference in transition 

zones between both cases. Because of the skew in diffusion, both the end of 

infinite acting and the transition zone in SC2 was experienced earlier than in SC1. 

 

Figure 42 Capillary diffusion curve SC2-ww case 

• SC2 generally has an unfavorable displacement efficiency due to a higher 

mobility ratio, which causes more delayed overall recovery compared to SC1. 

This can be demonstrated in Figure 43 comparing both cases saturation profiles 

for the infinite acting regime.  
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Figure 43 Saturation profiles comparison between SC1 and SC2 mobility ratio effect 

Final saturation profiles for each water-wet case are shown in Figure 44, and critical 

constants are reported in Table 7. 

 

 

Figure 44 Summarized saturation profiles for each literature water-wet cases 

Table 7 Summary of critical constants from literature cases 
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Variables 

Obtained 

SC2 MA1 MA2 MA3 MA4 MA5 SC-MW 

Values 

 1.82E-5 3.75E-5 7.41E-5 4.1E-5 4.4E-5 4.7E-5 2.75E-6 

 0.062 0.054 0.083 0.158 0.190 0.283 0.430 

 0.143 0.158 0.174 0.269 0.298 0.337 0.459 

 0.202 0.248 0.275 0.530 0.474 0.384 0.464 

 2.333 2.983 4.372 5.342 4.246 2.606 2.058 

 7.978 15.05 48.61 266.3 129.0 28.43 325.2 

 0.476 0.045 -3.053 -46.96 -23.38 -4.201 -81.70 

 1E-4 0.057 0.087 0.065 0.098 1E-4 5.154 

 1.620 2.426 5.420 24.80 15.04 5.384 67.45 

 

4.2 Single-Element Fine-Grid Results 

The following results are generated using CMG IMEX software and utilizing the 

numerical scheme from Figure 19. Inputs for each case are summarized in Table 4. 

4.2.1 Validation 

Literature cases are validated against their numerical counterpart. Figure 45 

summarizes all water-wet numerical cases. Matching CCSI is attained by refining the 

matrix element to 400 blocks with one open-end connected to a source element with no-

flow boundary across all other directions.   

From the results, we can conclude that the model is validated for CCSI in water-

water media. This refined element is used as a base for constructing fine-grid conceptual 

models. 
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Figure 45 Summary of numerical single-element fine-grid single-porosity model for 

water-wet literature cases 
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4.2.2 Mixed-Wet Case 

Analytical solutions for MW saturation profiles have been constructed in the 

previous section. Utilizing Table 6 for the MW system, in conjunction with Figure 19 

from CMG IMEX output following single-element fine-grid model. Figure 46 illustrates 

the slight mismatch of the recovery curve during the boundary dominant regime. In 

theory, simulation developed profiles are reasonable since only capillary pressure curves 

had changed in simulating the MW case. 

 

Figure 46 Numerical single-element fine-grid single-porosity model for mixed-wet 

literature case 

Figure 47 shows that the recovery follows an infinite acting regime up to 

 and  for both numerical and analytical results respectively. 

Additionally, a boundary dominant regime is experienced at  for the numerical 

results, while the analytical solution is roughly  . 
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Figure 47 MW case recovery comparison through saturation derivative against time 

The mismatch between both solutions is present in mixed-wet scenarios. The 

analytical and semi-analytical process must be revisited to cater to mixed-wet cases. 

4.3 INJ/PRO 2D Conceptual Single-Porosity and Dual-Porosity Results 

4.3.1 Validation CCSI 

Sensitivity analysis was conducted on the 2D INJ/PRO dual-porosity conceptual 

model illustrated in Figure 22. SC1-WW case is the benchmark for this analysis. Prior 

investigations, fine- and coarse-grid single-porosity models for this particular scheme 

were constructed, which serve as reference points. To capture the effect of dual-porosity 

systems, permeabilities and effectively transmissibilities are not active in the matrix for 

both X- and Y- directions for single-porosity conceptual models. The direction of 

recovery is imposed in the Z-direction, where the fracture planes are positioned. 

From Figure 48, it is apparent that advection plays a role in recovery slightly 

when modeling a 2D single-porosity fine-grid model. Both dual-porosity and single-

porosity coarse-grid models match, using a GK shape factor with fracture spacing of 4.5 

cm. Translating fracture void space from a single-porosity coarse-grid model to dual-
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porosity requires calculating the porosity of fracture for a single numerical element. 

Furthermore, the model requires an injection and production scheme to continuously 

produce the non-wetting phase with minimal CCSI recovery disturbance compared to a 

single element. 

 

 

 

 

Figure 48 CCSI 2D conceptual models recovery comparison – SC1-ww 

4.3.2 Dual-Porosity 2D Sensitivity 

The setup for the problem is constructed, and subsequent efforts are made to 

match the transient effect of fine-grid models. Both fluid and rock properties were 

investigated to obtain a reasonable match against the fine-grid model and to understand 

influential inputs on transfer functions. Presented cases catered to a general form of the 

analysis and other cases are not shared purely of redundancy in matching the recovery 

curves. Rock and fluid inputs such as fluid viscosities, densities, rock permeability, and 
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porosity remained unchanged in the analysis, and modifying them yielded similar results 

to modifying fracture spacing or shape factors in general. 

• Fracture Spacing 

To test how the orientation of the fractures affects recovery in dual-porosity 

systems. Table 8 summarizes the cases modeled. Everything is held constant, only 

fracture activation and spacing magnitude had changed. 

Table 8 Fracture spacing sensitivity inputs 

Cases 
Fracture Spacing [cm] 

X Y Z 

Active_X 4.5 0 0 

Active_Y 0 4.5 0 

Active_Z [Ref] 0 0 4.5 

Active_Z_X3 0 0 13.5 

Active_Z_D10 0 0 0.45 

 

Figure 49 Fracture spacing and direction modeling output 
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The transmissibility term is a function of matrix permeability, which is apparent 

from Figure 49. Both Y- and X- cases are inactive during recovery. The transmissibility 

equation following Gilman and Kazemi method is: 

 

where   : transmissibility, GK shape-factor ,  absolute rock permeability 

, matrix block volume . 

Observing Active_Z_D10 case, an increase in fracture spacing results in a lower 

shape factor and a lower transfer term. Additionally, a close match was obtained by this 

method. A slight mismatch is detected at the lead and tail end of the recovery.   

• Fracture Porosity and Permeability 

To illustrate the effect of fracture porous volume on recovery in dual-porosity 

systems. A reference porosity of 0.2 and 0.1 is used for matrix and fracture respectively. 

Utilizing GK shape factor and the following fracture spacing in Z-direction is 4.5, 

and matrix block dimensions are 2x2x3.3 cm. Each case pertains to the ratio of matrix to 

fracture porosity. 

Table 9 Matrix/fracture porosity ratio inputs 

Case Matrix Porosity Fracture Porosity 

Ref 0.2 0.1 

R1.33 0.2 0.15 

R5 0.2 0.04 

R10 0.2 0.02 

1 to 1 0.2 0.2 

Figure 50 shows as fracture porosity decreases, recovery delays considerably 

between matrix to fracture porosity ratios of 1.33 and 5. Recovery stagnates using this 

scheme for very low fracture porosities mid waterflood, eventually reaching full recovery 
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after  mark. This is caused by the imposed constraints on the 

injection/production wells in conjunction with fracture space. Coarse-grid transfer of 

fluids tends to accelerate in the fracture medium, resulting in a higher accumulation of oil 

that can’t be efficiently swept to the producer at its current well constraints. This also 

depends on the current rock inputs, and to capture CCSI as a mechanism each case must 

have a reasonable injection/production constraint that is able to effectively recover 

without hindrance. A match can’t be attained through modifying fracture porosities alone. 

 

 

Figure 50 Fracture porosity sensitivity modeling outputs 

A special case to highlight is the effect of coarse-grid on delayed recovery for 

other water-wet cases. It is apparent from Figure 51 that coarse-grid and subsequently, 

dual-porosity models can hinder recovery using the same fracture pore space used in fine-

grid models. Both models have similar fracture porosities of 0.09, but the effect of using 

the same value results in a disjointed recovery profile. Matching efforts must consider 

this, and a temporary solution is to modify fracture porosity in dual-porosity systems by 
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increasing its value while maintaining it below element matrix porosity. Another more 

reasonable solution is to increase the well index for both the injector and producer, which 

solves the issue for each case separately. This ultimately allows for a smoother transition 

of recovery, and subsequently effective matching efforts. 

 

 

Figure 51 Well constraint effect – MA1 case 

• Element Dimensions 

This section investigates the effect of element dimensions and therefore block 

volume on recovery. The reference dimensions for one dual-porosity element and fracture 

spacing are 2x2x3.3 cm and 0x0x4.5 cm respectively. Both matrix and fracture porosities 

and permeabilities remain constant. 

Table 10 Dual-porosity element dimensions and fracture spacing multipliers 
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Cases 
Element Dimensions [cm] Fracture Spacing [cm] 

X Y Z Z only 

Ref 2.00 2.00 3.30 4.50 

MD2_F 1.00 1.00 1.65 4.50 

MD1-5_F 1.33 1.33 2.20 4.50 

MX2_F 4.00 4.00 6.60 4.50 

MX3_F 6.00 6.00 9.90 4.50 

M_FD2 2.00 2.00 3.30 2.25 

M_FD1-5 2.00 2.00 3.30 3.00 

MD2_FD2 1.00 1.00 1.65 2.25 

MD1-5_FD1-5 1.33 1.33 2.20 3.00 

MX2_FX2 4.00 4.00 6.60 9.00 

MX3_FX3 6.00 6.00 9.90 13.50 

 

 

Figure 52 Element and fracture spacing multipliers modeling outputs 

From the results in Figure 52, changing the dimensions of a dual-porosity element 

alone does not affect recovery. This is due to the multiplier affecting both transfer terms 

of matrix and fracture volume equally, and for recovery to be affected essentially either 

fracture or matrix porosity has to change. Fracture spacing again has a significant impact 

on recovery, which is directly impacting shape-factor formulation. 

• Modified Capillary   
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There are three main approaches investigated in modifying capillary inputs in 

dual-porosity systems, either through assessing capillary exponent, max capillary 

pressure or a direct multiplier. 

The first sensitivity is on modifying the capillary exponent. Naturally, an increase 

in capillary exponent forces a max limit of 400 kPa on saturation higher than . To 

mitigate a constant max capillary on several saturation points, the value had increased to 

1000 kPa and 3000 kPa for exponents 2 and 2.5 respectively. 

 

 

Figure 53 Capillary plots SC1-ww case 

 

Figure 54 Capillary exponent sensitivity model output 
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From Figure 54, an increase in capillary exponent accelerates recovery at lower 

saturations. A decrease in capillary exponent results in a slower recovery, and a match 

using this method was not obtained. The initial part of the recovery experienced varying 

shapes, which is crucial in matching transient effects in general. The lead and tail end 

recovery mismatch mentioned in previous sections can be solved, by modifying the 

capillary exponent in addition to another variable. This method however fixes the early 

part of recovery, and not the leading end of the recovery. 

Next, to examine the recovery change based on a direct multiplier on the capillary 

curve. Each case from the reference was either divided or multiplied by an 

integer. 

 

Figure 55 Modifying capillary by a multiplier 

Implementing multipliers on capillary curves results in a complete shift in 

recovery. The results in Figure 55 are obtained from modifying fracture spacing and 

indirectly shape factors, as demonstrated in Figure 52. The results indicate a similar 
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recovery response, and choosing to modify this variable by this method and fracture 

spacing together is redundant. 

Figure 56 demonstrates the effect of changing the maximum capillary pressure, 

which shows notable changes to the initial recovery. This change is useful for fine 

adjustments on early recovery, and in conjunction with capillary exponent and other 

variables, a match can be attained. 

 

Figure 56 Modified maximum capillary 

• Modified Relative Permeability 

This section demonstrates the effect of relative permeability using exponent 

sensitivity for both oil and water phases. Table 11 summarizes the exponent runs on SC1-

WW, which has a reference of and . Reference relative permeability 

for this case is demonstrated in Figure 31. 

Table 11 Modified Relative Permeability Cases 

 



 98 

Case   
nw_3_no_1 3 0.5 

nw_3_no_2 3 1 

nw_3_no_2.5 3 2 

nw_3_no_3 3 2.5 

nw_3_no_3.5 3 3 

nw_2_no_1.5 2 1.5 

nw_2.5_no_1.5 2.5 1.5 

nw_3.5_no_1.5 3.5 1.5 

nw_4_no_1.5 4 1.5 

nw_4.5_no_1.5 4.5 1.5 

Figure 57 illustrates the effect of changing relative permeability exponent of oil. 

Leading end of recovery is changing as the oil exponent increases. This is useful to 

incorporate along with matching effort, which add flexibility in managing latter half of 

the recovery. 

 

Figure 57 Relative permeability modified oil exponent 

On the other hand, changing the water relative permeability exponent does not 

affect recovery, as demonstrated in Figure 58. This can be attributed to the limits of 

maximum water relative permeability, which has a value of 0.2 denoted for this case. The 
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water permeability curve observed in Figure 31 is relatively lower than oil relative 

permeability values across all saturations. 

 

Figure 58 Relative permeability modified water exponent 

• Shape Factor 

Fracture spacing was previously proven to be a reasonable input choice for 

modification to obtain a recovery match against the fine-grid solution. The input directly 

influences shape factors, and Table 12 summarizes all built-in shape factors available 

currently in CMG IMEX. An analysis was conducted to investigate the effect of recovery 

on varying methods of shape factors or employing direct input. 

Table 12 CMG built-in shape factor available methods 
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Figure 59 illustrates the imbibition for each shape factor. Gilman and Kazemi's 

method match relatively close to the harmonic average, also both Pi squared and WR 

methods match each other. Using the average permeability shape factor delays the 

recovery, and this is due to Eq. 4.4 effectively delaying recovery by averaging only the 

active Z-direction permeability. A match to the transient solution was not obtained using 

built-in shape factors. 
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Figure 59 Shape factor methods effect on recovery 

Direct shape factor and  inputs are available as an option. It allows for more 

flexibility in assessing an overall multiplier, rather than modifying fracture spacing or 

rock permeabilities. Transmissibility is calculated as follows: 

 

Table 13 Direct transmissibility multipliers sensitivity cases 
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After applying a direct lower multiplier, each case resulted in a generally lower 

recovery compared to the reference dual-porosity result. A reasonable mid-section match 

is found between both cases utilizing 1.04E-1 and 1.50E-1 multiplier on essentially 

transfer terms. Leading and tail end of recovery remained unmatched. Effectively, a 

combination of a multiplier with modifying both exponents of relative permeability oil 

and capillary we can approach a reasonable match. 

 

Figure 60 Direct transmissibility multipliers results 

• MINC 

Multiple Interacting Continua method is available in IMEX, an extension of dual-

porosity used to capture pressure transient behavior for well analysis. The method 

involves discretizing matrix blocks into sub-sets, where the outermost layer transfers 

fluids between the element matrix and fracture. An advantage previously mentioned for 

dual-porosity systems is the computational time, and utilizing the MINC method 

increases the computational time based on the number of shells assigned for each 
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element. A sensitivity was conducted to understand the effect of varying discretizing 

schemes using MINC, and its effect on matrix recovery for CCSI. 

Table 14 MINC sensitivity cases 

Case 
Innermost 

1 
2 3 4 

Outermost 

5 

Out_scew 0.02 0.02 0.02 0.02 0.92 

In_scew 0.92 0.02 0.02 0.02 0.02 

Equal 0.2 0.2 0.2 0.2 0.2 

Centered 0.1 0.1 0.6 0.1 0.1 

Centered_x 0.05 0.15 0.5 0.15 0.05 

Centered_x2 0.1 0.2 0.4 0.2 0.1 

Exp_out_0.7 0.09 0.12 0.18 0.25 0.36 

Exp_in_0.7 0.36 0.25 0.18 0.12 0.09 

Exp_out_0.5 0.03 0.06 0.13 0.26 0.52 

Exp_in_0.5 0.52 0.26 0.13 0.06 0.03 

Exp_out_0.35 0.01 0.03 0.08 0.23 0.65 

Exp_in_0.35 0.65 0.23 0.08 0.03 0.01 

 

Figure 61 demonstrates the effect of extreme ends of recovery using this method. 

The outer skewed case represents a finer lamented element discretized inward, which 

leaves the highest volume fraction of the matrix element exposed to fracture in the same 

element. Effectively, it hastened overall recovery and was not able to capture CCSI. On 

the other hand, recovery approaches the solution using finer elements closer to the 

fractures. 



 104 

 

Figure 61 MINC skewed results 

An additional case is to utilize a centrally skewed matrix element, where the 

innermost and outermost are finer compared to 3rd shell. A change in both the lead and 

tail end of recovery is present, where the initial part of the recovery experienced faster 

recovery compared to the mid-section of the saturation profile. A match still was not 

attained using this method. 
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Figure 62 MINC centered results 

An exponential step size is implemented for the subsequent cases. This reaffirms 

the fact that capturing the transient effect of recovery requires equally spaced fine matrix 

elements near the fracture. From the current sensitivity, MINC models can’t capture 

CCSI using modified fracture volume alone. In its current form, further investigation 

using this method is utilizing either modified either rock or fluid inputs at each stratified 

level of the matrix element. 
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Figure 63 MINC exponential step results 

4.4 Optimization Schemes and Results 

A general solution was not obtained from matching each dual-porosity case 

manually; a different approach is needed. In this investigation, two processes are 

suggested to carry on the optimization scheme to serve our particular need of matching 

dual-porosity models to capture CCSI. 

Before conducting any simulation runs, the previously developed conceptual 2D 

model was switched to a simpler dual-porosity sequence model of the same concept. This 

again was possible by overcoming the numerical constraints by specifying a very small 

time-step for convergence in the simulation file. Faster simulation runs are obtained by 

reducing the number of numerical elements at each unique run, improving the bulk 

simulation required by this optimization scheme considerably. 

Figure 64 demonstrates the difference in recovery obtained by two dual-porosity 

conceptual models. The sequence model and 2D model match, and subsequent 

optimization methods utilize the sequence model to generate recovery curves efficiently. 
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Figure 64 Dual-porosity conceptual 2D/sequence validation 

4.4.1 LHS Accuracy Based Optimization 

An optimization scheme is suggested by using a Latin hypercube sampling 

method with a progressive accuracy cut-off. Initial bounds are required for each variable 

chosen to be modified, in this case shape factor  capillary exponent  and oil relative 

permeability exponent .  

To test the applicability of the proposed optimization method, two cases were 

tested SC1 and MA1. Table 15 demonstrates the initial bounds of each variable for both 

cases, and limits were chosen based on the experience from prior sensitivity analysis. 

Table 15 Optimization variable bounds 

Variable Lower Bound Upper Bound 

 0.1 0.01 

 1 3 

 0.2 1 

Our theory suggests that a solution is present between these bounds, and effective 

sampling helps to capture saturation profiles close to a solution by minimizing RMSE 
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progressively. 25 samples are sampled across all three variables at each iteration, and 

every point is considered a unique simulation. Figure 65 summarizes inputs sampled for 

the SC1 case at each iteration. There are two main suggested accuracy cut-off methods. 

The first method is to sort based on the accuracy of the outputs at each iteration and to 

pick the lowest five samples to produce 25 new samples constrained by the new 

maximum and minimum ranges. The second method is to compute the average of all 

accuracies at each iteration, and each sample below that average is carried over to 

compute the new bounds of sampling. For this case, we chose the first method to filter 

samples based on accuracy progressively. 

 

Figure 65 Sampled input ranges for optimization for SC1 case 

At every iteration, the bounds of each variable shrink progressively. The degree of 

shrinkage signifies the importance of the feature on recovery, and its effect subsequently 

on reducing RMSE. The shape factor is significant in reducing the overall recovery, as 

illustrated in the previous section. The second effective variable is the exponent of the 

relative permeability of oil, then the capillary pressure exponent. Figure 66 demonstrates 

the optimization scheme for the SC1 case, and shows a great match from the 4th iteration 

only. 
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Figure 66 Accuracy based progressive LHS – SC1   

Similarly, the same initial bounds and samples were chosen to optimize the MA1 

case. Figure 67 demonstrates the optimization up to the third iteration. Convergence to 

local minima is present for this case, which reaffirms the fact that a general modified 

solution is not present to capture CCSI in dual-porosity. A local minimum is said to be 
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observed when the error or RMSE of the sampled points at each iteration is roughly 

constant, or the rate of change of error is marginally small with an unsatisfactory RMSE. 

The issue can be solved by two main approaches. The first approach is to fix one variable 

and re-expand the limits of the remaining two variables when observing local minima. 

The second suggestion is more numerically intensive that requires more data points to be 

sampled initially, and more optimal is to explore limits of both relative permeability and 

capillary exponent across several shape factors. 

 

Figure 67 Accuracy based progressive LHS – MA1 
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The process is built to suit the aforementioned problem of matching CCSI 

recoveries and requires automation to be significantly effective. Additionally, improving 

this method for faster convergence and escaping local minima efficiently is worth 

investigating for a wider application as an optimizer in the future. 

4.4.2 ML Based Optimization 

The nature of this problem requires a lot of generated data, and a machine 

learning algorithm is suggested to be part of the optimization scheme. Theory suggests 

that for a well-trained model, we can predict the output within reason and can be used to 

substitute simulation runs at a certain point of the optimization scheme. This enhances the 

time required to reach the solution significantly by relying on different initial simulation 

runs of the same model. 

Initially, an ANN model is trained and validated on the first 25 generated samples 

from LHS. A 70/30 train and test split is chosen with a random state and 500 epochs. 

Figure 68 demonstrates a normalized accuracy plot of the response feature, which is the 

accuracy based on RMSE values. An acceptable model is attained initially from 

observing the accuracy plot, where 4 points are predicted within accuracy. Training and 

validation losses level off around 400 epochs, and training the ANN model above this 

threshold is redundant. Additionally, the model is slightly overfitted beyond 300 epochs. 
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Figure 68 Prediction accuracy and train/test losses using 25 samples 

However, an unreliable model is found by applying a different train/test, as 

demonstrated in Figure 69. This prompted the use of k-Fold cross validation with 10 

folds. Figure 70 illustrates error validation losses, and notably two folds resulted in high 

validation losses between 11.5%~17.5%. The current model is not efficient in predicting 

accuracy from simulation, and this is due to low number of data sets used in training. 

 

Figure 69 Prediction accuracy with different train/test losses using 25 samples 
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Figure 70 K-fold cross validation using 25 samples 

The model is subsequently trained using 100 samples generated progressively 

from 4 iterations based on LHS optimization. From Figure 71, the accuracy plot after 

training the model using 100 data sets showed an overall reasonable prediction. Training 

and validation losses are close as well, this can be attributed to the progressive nature of 

the sampling method and optimization. More data are sampled within the limits close to 

the optimized solution, which increases accuracy marginally closer to the desired 

solution. Significantly lower validation losses across k-folds are obtained; this assures the 

reliability of the deployment model. 
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Figure 71 Prediction accuracy and train/test losses using 100 samples 
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Chapter 5: Conclusions and Future Work 

5.1 Conclusions 

This thesis investigated methods to incorporate CCSI in dual-porosity systems by 

modifying built-in transfer functions. A general solution was not obtained by modifying 

rock or fluid properties for water-wet and mixed-wet cases. A proposed LHS 

optimization scheme is utilized in conjunction with ML based algorithm, which replaces 

the bulk of simulations after several iterations. The conclusion of this work is 

summarized as follows: 

• Analytical and semi-analytical recovery solutions are applicable for water-wet 

cases. A mismatch between numerical and analytical solutions was observed for 

mixed-wet systems.  

• Discontinuity in recovery for the mixed-wet case was observed when constructing 

the analytical solutions. The correct volume to be displaced by spontaneous 

imbibition must be considered when formulating dimensionless time equations. 

• Thorough investigation on modifying fluid and rock properties yielded no general 

solution for CCSI in dual-porosity models. 

• An optimization scheme is required to reach the desired CCSI recovery, this was 

obtained by modifying the shape factor  capillary exponent  and oil relative 

permeability exponent . The accuracy term chosen for optimizations is defined 

as the RMSE, which is the difference between the fine-grid and dual-porosity 

outputs of the same case. 

• Limits for each modified input were chosen for an accuracy based LHS, with each 

iteration the limits shrink progressively converging to a minimum. 



 116 

• Accuracy based LHS optimization process is suggested with an implementation of 

ML algorithm. 

5.2 Future Work 

This work establishes the basis for examining transfer functions in dual-porosity 

simulations. Numerous areas are worth investigating in detail. A summary of applicable 

future work: 

• To construct analytical solutions for CCSI for mixed-wet systems for all flow 

regimes. 

• MINC models require more investigation as an alternative solution for CCSI by 

means of modifying rock or fluid inputs.  

• Investigate the applicability of the optimization scheme across different recovery 

processes. Also, to test the process on heterogeneous rocks. 

• To improve accuracy based LHS process to avoid or escape local minima 

efficiently. 

• More reliable models can be obtained based on multiple ANN schemes, and 

investigations to optimize ANN models to predict simulated results are important. 

• Investigate other ML regression-based models in detail to be included in the 

optimization scheme. 

• To implement an automated optimization process by utilizing a commercial or an 

in-house simulator. 
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