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The appearance of quantum computing in the short foreseeable fu-
ture and its capability to break conventional cryptographic algorithms
forces to change the paradigm of secure real-time communications.
Thus, government organizations, data centers, and enterprises among
others are migrating their public key infrastructure towards using post-
quantum cryptography (PQC) algorithms in order to mitigate the se-
curity threats posed by quantum computers. This letter presents the
first quantum resilient secure end-to-end communication link based
on PQC algorithms operating between two data-processing units DPU.
Both data-processing units employ on-board ARM processors to per-
form the computationally expensive cryptographic building blocks—
in that case CRYSTALS-Kyber as a key encapsulation mechanism and
CRYSTALS-Dilithium for digital signature scheme in combination with
advanced encryption standard with 256-bit key.

Introduction: Post-quantum cryptography (PQC) refers to crypto-
graphic schemes that are designed to be secure against a cryptanalytic
attacks by both quantum and classical computers. Since quantum com-
puters and digital annealers [1] are becoming available, PQC needs to be
implemented in real-time communication links.

There are currently two algorithms considered to implement PQC
links by the National Institute of Standards and Technology (NIST)
Post-Quantum Cryptography Standardization Process [2]: Dilithium [3],
which is a digital signature scheme that is strongly secure under chosen
message attacks based on the hardness of lattice problems over mod-
ule lattices, and Kyber [4], which is a key encapsulation method (KEM)
designed to be resistant to cryptanalytic attacks through the hardness
of solving the learning-with-errors (LWE) [5] problem over module lat-
tices. To the best of authors’ knowledge, this letter presents for the first
time a hybrid PQC link deployed on data processing units (DPU), where
Dilithium is initially employed for digital signatures, and then Kyber is
used to execute the exchange of keys. Finally, these PQC keys are used to
encrypt and decrypt data through 256 bit advanced encryption standard
(AES) [6] or Rijndael [7] ciphers.

Cryptography in general and PQC in particular are among the main
time-consuming and complex tasks in worldwide communications. Ex-
ecuting cryptographic algorithms on traditional general-purpose proces-
sors can be time-consuming and inefficient. Therefore, ongoing research
focuses on exploring avenues to enhance their optimization. Most proto-
type implementations use FPGAs as programmable fabric [8-10]. In ad-
dition, researchers have explored the integration of PQC on application-
specific integrated circuits (ASIC) in various studies [11, 12]. However,
in practical communication systems, the utilization of FPGAs or ASICs
is infrequent due to concerns related to performance, cost, power con-
sumption, and the additional burden imposed on the CPU when offload-
ing tasks to these devices.

In this work, we use DPUs to create our communication link. . DPUs
are designed to offload specific tasks from the server such as network
processing, storage processing, or encryption. By offloading these tasks,
DPUs can help reducing the load of server’s CPU and thus improve the
overall system performance and reduce power consumption. This is ac-
complished by means of using specialized hardware such as digital sig-
nal processors (DSPs), semiconductor intellectual property (IP) cores,
or graphics processing units (GPUs).

This work demonstrates end-to-end PQC communications employ-
ing off-the-shelf high-capacity communication systems. A full software
stack for Dilithium and Kyber is implemented on DPU units that then

Fig. 1 Experimental setup and handshake procedure to establish a quantum
resilient link based on Dilithium and Kyber. In this setup, the transmitter (TX)
initiates communication with the receiver (RX) by sending a ping. To estab-
lish authenticity, RX responds with a signature generated using Dilithium.
Once TX confirms the identity of RX, they proceed with a key-exchange pro-
tocol to share an AES-256 key. As a result, the connection is established,
enabling both RX and TX to transmit encrypted application data.

establish full PQC links. This letter is organized as follows: the main
novelty of the letter is presented in the experimental setup, where we de-
fine the methodology of PQC calls in a real communication system as
well as their integration in a system composed by DPUs, and then the ob-
tained experimental results are shown; these results include performance
improvement of CPU cycles as well as throughput when implementing
the PQC algorithms through the utilization of hardware accelerations as
well as throughput performance. Finally, a summary of the main novelty
of the letter is given.

Experiment: In this section, we present the experimental setup needed
for achieving PQC-secure communications between DPUs. The setup
is shown in Figure 1: it comprises two independent servers with their
own central processing units (CPU) and two DPUs model MBF2H516A-
CEEOT1 that can process data at a 100 Gigabits per second (100G). The
servers are interconnected with the DPUs through peripheral compo-
nent interconnect express (PCIe) bridges. The DPUs are interconnected
through optical pluggables using single-mode fiber. The DPUs include
ARMv8 A72 cores for dedicated operations.

The software stack comprises the implementation of NIST selected
algorithms Kyber and Dilithium. Kyber and Dilithium were selected
based on Kyber’s advancement to the 4th round of the NIST standardiza-
tion process [2] as the only PQ KEM, and Dilithium’s superior overall
performance as it can be seen in Figure 2 compared to Falcon [13] and
Sphincs+ [14], which are the other 4th round NIST-selected algorithms.

In an initial stage, Dilithium is employed to authenticate the identity
of the user and validate its digital signature; then Kyber is employed for
key exchange. Once this process is completed and the PQC link estab-
lished, all data is encrypted with those PQC headers using AES-256.

The overall channel capacity is a direct relation between the process-
ing capacity of the DPU and the capacity of the DPU interfaces. As DPU
interfaces can operate at 100G regime, it becomes key to reduce the la-
tency of the most complex PQC building blocks. In this demonstration,
this is achieved by offloading heavy PQC functions from the main CPU
of the DPU to dedicated on-board processors using ARM optimizations.
We conducted our experiment using ARMv8 processors, incorporating
the latest advancements in Dilithium [15] and Kyber [16] implementa-
tions. Our objective is to establish a benchmark with the results from
this experiment, which will serve as a reference for future optimizations
utilizing DPUs.

Results-CPU usage: The implementation of Kyber and Dilithium is pro-
cessing intensive. Dilithium requires several distinct functions to be ex-
ecuted, some of them requiring 107 operation cycles. As the on-board

1https://docs.nvidia.com/networking/display/BlueField2DPUENUG/
Specifications
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Fig. 2 When deployed on DPUs, PQC signature algorithms were bench-
marked according to their respective NIST security levels. Among them,
Sphincs+ stands out as the only one based on Hash-signatures, but its pub-
lic key size and signature size are excessively large, making it unsuitable for
real-time communication implementations. On the other hand, Dilithium and
Falcon, both based on lattices, offer distinct advantages. Dilithium outper-
forms in terms of key generation and signing algorithms, while Falcon excels
in signature size and verification time.

Fig. 3 Performance of Dilithium main subroutines. According to the
reference code [3]: A=verify; B=sign: c=keypair; D=poly_challenge;
E=poly_pointwise_montgomery; F=poly_invntt_tomont; and G=poly_ntt.
The figure provides a comparison between the reference code (REF) and an
implementation with ARM optimizations. Results show that there is a reduc-
tion in CPU cycles by up to a factor of 31.

ARM processors were clocked at 2.75 GHz, we can already predict sub-
second performance but above the millisecond regime. Similarly, Ky-
ber needs to call multiple separate key functions, with some reaching
5 × 105 operation cycles.

PQC schemes, including PQ signatures and PQ key-exchanges,
consist of KeyGeneration, encapsulation/signing, and decapsula-
tion/signature verification, utilizing sub-routines such as number theo-
retic transform and inverse number theoretic transform for polynomial
multiplication, Montgomery reductions for polynomial arithmetic, and
hash functions like SHA2 and SHA3 for sampling [3, 4], with paralleliz-
able functions like NTT, INTT, and Montgomery reductions providing
significant speed improvements of up to 57 times using ARM instruc-
tions on DPUs, while non-parallelizable functions like SHA3 hash func-
tions have received less attention in literature and thus, are not explored
in this letter.

In order to bring down the PQC algorithms to the millisecond regime,
the most intensive processing functions have been offloaded to a dedi-
cated ARM processor for cryptographic hardware accelerations. The re-
sults bench-mark reference codes and the proposed stack with hardware
accelerations are shown in Figures 3 and 4 for Dilithium and Kyber, re-
spectively.

Fig. 4 An analysis is conducted on the CPU performance of Ky-
ber’s main functions, utilizing function names obtained from the Ky-
ber reference code [4]. The functions examined include: H=mont_red;
I=invntt; J=ntt; K=gen_a; L=crypto_kem_dec; M=crypto_kem_enc; and
N=crypto_kem_keypair To evaluate their performance, both the reference
(REF) and ARM optimized implementation codes are tested on a DPU, and
the resulting data is presented. The findings reveal a significant reduction of
57 times in CPU cycle, as clearly depicted in the graph.

Fig. 5 Throughput achieved for the diverse algorithms used in our PQC link.
Results show that PQC algorithms like Dilithium and RSA can outperform
their classical counterparts ECDH and ECDSA.

The results for Dilithium shown Figure 3 highlight improvement in
CPU cycles factor ranging from 5 to 31 in key functions. Similarly, Ky-
ber results are shown in Figure 4 and yield improvement rates ranging
from 8 up to 57 times.

Both Dilithium and Kyber clearly benefit in terms of cycle utiliza-
tion reduction in functions that are highly parallelisable, e.g. the (NTT),
which in essence conducts a series of concurrent polynomial multiplica-
tions [3, 4].

Results-network performance: Once Dilithium and Kyber algorithms
are integrated into a handshake pipeline to establish a PQC channel be-
tween the two DPUs, all data is then encapsulated through AES-256
(key length of 256 bits). Figure 5 shows the throughput performance for
different PQC implementations, for the reference model and for ARM-
processor optimized PQC algorithms. This plot highlights two relevant
pieces of knowledge: Dilithium reaches much lower aggregated through-
put than Kyber (as anticipated by Figures 3 and 4, as Dilithium re-
quires more building blocks which consume more cycles), and ARM-
optimizations double the throughput across the board.

The implemented algorithms for Kyber include its 512, 768, and
1024 variations, which aim at security roughly equivalent to AES-
128/192/256, respectively. The throughput performance indicates that
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Fig. 6 Estimation of the energy consumption of 1000 instantiations of Kyber
and Dilithium in our PQC link. Our comparison includes the three different
versions of Dilithium and Kyber, considering their security level as well as
their corresponding ARM optimized and reference (REF) implementations.

once the optimization is chosen, a small 8% penalty is taken for Kyber
to operate as its highest robustness level.

Figure 5 also shows that Kyber key exchange outperforms its classi-
cal analogous elliptic curve Diffie–Hellman (ECDH) and elliptic curve
digital signature (ECDSA).

Results-energy consumption: When real communication systems utilize
accelerations and ARM instructions, the overall energy consumption de-
creases in a roughly linear manner with the CPU cycles required for
its operations. An estimate of the energy consumption during the im-
plementation is presented below in Figure 6, assuming the PQC link is
functioning between two DPUs equipped with ARMv8 processors that
operate at a minimum clock frequency of 600 MHz and a maximum
frequency of 1500 MHz.

Conclusion: This letter presented the first end-to-end PQC link operat-
ing between two server systems through dedicated DPUs. DPUs execute
all the networking functions required to establish a link with Dilithium
and Kyber in combination with classic AES-256 encryption. The high-
processing requirements of PQC algorithms are met by offloading their
functions to dedicated on-board ARM processors, which provide hard-
ware accelerations, therefore yielding reduction factors in cycles reach-
ing from 5 up to 57 for specific functions.

Finally, throughput performance results are provided for a link oper-
ating with both the reference designs for PQC algorithms and the ARM-
optimized algorithms, yielding more than 2.5 increasing factor of the
capacity per link when using the latter as it can be seen in Figure 5.
Multiple implementations of PQC have been studied in the past.

PQC enables security in a future with quantum computers; this letter
has shown that PQC can be utilized in real-life scenarios incurring no
sustancial penalties in terms of latency on the authentication and key
exchange segments of the communication.
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