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Abstract

We present the results of GENE gyrokinetic calculations based on a series of
JET-ITER-like-wall ILW) type I ELMy H-mode discharges operating with similar
experimental inputs but at different levels of power and gas fuelling. We show that turbulence
due to electron-temperature-gradient (ETGs) modes produces a significant amount of heat flux
in four JET-ILW discharges, and, when combined with neoclassical simulations, is able to
reproduce the experimental heat flux for the two low gas pulses. The simulations plausibly
reproduce the high-gas heat fluxes as well, although power balance analysis is complicated by
short ELM cycles. By independently varying the normalised temperature gradients (wr,) and
normalised density gradients (w,,) around their experimental values, we demonstrate that it is
the ratio of these two quantities 7. = wr, /w,, that determines the location of the peak in the
ETG growth rate and heat flux spectra. The heat flux increases rapidly as 7, increases above
the experimental point, suggesting that ETGs limit the temperature gradient in these pulses.
When quantities are normalised using the minor radius, only increases in wr, produce
appreciable increases in the ETG growth rates, as well as the largest increases in turbulent heat
flux which follow scalings similar to that of critical balance theory. However, when the heat
flux is normalised to the electron gyro-Bohm heat flux using the temperature gradient scale
length Ly, it follows a linear trend in correspondence with previous work by different authors.
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1. Introduction

The transition to high confinement, H-mode [1], is consid-
ered an essential ingredient to the successful operation of most
future tokamaks such as ITER. The H-mode transition occurs
when a threshold in input heating power is crossed and the tur-
bulent transport is strongly suppressed at the edge—an edge
transport barrier. The steep gradient region of this transport
barrier is known as the pedestal, which has significantly higher
edge densities and temperatures that propagate into the core,
improving confinement. However, turbulent transport is not
entirely suppressed within the pedestal, and the steep den-
sity and temperature gradients provide a significant source of
free energy for microinstabilites, which manifest as plasma
turbulence in their saturated nonlinear state.

The transition of JET from a carbon wall to an ITER-
like-wall (ILW) consisting of a tungsten divertor and a beryl-
lium first wall has led to several interesting and complex
observations [2—11]. Notably, increased molecular deuterium
(Dy) gas puffing is needed to prevent tungsten contami-
nation in the core. This drastically degrades the pedestal
top temperature Teped, a key measure of plasma perfor-
mance. Increased input power is therefore needed to sustain
robust temperature pedestals. Recent work has highlighted
the importance of microinstabilities such as electron tem-
perature gradient modes (ETGs) both the slab and toroidal
variants, ITGs (the ion equivalents of ETG modes), kinetic-
ballooning-modes (KBM) and micro-tearing-modes (MTM)
in the pedestal region of tokamak plasmas [12-24]. In refer-
ence [14], it was shown that a combination of neoclassical,
ETG, ITG, and MTM transport is in good agreement with
measurements of the power crossing the separatrix (Pgp) in
selected JET-ILW and JET-C plasmas. In particular, ETG
transport was found to provide the dominant contribution
to JET-ILW heat transport. The parameter that determines
the instability threshold for the slab-branch of ETG modes
is the ratio between the normalised temperature and den-
sity gradients 1. = wr, /wy, (Where wr, = —VT./T. = 1/Lg,
and w,, = —Vne/ne = 1/L,,). This parameter is sensitive to
changes in w,,, and can quickly become large as w,, becomes
small. This is of particular importance for JET-ILW as the
increased gas puffing necessary to prevent tungsten accumula-
tion often results in a radially outward shift of the density pro-
file with respect to the temperature profile, which results in a
shallow density gradient and therefore a large 7). in the pedestal
region [9, 25], which is shown to correlate with degraded
pedestal pressure. Similarly, increased input power tends to
steepen the temperature gradient, raising 7, in turn. It is there-
fore vital to obtain a deeper understanding of how ETG tur-
bulent transport is influenced by gas fuelling and input power.
Additionally, it is important top understand how ETG turbulent
transport varies with driving parameters such as 7., wy,, and
wr, which can be heavily influenced by the conditions at the
separatrix and are negatively correlated with the total pedestal
pressure [25].

To this end, we apply the GENE gyrokinetic code [26, 27]
to a JET-ILW experimental dataset [7] comprising four

type I ELMy H-mode discharges from scans in the neutral-
beam-injected (NBI) power (Pngp) at two levels of D, gas
fuelling rate ¢,. All pulses have a low triangularity plasma
shape, plasma current I, = 1.4 MA, toroidal magnetic field
Br = 1.7 T, and have been well characterised experimentally
[6, 7, 9, 28]. To aid our discussion, we introduce the fol-
lowing nomenclature: ‘L’ and ‘H’ refer to ‘low’ and ‘high’
respectively; whereas ‘P’ and ‘G’ refer to ‘power’ and ‘gas’
respectively. For example, HPHG refers to a pulse with high
power and high gas, LPHG refers to a pulse with low power
and high gas, and so on. The low and high power pulses have
Pnpr >~ 4.5 MW and ~ 15 MW respectively. The pulses
at low and high gas rate have ¢, ~ 2.7 x 10! es™! and
~ 18.0 x 10%' es™! respectively. In figure 1 we plot four den-
sity n. and electron temperature 7, profiles from our dataset as
a function of flux surface (radial) coordinate p,. The profiles
are obtained by Thomson scattering (TS) measurements which
are subsequently fitted with a modified tanh (mtanh) func-
tion in the pre-ELM (80%-99%) time interval [29]. The radial
positions of the TS profiles are calibrated to match the well jus-
tified expectation that 7, = 100 eV at the JET-ILW separatrix
(p, = 1) [30]. The high gas pulses are observed to have a large
relative shift between the density and temperature pedestals,
the former being shifted radially outwards leading to a much
larger separatrix density 7. s, and lower w,,, inside the separa-
trix region. Profiles of: 7, w,,, and wr, are displayed in the top
row of figure 2, in which, for a given power, the lower values
wp, in the high gas (solid lines) pulses and resulting larger val-
ues of 7, are apparent. The bottom row of figure 2 plots, from
left to right, the safety factor ¢, normalised magnetic shear
$ = (p1/q) (dg/dp,), and the equilibrium flow shear v, 5 pro-
files. Flow shear is used in the global simulations presented in
section 2 and nonlinear simulations presented in sections 3 and
4, and has been estimated from a neoclassical formula [31] by
setting the parallel flow V| to zero, an assumption which is
often experimentally justified in tokamaks [32]. Irrespective
of the validity of this assumption for these pulses, the values
of equilibrium flow shear used throughout the simulations pre-
sented here can reasonably be assumed to lie well within the
large error bars associated with the challenging measurement
of this quantity experimentally. Indeed, our flow shear calcu-
lations predict that the high gas pulses have lower equilibrium
flow shear than their low gas counterparts, which is expected
and can be understood in terms of the neoclassical force bal-
ance—the reduced w,, inside the separatrix reduces the ion
pressure gradient and therefore the equilibrium flow shear.
The paper is organised as follows. To introduce the four
pulses and motivate our focus on ETG modes, section 2
briefly examines the range of micro-instabilities present across
the pedestal region. Section 3 contains a key result of this
paper and comprises nonlinear simulations of ETG turbulence,
which are discussed in the context of experimental measure-
ments. Linear and nonlinear scans of wy, and w,,, are presented
in section 4 in an effort to understand the linear driving mecha-
nisms behind the ETG modes reported here as well as how the
turbulent heat transport changes in response to profile changes.
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Figure 1. TS n. (a) and T, (b) profiles used in some of the GENE simulations throughout. Blue (red) lines denote low (high) power pulses,
and dashed (solid) lines denote low (high) gas pulses. Circles, crosses, and squares denote the locations of flux surfaces A, B, and C

respectively, see main text.
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Figure 2. Blue (red) lines denote low (high) power pulses, and dashed (solid) lines denote low (high) gas pulses. All traces are plotted as a
function of magnetic co-ordinate p, (@) ne = wr, /wy, , (b) normalised temperature gradient wy, = 1/Lz,, (¢) normalised density gradient
Wye = 1/Ly,, (d) g-profile, (¢) normalised magnetic shear §, (f) magnitude of equilibrium flow shear estimate using neoclassical force

balance.

We summarise our results in section 5 and propose avenues of
future enquiry.

2. An overview of the micro-instabilities in these
pulses

Throughout this manuscript, we endeavour to retain as many
physical effects as possible in our GENE simulations. All
simulations are electromagnetic, collisional, and include full
toroidal effects. The numerical equilibria are calculated self-
consistently with the pre-ELM TS profiles shown in figure 2
using the HELENA code [33]. For the pulses investigated in

this manuscript, there were no accurate measurements of the
ion temperature profile in the steep gradient region of the
pedestal. As a bounding assumption we set the ion tempera-
ture profile equal to the electron temperature profile through-
out this work. This assumption is valid in the pedestal top
region, where it is often the case that Tjpeq = T¢pea. At the
separatrix, we expect Tjgep = Teep [28]. These two bounds
lead us to wy, < wr, throughout the steep gradient region.
Therefore, our simulations, which set wy, = wy, may overes-
timate ITG and KBM growth rates in some cases. Conversely,
wr; < wr, would decrease the equilibrium flow shear rate vz, »
which is proportional to the ion pressure gradient, meaning
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the assumption wr; = wy, may underestimate ITG and KBM
growth rates in some cases (although, the dominant contribu-
tor to vz, p is the density gradient) [14]. In addition, there is a
small error in our flow-shear estimation due to the assumption
V|| = 0. This error was estimated to be in the range 0%—15%
in [14]. Therefore, in the context of ITG and KBM modes,
our assumption wy, = wr, may lead to two competing effects:
an overestimate of the drive, and an underestimate of the flow
shear damping. Given the emphasis on ETG driven modes in
this manuscript, we do not expect this limiting assumption to
impact our conclusions qualitatively.

We used the Hager bootstrap current formula for the equi-
librium calculation [34] which under predicts the bootstrap
current somewhat compared to NEO [35, 36] in our high
power pulses, but is in good agreement with NEO for the low
power pulses [37]. Results from a large database of pedestal
ETG simulations [38] (which includes many of the simulations
in the present manuscript), show no discernible correlation
between the pedestal ETG turbulent heat flux and the mag-
netic shear 5. Therefore, we do not expect the uncertainty in
the bootstrap current to impact our work significantly. Future
studies could try using recently developed Redl [39] bootstrap
current formula in the equilibrium reconstruction, as well as
assessing the role of § on pedestal ETG modes. All simulations
model electrons and deuterium kinetically, and all simulations
presented in sections 2 and 3 also model a third impurity
species which is assumed to be dominated by beryllium. The
contribution of beryllium is included in the equilibrium self-
consistently using the best available estimates of the effective
charge Z. as measured by visible Bremsstrahlung radiation.
The nonlinear parameter scans presented in section 4 model
electrons and deuterium only due to their large computational
expense.

We begin by discussing the micro-instabilities present
across the pedestals of the four pulses, the resolution param-
eters for these local simulations can be found in appendix A.
Figure 3 shows the results of a series of local-linear simula-
tions for each pulse over a wide range of normalised poloidal
wavenumbers kyp, covering instabilities from KBMs and
MTMs (kyp, ~ 1071, ITG (kyp, ~ 1),and ETG (k,p, > 1). To
distinguish between different types of modes, we check: the
eigenfunction of the mode along the parallel direction, the fre-
quency of the mode and its rotation direction, and the transport
fingerprints of the mode [18]. For each k,, we carried out a
seven-point scan in #, (related to the central wavenumber in
the x-direction of the simulation domain via 6y = ky cenre / sky)
from —m to 7 passing through 6y = 0. This is necessary
to properly quantify the existence of pedestal toroidal-ETGs
(TETGs), whose growth rate peaks at 6y ~ 0 [20, 40]. Addi-
tionally, MTMs have also been found to peak at 6y # 0 in some
JET-ILW pedestals [12]. For each k, and p,, the growth rate
displayed in figure 3 is the maximum growth rate over all §y. A
plot showing an example of how the growth rate of ETG modes
varies with both k, and 6 for the HPLG pulse can be seen in
figure 4. The modes at kyp, 2 30 that peak at 6y = 0 are pri-
marily sETGs, whereas the modes at k,p, S 30 that peak away

~

from 6y = 0 are a mixture of SETGs and TETGs. Similar plots

and a more in-depth discussion of pedestal TETG modes can
be found in reference [20].

In figure 3, in general, we see that radially inward of
the approximate location of the density pedestal top pip, .
(vertical black-dashed line), for a given value of k,p,, there is
little variation in the growth rate of the instability with flux
surface. The dominant modes here are ITG/TEM at low kyp,,
and ‘core-like’ ETG (peaked at the outboard midplane) at high
kyp,. The only exception to this is an MTM in the LPLG pulse
which sits at the top of the temperature pedestal pyr, ., at
kyps; = 0.15 and peaks at finite 6. Radially outward of p;n, ,..»
in the steep gradient region, there are ETGs with high growth
rates that increasingly dominate as we move outward towards
the separatrix, becoming part of the TEM/ETG continuum at
kyps, ~ 0.5. The tendency for ETGs to exist at smaller kyp;
in the steep gradient region is particularly noticeable for the
high power pulses. This is due to these pulses having a higher
normalised temperature gradient than their low power coun-
terparts (see figure 2), which shifts the growth rate spectrum
to lower kyp,, as predicted by critical balance theory [41, 42].
At kyp, <5, the dominant form of ETG in the steep-gradient
region is often the pedestal TETG (distinct in nature from its
more traditional counterpart found in the core in that it owes its
existence to large values of wy, and mostly peaks at 6y # 0),
whereas at higher k,p,, the dominant ETG in this region is the
slab mode. The low gas pulses have a KBM enclave in the
bottom right corner at k,p, < 0.2, close to the separatrix (dis-
tinguished by its vanishing parallel electric field and transport
fingerprints [12, 18]). One can speculate that in the high gas
cases, the KBMs have been shifted radially outwards inside
the scrape-off-layer (SOL) as the density profile has shifted.
However, dealing with KBMs in the pedestal so close to the
separatrix is highly problematic. First, the radial extent of these
modes often exceeds the width of the pedestal [14], secondly,
they exist only for an extremely narrow range of 6y close
to zero, meaning they are highly susceptible to equilibrium
flow shear, an effect that is not included in our local-linear
simulations.

To this end, we use GENE in its global mode of opera-
tion to compute the growth rates of modes with k,p, = 0.05,
0.1,0.2, and 0.3 across the four pulses. By using the global
version of GENE, we allow the temperature and density pro-
files to vary across the width of the simulation box, which is
important to be included when computing the linear proper-
ties of a radially extended mode. Our simulation box spans
p; = 0.94 to 0.995, and Dirichlet (constant value) bound-
ary conditions are enforced at the radial boundaries with a
transition region on each side of the boundary (10% of the
radial domain on the inner flux surfaces and 15% close to
the separatrix). In these transition regions, Krook damping
smoothly ramps up to set fluctuations to zero at the bound-
ary [27]. The rest of the simulation parameters can be found in
appendix A.

The results of this calculation are shown in figure 5, both
with equilibrium flow shear (unlike the local simulations dis-
played hitherto) and without flow shear. No KBMs were found
in these global calculations, irrespective of equilibrium flow
shear. It is possible that KBMs and other MHD-like modes
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Figure 3. Diagrams giving an overview of the micro-instabilities present in our four pulses. The top row corresponds to low power pulses,
the bottom row to high power pulses, the left column to low gas pulses, and the right column to high gas pulses. Each panel displays the
growth rate on a logjo scale as a function of the poloidal wavenumber k,p; and simulated flux surface p,. Vertical lines correspond to the
approximate locations of the density (black) and temperature (white) pedestal top (note that in the HPHG pulse the approximate position of

the temperature pedestal top is outside of the range of data displayed).

were curtailed by the aforementioned (and restrictive) bound-
ary conditions or the lack of the kink drive term. A coupled
pedestal-SOL code, with electromagnetic effects, the inclu-
sion of the kink drive term, as well as B fluctuations [43, 44],
may be needed to accurately model KBMs in as challenging a
regime as JET-ILW pedestals. Codes targetting some of these
capabilities (not simultaneously) are under development, but
currently not available for routine application to the pedestal
[45—48]. The modes shown in figure 5 are ITG/TEM modes,
which are mostly sheared away in the low power cases, but
survive in the high power cases. This is due to a combina-
tion of higher wy, = wr, in the high power cases, and lower
g values across the domain of the simulation. A more rigor-
ous analysis of ITG/TEM modes would require details of the
ion temperature profiles that are not included in our analysis.

3. Comparison of ETG and neoclassical heat flux
with experiment

Having demonstrated the prevalence of ETG modes across the
entire pedestal region in figure 3, and confirmed using global
GENE simulations that non-local and flow shear affects drasti-
cally reduce and even quench the ion scale modes (figure 5), we
now turn our attention to the primary focus of this manuscript:
the impact of ETG modes on heat transport in the JET-ILW
plasmas shown in figure 1. This focus will be justified post-
hoc by the connection we are able to make with experimen-
tal observations. Given the small radial length scales of ETG
modes, it is appropriate to use GENE in its local mode of oper-
ation, that is, running nonlinear simulations at a given flux
surface and finding the heat flux. To more accurately reflect
the heat flux flowing through the pedestal, we run a trio of
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pr=0.98

Figure 4. HPLG linear growth rate as a function of k,p,; and
0o = kycentre /Sky at p, = 0.98. TETG modes at low &, p, peak away
from 6y = 0.

simulations at different flux surfaces for each pulse and aver-
age the heat flux. Examining figure 1 and the upper row of
figure 2, it is evident that the profiles are starkly different when
plotted as functions of p,, as the pedestal character changes
between shots. Using a mtanh fitting function, we determine
the approximate locations of the density pedestal top (pi, ,..)
and temperature pedestal top (pr, ,.,)- We then use these to
define three general flux surfaces which are:

A. Equidistant between p,, ., and pir, 0 pr=

Ping, ped TPt e, pe :
[, ped “PhTe, ped (i.e. at the top of the pressure pedestal),

B. pi = pin eq (1€ at the top of the density pedestal),
C. Equidistant between py,, ., and the separatrix: p, =

1+ﬂ,ne o . . . :
% (i.e. in the steep gradient region of the pedestal).

The location of flux surfaces A, B, and C are displayed in
figure 1 as circles, crosses, and squares respectively.

Before computing the heat flux using nonlinear simulations,
we begin by examining ETG micro-instability at these three
flux surfaces, using resolution parameters detailed in appendix
A and again setting 7; = T¢. The results of these calculations
are shown in figure 6, the top row of each panel displays the
normalised linear growth rates, while the bottom row of each
panel shows the real frequencies of the modes. As before, a
seven-point scan in ¢y is done for each kyp, and the mode
with the largest growth rate is plotted. The simulations at

pr = w and p; = prn, ., 100k qualitatively simi-
lar, the latter having slightly larger growth rates. At both of
these flux surfaces, the normalised growth rates are similar for
a given power regardless of the gas rate, and the normalised
growth rates of the high power pulses are less than that of the
low power pulses. The normalised growth rates on the steep-
est pressure gradient surface C are approximately a factor two
larger than the other flux surfaces, and there are two primary
peaks in the spectrum. The first, at 5 < k,p, < 20 corresponds
to pedestal TETGs, and the maximum growth rate is found
when 6 # 0 in all cases. The second peak at higher k,p, com-
prises a myriad of sSETG modes with different real frequen-
cies. On these steep gradient region flux-surfaces, the high gas
pulses both peak at lower &, p, than the low gas pulses, which,
as we shall see, has implications for turbulent heat transport
due to ETGs at this flux surface.

Table 1. Minimum wavenumbers in the x-direction and
maximum wavenumbers in the y-direction for the nonlinear flux
tube simulations presented throughout. Other simulation
parameters can be found in appendix A.

Ptie, ped +/)I~Te. ped l+pf’”e. ped

- 2 P, ped 2
kominps  ~0.67— 13  ~0.67— 1.3 ~13
kymaxPs 157.5 1575 317.5-407.5

We now proceed to run nonlinear counterparts of the twelve
linear simulations shown in figure 6. For all of the simulations,
the velocity and parallel grids were set to the same as in the
linear analysis (see appendix A), and we use |kymaxp,| = 83,
and kyminp, = 2.5. The chosen values of k, i, and ky, yax for
each flux surface are shown in table 1. Convergence tests
in the simulation parameters have been carried out and are
described here and in appendix A. The flux spectra for these
twelve simulations as a function of k,p, are shown in figure 7
and are plotted such that integrating over a given range of
kyp, corresponds to the total heat flux in that k,p, range.
For the two most radially inward flux surfaces A and B, the nor-
malised flux spectra peak at approximately the same location,
with the exception of the HPLG pulse which peaks at larger
k)'pS'

On the steepest gradient surface C, the LPLG pulse car-
ries negligible ETG heat flux due to its comparatively low 7,
value. Both high gas pulses have very similar flux spectra and
therefore total normalised electron heat flux. The HPLG pulse
peaks at higher k,p, than the two high gas pulses but a sig-
nificant fraction of the heat flux occurs at high &, p. Linearly,
modes at high &, p, often possess a significantly larger parallel
wavenumber k. than their counterparts at lower k,p,. We note
the area under both high power curves is approximately the
same for both gas levels, meaning that the normalised heat flux
is approximately the same for both pulses. The HPLG pulse
has a larger Z. than its high gas counterpart, this leads to a
stabilisation of ETGs and a reduction in the turbulent heat flux
when the effect of impurities are included in the simulations
(as they are throughout this section). For further details see
appendix B.

The magnitude of the ETG turbulent heat flux Q. g in MW
from these simulations is shown in figure 8 as blue bars for the
low power pulses and red bars for the high power pulses. Also
plotted as yellow bars in the same figures is the total neoclas-
sical heat flux Oyc (dominated by the ion component) calcu-
lated using NEO [35, 36]. Note that our assumption of 7; = T,
(and hence wr; = wr,) means that Oyc may be overestimated
somewhat, particularly at flux surface C. Unsurprisingly, all
three panels show that increases in power lead to increases in
Q. ks and increases in gas puffing result in moderate increases
in turbulent heat flux for all high power pulses and the low
power pulses at flux surface C. The lower panel of figure 8
shows that in the steep gradient region, Oyc is the domi-
nant heat flux channel in the LPLG case, and forms a signifi-
cant fraction of the heat flux in the other cases, a feature that
has been observed in multiple pulses within this dataset [28].
Across all flux surfaces, the HPHG pulses has the largest O, gg
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Figure 5. Growth rate spectra for our four pulses from global gyrokinetic simulations with and without equilibrium flow-shear. Shear
stabilises ITG modes, particularly in the low power pulses which have lower wr, = wr, and higher |y, 5| than their high power counterparts.

which is consistently larger than Qyc. This provides strong evi-
dence for ETG turbulence being responsible for the clamping
of the ETG mid-way through the ELM cycle in this pulse [7].

To summarise and enable comparison with experiment,
figure 9 plots Qry = Qs + Onc for each shot. For the low
gas pulses, power-balance analysis enables us to estimate the
experimental pedestal heat flux Qgxp [28]. We see that the
combination of Q. ks and QOyc allow us to match the exper-
iment remarkably well, and a large fraction of the pedestal
transport is attributable to ETG turbulence. For the high gas
pulses, we are unable to estimate Qgxp as the ELM frequency
is too large for the power-balance analysis to be reliable [28].
Note, the experimental uncertainties in the temperature and
density gradients can be significant in the pedestal, which may
modify our answers somewhat. We have made no attempt to
robustly capture the low k,p, pedestal TETGs and sETGs in
our nonlinear simulations. To do so would require a signifi-
cantly smaller kyminp, ~ 0.5, and, due to the slower growth
time of TETGs, the simulations would have to be run for much
longer to ensure convergence [49].

4. Normalised temperature and density gradient
scans

Having demonstrated the importance of ETG turbulence in our
JET-ILW discharges, it is important to gain an understand-
ing of how the level of turbulence responds to changes in the
parameters that drive it. In this section, we focus specifically on

the physics of ETG modes in transport barriers by considering

I+pin, . .
the p, = % flux surface C only. To establish proxim-

ity to thresholds and understand the main mechanisms driving
heat transport in JET-ILW pedestals, we perform scans in w;,
and wr, around their nominal values for the HPHG case and

display results in figures 10(a) and (b) respectively. The upper
and lower panels of figure 10 display the growth rate and real
frequency spectra respectively. Note that by performing these
scans we are implicitly probing the experimental errors in our
TS fitted profiles displayed in figure 1. In the w,, scan, the
peak growth rate no longer increases as 7). is increased via
decreases in wy,, around the nominal value. Crucially, the spec-
trum moves to lower kyp, as w,, is decreased. This means for
a given k,, the mixing length estimate v/k> would increase
resulting in an increase in transport. Figure 10(b) shows dif-
ferent behaviour. The value of 7, is increased across the same
range as figure 10(a), but by doing so via increases in wy, the
growth rates are increased in addition to decreases in k, p,. The
traces that are the closest to the critical value for the onset of
SETG modes 7, ~ 1[26, 50], show that the w,, scan produces
higher growth rates than the wy, scan. However, while this
pulse is subject to a similar 7, threshold as observed in refer-
ences [26, 50], the green traces at 7, > 5 show that this surface
in the discharge is far above this threshold, with 7, ~ 4, in
a regime where the growth rate is sensitive to wy, and rela-
tively insensitive to wy,,. This likely represents a transition to
more ‘core-like’ modes at low wj, in that they are peaked at
the outboard midplane. We use the term ‘core-like’, because
despite the characteristics mentioned above, the modes owe
their existence to large, pedestal-relevant values of wy, and
extreme shaping due to the pedestal geometry. In figure 10(b),
the most extreme value of 7, in the scan (brown trace) dis-
plays an apparent mode transition in the vicinity of k, p; ~ 150.
These are modes with such high parallel wavenumber that
their eigenstructure cannot be satisfactorily resolved even with
n, = 480 grid-points, which leads to the growth rate of these
modes being slightly over-predicted. This does not/will not
affect any of the forgoing/following because: (i) the error in
the over-predicted growth rate is negligible, (ii) even if it were
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Figure 6. Growth rate spectra across our four pulses for three
different generalised flux surfaces A, B, C displayed in left, middle,
and right columns respectively. The colour of the traces and
line-styles have the same meaning as in figures 1 and 2. Flux
surfaces A and B show that the normalised growth rates in the low

power pulses are larger than those of the high power pulses. The

growth rates of the high gas pulses in flux surface C, the

steep-gradient region, peak at lower k,p, than the low gas growth

rates.
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Figure 7. Heat flux spectra as a function of k,p; for our four pulses
at each of our three flux surfaces. From top to bottom the panels
display results for flux surfaces A, B, and C. The colours and
linestyles in each panel follow the same convention as previous
figures. The units of the y-axis are normalised to gyro-Bohm units.

not, these modes exist at much higher k,p; than the peak in
the growth rate spectrum and therefore their contribution to
the total heat flux is expected to be smaller than the contri-
bution from modes at lower k,p,, and (iii) the problem only
arises at wr, ~ 40% higher than nominal, so has little impact
on nonlinear simulations of the experimental equilibrium.
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neoclassical heat flux (dominated by the ion component) is shown in
the yellow bars. Thatched bars correspond to high gas pulses, while
those without thatches correspond to low gas pulses.

To obtain a macroscopic view of this among the four shots,
for each shot we perform w,, and wy, scans across the same
fractional increases in 1), and plot the peaks in the growth rate
spectra such as those shown in figure 10 for each scan as a
function of 7, /7., where 7 is the nominal value. The results
of this are shown in figure 11 (in which panel (d) corresponds
to the data shown in figure 10), and a list of the (rounded)

w S w ()]
L L L L

Heat transport [MW]

LPLG HPLG LPHG HPHG

Figure 9. Average ETG turbulent (blue/red) and neoclassical heat
flux (yellow) taken across the flux surfaces A—C. Thatched bars
correspond to high gas pulses, while those without thatches
correspond to low gas pulses. Black lines show the estimated power
crossing the separatrix for the low gas pulses, along with a dark
translucent region denoting the standard deviation in the data used in
the power balance analysis [28].

Table 2. Nominal values of wy,, wy,, and 1. = wy, /wy, for our
four pulses.

LPLG LPHG HPLG HPHG
wr, 31 34 43 25
Wne 21 10 16 6
e 15 34 2.7 40

nominal values of wr,,wy,,, and 7, for each shot is shown in
table 2. In all cases, we see sharp increases in the peak growth
rate associated with increases in 7, via decreases in w,, at
Te/Meo < 1. The value of 7, at this critical point is ~1 in all
cases, corresponding to the well known threshold [26]. At the
values of 7, in these discharges, which are well above thresh-
old, and where 7, /7., ~ 1, anincrease in the peak growth-rate
can only be achieved via an increase in wr,. Thus, with perhaps
the exception of the LPLG scans, at this general steep-gradient
flux surface, our pulses have such small w,, values that they
are in an 7, regime far beyond the critical value where the
growth rate is sensitive to wr,, and relatively insensitive to
wp,. This is because, at low density gradient, the ETG growth
rate is no longer sensitive to wy,, and is entirely determined by
the fundamental drive from wy,, which is constant in the wy,
scan. A similar effect has been observed for a variety of ITG
eigenmodes in [51]. In this region of parameter space with low
values of w,, and high values of wr,, the ETG turbulence dis-
plays a hybrid ‘core-like’ toroidal (due to magnetic curvature
effects) and sETG character, which we will investigate in more
detail in future work.

Having examined the linear response of ETGs to chang-
ing driving parameters, we now carry out a similar exer-
cise to quantify the variation in the nonlinear turbulent heat
flux and the level of stiffness in the high power pulses. In
figure 12, we plot the heat flux in SI units against the frac-
tional change in 7, from a series of nonlinear simulations at
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Figure 11. The peak in the growth rate spectrum v, as a function of the normalised 7, in which wy, (solid-orange) and wr, (dashed-blue)
have been scanned for each of our four pulses. The bottom right panel corresponding to the HPHG displays data shown in figure 10.

varying w,, and wr,. By plotting against the fractional change
in the experimental value of 7, we are able to examine the
qualitative changes in heat flux with wy, and w,, from two
pulses with disparate flux spectra (see figure 7) and different
values of 7). (see table 2). The solid and dashed black traces
denote scans in wr, and w,, respectively. The data that com-
prises panel (a) was obtained using n, = 240, while the data
comprising panel (b) required n, = 480, for reasons we discuss
below. All simulations shown in figure 12 use two dynamic

particle species only, with the role of impurities being lim-
ited exclusively to collisions via Z. The two simulations at
Ne/Meo = 1 are therefore the two-species counterparts of the
red traces in the lower panel of figure 7, and the actual ETG
heat flux is overestimated as a result. Including impurities in
the following analysis is a worthwhile line of future enquiry,
but we do not expect that it would qualitatively change the
results of figure 12. To summarise the main observations of
figure 12:
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Figure 12. Heat flux due to ETG driven turbulent transport as a function of 7, /7 in the steep gradient region of two high power JET-ILW
pulses with different gas rates. For each pulse, 7, is scanned around the nominal point using two methods: (i) increasing wr, (solid black
lines) and (ii) decreasing w,, (dashed black lines). Blue and red (obscured) traces denote fits applied to the data comprising the wr, scans
(note the fractional change in wr, is the same as the fractional change in 7,).

(a) Below the nominal value of 7, the values of Q. in SI units
are slightly larger in the w,, than they are in the wy, scan.
This is in agreement with the linear results plotted in the
lower panels of figure 11, in which the peak in the growth
rate spectrum is also larger in the w,, scan than it is in the
wr, scan below the nominal 7,..

(b) Also in qualitative agreement with the linear results of

figure 11, beyond the nominal 7., larger Q. variations are

observed in the wy, scans than in the wy,, scans.

(c) Transportincreases steadily and approximately linearly as
7, 1S increased via wy, .

(d) The variation in Q,, with wr, is nonlinear in the wy, scans.

We can draw upon linear results to interpret these nonlinear
findings. Regarding point (iii), linear results show that despite
the growth rate plateau as w,, is decreased (figures 10(a)
and 11), the growth rate spectrum moves to lower kyp,
(figure 10(a)). This means that provided the character of the
eigenfunction is the same (i.e. it has similar k, averaged over
the field line), we would expect more heat transport due to a
smaller k, and therefore smaller k| . Also shown in figure 12
are fits to the data comprising the wy, scan using two different
fitting functions:

63

Qe x (wTe - aw"e,O)‘

ey

Q. x (o.)Te — 5wne,o)ew%e

2

the use of which we will justify in the following. Equation (1)
(equation (2)), « (§) represents the threshold value of 7, for
the onset of heat transport from sETG turbulence according to

1
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Figure 13. Normalised ETG heat flux as a function of 7,. Red and
blue traces correspond to data from the HPHG and HPLG pulses
respectively and black stars denote the operational points. For each
pulse, 7, is scanned around the nominal point using two methods: (i)
increasing wr, (solid lines) and (ii) decreasing w,, (dashed lines).
The heat flux is normalised to the modified electron gyro-Bohm heat
flux which uses the temperature gradient length Lz, in the
normalisation. The solid green line shows the trend

Qc/0cBe = 1.5[ne — 1.4], details of which can be found in
reference [50].

Wl or = Te, crWne s while w,, , denotes the nominal value of w,,
which can be found in table 2. Equation (1) gives critical values
of Do =a=0.75£0.06 and 7., = o = 0.86 £ 0.09 for
the HPHG and HPLG wy, scans respectively. These values are
in excellent agreement with each other, and are consistent with
the linear thresholds shown in figure 11 and reference [26].
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HPLG pulse. Data corresponds to that shown in figure 11(c) and is qualitatively the same for all four pulses. The apparent discontinuity at

<

~

Ne/Meo = 0.2 is due to the modes with 7,

The exponents of equation (1) are § =3.21+0.05 and
B8 =3.02 £ 0.12 for the HPHG and HPLG wry, scans respec-
tively and are again in excellent agreement with one another.
Under the condition wr, > wr, o, = Ne, cxWn > 1.€. Well above
marginality, equation (1) would approximately reduce to
Qe =~ w%e for both pulses, which is close to the scaling pre-
dicted theoretically for core ITG turbulence well above thresh-
old using the critical balance hypothesis [41, 42].

Using equation (2) as the fitting function results in
Neer =0 =1274+£0.09 and 7., =06=124+0.05 for
HPHG and HPLG respectively, while the exponent is
€=132£0.04 and € =1.30£0.03 for the HPHG and
HPLG wy, scans respectively. As e deviates only slightly
from a linear dependence, it is clear that the fits using both
parameterisations in equations (1) and (2) reduce to Q. ~ w%e
for these pulses when wr, > wr, ., = 7, erWng - Both the
threshold values of 7, ., = ¢ and the weakly nonlinear expo-
nents € are in good agreement with reference [50], which we
now discuss.

The fits to equations (1) and (2) are overlaid in figure 12
where the former has been obscured by the latter but is still
retained in the figure legend. These fits are not normalised
whereas in reference [41], the core ITG ion heat flux is
normalised to the ion gyro-Bohm heat flux, Qgg; using the
major radius R as the normalising equilibrium length scale. In
figure 13 we replot the data displayed in figure 12 in electron
gyro-Bohm units but instead using the temperature gradient
scale length Ly, as the relevant scale length in the normali-
sation. Henceforth, we reserve the notation Qgg. to refer to
the ‘core’ gyro-Bohm factor which uses the macroscopic scale
length (the minor radius a in this case), and Qygg. to refer to a
modified gyro-Bohm factor which uses the temperature gradi-
ent scale length Ly, which is more appropriate in the steep gra-
dient region of the pedestal. Figure 13 shows that Q./Oygge
has an approximately linear dependence on 7, in both the w,,,
and wr, scans for both pulses. This is consistent with our fits
to the electron heat flux dependence on wr, using equation (2),

1 being stable, see figure 11.

which can be recast to use 7, as the independent variable, to
give:

Qe/QGBe X (776 — e, cr) w%e; (3)
where we have approximated ¢ ~ 1 and normalised the flux
by Ogge. Which is constant throughout the scans. Dividing
both sides of equation (3) by w%e results in linear scaling gives
0./ OMGBe X Me — Te.or» itTespective of whether wr, is scanned
at constant w,, or wy,, is scanned at constant wr,. All four
scans across the two pulses display approximately the same
nearly linear dependence of the heat flux (appropriately nor-
malised) on 7,. Gyrokinetic simulations of ETG turbulence
close to threshold (1 < 7, < 2.5) in DIII-D pedestals have
been shown in reference [50] to fit the expression Q. / OmcBe
1.5[ne — 1.4]. This is in close agreement with the fits to
JET-ILW pedestal data in this paper using equation (2).
Our results are therefore consistent with this model, show-
ing only moderate differences in the gradient of the graphs
(related to the profile stiffness) among our two pulses. It is also
interesting to note the role that increased gas puffing has on the
heat flux at the operational point when using this normalisa-
tion—increasing the gas moves the pulse up the approximately
linear Q./Owmgge VS 7. curve. While the heat flux in MW is
the same for the HPLG and HPHG pulses in the steep gra-
dient region (see figure 8(C)), the normalised steep gradient
heat flux (with Ly, as the scale length) is approximately four
times larger in the HPHG than in the HPLG case. We note that
our data range 1 < 7, < 6 exceeds the 7, < 2.5 data range
used in reference [50] and, unlike reference [50], we have
not carried out any nonlinear simulations close to the critical
threshold.

The results presented in figure 13 show that variations in
7 via w,, and wr, produce nearly identical trends in the nor-
malised turbulent heat flux. This appears to be inconsistent
with the linear results presented in figure 11, in which the wy,
and wr, scans produce different trends. To resolve this appar-
ent inconsistency, figure 14(a) replots the HPLG peak linear
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growth rate data shown in figure 11(c), but instead using Lz,
as the scale length in the growth rate normalisation. The differ-
ences in the peak growth rate trends between the wr, and wy,
scans are now less pronounced, with the scans showing similar
trends until 7, exceeds 7, . In the wy, scan, as 7, is increased
above 1), (by raising wr,), the normalised peak growth rate
actually starts to decrease slightly, whereas in the w,, scan,
the peak growth rates saturate as 7, is increased by reducing
wh, - In figure 14(b) we also plot the trend in the value of k,p;
for which the HPLG growth rate peaks as a function of 7, /1, ¢.
This is also near-identical for 7), variation via either w,,, or wr,.
This strongly suggests that it is 7, that determines the location
of the peaks in the turbulent heat flux spectra shown in the
lower panel of figure 7; indeed, the peaks in the lower panel of
figure 7 can be ordered from right to left in increasing 7,. This
distinctive dependence of the spectrum on 7, is a key compo-
nent of a new quasilinear model of ETG pedestal turbulence
described in [38]. While the corresponding traces for the other
three pulses are not shown, the trend is qualitatively similar.
The mode structures (not shown) are similar in both scans,
meaning the value of k; is also the same between the two scans
and follows a similar trend to that shown in figure 14(b). Cou-
pled with the similar growth rate trends shown in figure 14(a),
this results in the two scans having similar mixing length esti-
mates ~ 7/ k%, and therefore similar levels of transport. Thus,
taken together, these two results allow us to establish a strong
link between linear ETG microinstability simulations and non-
linear turbulence simulations. While there are certainly more
subtleties to this logic that should be explored in more detail,
figure 14 nevertheless provides valuable insight for the devel-
opment of future reduced models of ETG turbulence in the
pedestal.

5. Discussion and conclusions

Using local gyrokinetic simulations, we have examined the
impact of ETG modes on turbulent transport in four JET-ILW
discharges with varying levels of input power and gas fuelling.
For each of the four pulses, we have examined the linear sta-
bility and nonlinear turbulence associated with ETG modes
at three different flux surfaces from the top of the pressure
pedestal to the steep gradient region. We found that large binor-
mal wavenumbers k,p, along with many grid points in the
parallel direction were necessary to accurately compute both
linear growth rates and nonlinear heat fluxes. The sum of ETG
turbulent heat flux and neoclassical heat flux computed using
NEO were able to successfully (within the broad error bars of
experiment) match the power crossing the separatrix for the
low gas pulses. We were unable to get an estimate of Qpxp for
the high gas pulses due to the large ELM frequency [28], but
we believe it is likely that the combination of ETG and neo-
classical heat flux also contributes a large fraction of the heat
transport for these cases.

We then performed linear scans of the normalised temper-
ature gradient wy, and the normalised density gradient w,,, for
each of the four pulses, demonstrating that these pedestals have
values of 1), far above the critical value for the onset of SETG
modes [26]. Rather, they are in a regime in which the linear

stability of these modes is more sensitive to changes in wr,
than changes in w,,. Despite this observation, the value of k, p;
for which the linear growth rate spectrum peaks was deter-
mined by 7, in all four cases, with higher values of 7, leading
to lower values of kyp,. This is also consistent with the steep
gradient nonlinear flux spectra presented here, and is a key
component of a new quasilinear model of ETG pedestal turbu-
lence described in [38]. Corresponding nonlinear scans in wr,
and wy,, for the two high power pulses showed similarities with
trends in the peak growth rates from linear simulations. Below
the nominal gradient values, increases in 7, via decreases in
wy, produced larger peak growth rates and heat fluxes than
increases in 7), via increases in wr,. The opposite was true
above the nominal gradient values, with the wr, scan produc-
ing larger heat fluxes and growth rates, the former increasing
dramatically as wr, is increased and displays evidence of criti-
cal balance [41, 42]. We then renormalised our nonlinear heat
flux data in units of the modified electron gyro-Bohm heat flux
using the temperature gradient scale length Ly, . With this nor-
malisation, the changes in heat flux with wy, and w,, were
very similar for the HPHG pulse, and nearly identical for the
HPLG pulse, resulting in a general trend of normalised heat
flux increasing with 7).. The trends in this normalised heat flux
with 7, were similar among the two pulses, and were in broad
agreement with the scaling reported from gyrokinetic analysis
of ETG turbulence in DIII-D pedestals [50]. Figure 12 shows
that at the smallest values of 7, simulated, there is negligi-
ble turbulent heat flux due to ETG modes. This corresponds
to plasmas with large values of w,,, (or equivalently small val-
ues of wr,), which is broadly the regime of JET—C pedestals
(see, for example, figure 12 of reference [25]). Indeed, the
simulations presented in reference [25] showed that when the
relative shift between the density and temperature pedestals
is increased (producing a decrease in w,, and therefore an
increase in 7)) from values representative of JET—C to values
representative of JET-ILW, the ETG linear growth rates and
turbulent heat flux increases dramatically.

An important result of this paper is the comparison between
the HPHG and HPLG flux spectra shown in figure 7(C). We
have shown that the normalised steep gradient heat flux (with
Ly, as the scale length) is approximately four times larger in
the HPHG than in the HPLG case, while both pulses have simi-
lar total heat flux in physical units. Simulations presented here
and in previous works have shown that SETG turbulent heat
flux increases as 7, increases, our simulations extend this work
by exploring in more detail what happens well above the 7,
threshold as we push to higher wr, values.

The primary results of this work can be succinctly sum-
marised as follows:

e The heat flux from single scale ETG simulations com-
bined with neoclassical simulations is in remarkably good
agreement with estimates of the experimental heat flux
for the two low power pulses, and is likely the dominant
transport mechanism in the high gas pulses as well.

® 7). = wr,/wy, is an important parameter which charac-
terises the location of the peak in the ETG growth rate
and heat flux spectra.
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e In the steep gradient region of the pedestal and at density
and temperature gradients exceeding experimental values,
the largest increases in growth rate and heat flux in SI units
comes from increases in wry, .

There is a strong increase in Q. as wr, increases above
the experimental point, suggesting that ETGs limit the
temperature gradient in these pulses in strong support of
experimental observations [7].

When the heat flux from the wy, and w,, scans is plotted
in electron gyro-Bohm units using the temperature gradi-
ent scale length Ly, as the equilibrium scale length, both
scans and both pulses follow a similar trend with 7, which
agrees well with the model of reference [50].

Throughout this paper, we have tried to be candid with
regards to the challenges and shortcomings of our simulations,
particularly with regards to resolution in the parallel direction.
An awareness of these issues is vital if we are to be able to
improve our understanding of ETG turbulent heat transport in
the pedestal. As an example, when comparing two linear ETG
spectra, it may be tempting to suppose that a spectrum that
peaks at lower k,p; must have a larger mixing length estimate
X ~ 7/k* and therefore must carry more heat flux. Figures 6
and 7 demonstrate that such an assumption would be flawed for
the high power pulses at flux surface C as there exists modes
with large k; at high k,p, which contribute a significant frac-
tion of the heat flux. This leads to the two pulses having similar
dimensional heat flux levels despite peaking at significantly
different values of k,p,.

Despite our simulations encompassing a large range of
physical effects and length scales vital for comparison with
experiment; the 30+ nonlinear simulations and associated res-
olution testing required for this study necessitated the exclu-
sion of some possibly important physical effects. One such
effect is the interaction between ETG modes and MTMs in
the pedestal which was presented in reference [52]. This was
not included in our electron scale nonlinear simulations as our
minimum resolvable wavenumber was k,p, and MTMs gen-
erally peak at kyp, ~ O (107'); see, for instance, section 2.°
We also made no attempt to robustly capture k,p; ~ 1 ETGs
in our steep-gradient nonlinear simulations and the linear sim-
ulations presented in section 3 onwards which are restricted to
0y = 0 [20]. To do so would require a significantly smaller
kyminps ~ 0.5, and the simulations would have to be run
for much longer to ensure convergence due to the slower
growth time of TETGs and sETGs that peak away from
the outboard midplane [49]. This was achieved in reference
[49], the trade off being the absence of electro-magnetic
effects and dynamic impurity species, as well as the use
of strong hyper-diffusion to damp modes at large k,p,. The
steep-gradient region SETG turbulent heat flux reported in the
steep-gradient simulations here required large values of n, and
kymax, thus, to adequately resolve the sSETGs reported here

5 We note that in reference [52] the simulations were unable to model the inter-
action on the growth time-scale of the MTM, however, and the parallel grids
may have been insufficient to resolve the high parallel wavenumber SETGs
reported here (but were locally converged in parallel grid resolution).

along with off-midplane ETGs would be an immensely chal-
lenging multi-scale problem in all three spatial coordinates
x,y, and z.

While this manuscript finds many points of intersection
with the works of [49, 52], none of these three works have
attempted to simultaneously capture: (i) multi-scale interac-
tions with MTMs, (ii) ETG turbulent heat-flux that peak at
locations other than the outboard midplane, (iii) high k, sSETGs
such as those studied here, and (iv) the stabilising effect of
impurities. Future investigations of points (i)—(iv) simultane-
ously would make for an enthralling study, but a thorough
understanding of each of these things in isolation and placing
them firmly in the context of experimental observations must
be the first step.
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Appendix A. Simulation parameters

Three particle species were used throughout all the local and
global linear simulations presented in this manuscript. The
third species was assumed to be a dominant beryllium impu-
rity, and its contribution included in the equilibrium self-
consistently using the best available estimates of the effective
charge Z.;. Three species were also used in all nonlinear sim-
ulations presented in section 3 for the comparison to experi-
mental heat fluxes. The nonlinear normalised temperature and
density gradient scans presented in the latter half of section 4
used two particle species, and instead partially included the
effects of impurities by specifying Z.; which enters into the
collision operator.

A.1. Local linear GENE simulations

For the local linear simulations presented throughout the par-
allel velocity domain spanned |y, | = 3vrp using n, = 36
grid-points and the magnetic moment co-ordinate was from
0 to 9 using 16 grid points. Convergence tests were carried
out increasing both the ranges and the number of grid-points
and no appreciable difference in the linear growth rates were
found. We used n;, = 13 connected flux-tubes in all linear
simulations, and a minimum of n, = 240 parallel grid points


mailto:PublicationsManager@ukaea.uk

Nucl. Fusion 62 (2022) 086028

B. Chapman-Oplopoiou et al

1+ Pt e pea
HPLG - py = — oo
20.0
n, =240 n, =480
1754 == nz =240 - with Be —== n,=480 - with Be

T T
10! 10?

kyps

Figure B1. Heat flux spectra as a function of k, p; for the HPLG
pulse at flux surface C. Dashed (solid) traces correspond to
simulations in which beryllium is (is not) included in the simulation
as a dynamic impurity species. The green traces correspond to
simulations with n, = 240 grid points while the orange and red
traces correspond to simulations with n, = 480 grid points. The
dashed red trace is identical to that shown in figure 7(C).

were used in all simulations (note that n, = 240 is proba-
bly more than is needed for the two most radially inward
flux surfaces). For some ETG simulations at values of nor-
malised temperature gradient significantly above the nominal,
n, = 480 was required to resolve slab modes with a lot of par-
allel structure. All simulations used collisions providing natu-
ral velocity space dissipation so only a modest value of parallel
hyper diffusion Aypv = 0.2 was used. In the parallel direction
hypz = —1 was used.

A.2. Local nonlinear GENE simulations

The velocity domains were the same as in the linear
simulations but n, =8 grid points were used. We used
240 < n, < 480 for our convergence testing and discuss this in
more detail in the main text along with the resolution in the x
and k, directions. In the parallel velocity direction hypy = 0.2
was again used and the parallel hyperdiffusion strength was
increased to hypz = —2.In 11 of the 12 simulations presented
in section 3, no hyperdiffusion was used in the x and k, direc-
tions (hence the large k, max values, discussed in the main text).
The exception to this was the HPLG simulations presented in
figure B1 and the dashed-red trace in figure 7(C). These sim-
ulations, and those presented in section 4, used small levels
of hyperdiffusion in the x and k, directions provided by the
GENE’s GyroLES adaptive hyper-diffusion algorithm [53].

A.3. Global linear GENE simulations

The global simulation parameters are as follows:

e |, = 4utp with Ny = 64

'parallel |

e 0 < < 11usingn, =24
e n, =320

e n, =284

o hypy =0.2
e hiypx =1.0
e hypz= -3

A.4. NEO neoclassical simulations

NEO input files were prepared with three species (Be as the
intrinsic impurity), assuming equal electron and ion tempera-
tures and selecting the default full linearised Fokker—Planck
collision operator. General Grad—Shafranov geometry spec-
ified with Fourier coefficients were used. Default values
for the numerical resolution were applied: Ny = 17 for the
number of poloidal grid points, Ne = 17 for the number of
&-polynomials (§ = v| /v is the cosine of the pitch angle)
and N, = 6 for the number of energy polynomials in the
computational domain.

Appendix B. The effect of impurities on ETG
modes

The effect of dynamic impurities on the heat flux is inves-
tigated in figure B1 for the HPLG pulse at the steep gra-
dient flux surface C. The dashed traces display the results
of simulations in which, like the rest of the simulations in
this section, a beryllium impurity was included as a third
dynamic species; while the solid traces correspond to two-
species simulations which instead specified Z. = 1.66 and
therefore only partially model impurities via collisions. In
both cases the equilibrium is kept fixed, any small changes in
the equilibrium are expected to play a minor role here. Also
shown in figure B1 is the effect of doubling the parallel res-
olution both with and without dynamic impurities. The green
traces display results using n, = 240 while the yellow and red
traces use n, = 480. The red-dashed trace is identical to that
shown in the bottom panel of figure 7. Strikingly, we see that
even for this low value of Z. (compared to a typical JET-C
value), neglecting impurities over-estimates the heat flux by
~36% regardless of the n, resolution. The stabilising effect on
ETG turbulence when using dynamic impurities arises from
their contribution to the adiabatic ion response which reduces
the instability drive [54]. This has also been demonstrated
in [26] where it is also captured as an effect in the critical
gradient formula contained within. This stabilising effect of
impurities may be contribute to the improved pedestal per-
formance seen with moderate nitrogen seeding on JET-ILW
[6, 10, 11]. We note that the HPLG pulse for which we
have demonstrated this effect has the highest Z.¢ of our four
pulses, therefore stabilisation of ETG modes via impurities is
expected to play less of a role for the other three pulses.
Figure B1 also shows that doubling n, increases the total heat
flux and downshifts the k, spectrum very slightly, with an 11%
increase in the three species cases and a ~7% increase in the
two species cases. Similarly small increases in heat flux with
increasing n, were observed for the other pulses, and we can



Nucl. Fusion 62 (2022) 086028

B. Chapman-Oplopoiou et al

therefore proceed confident that the results presented in this
section are converged.
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