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SUMMARY

We describe an elastic wave propagation laboratory that enables a solid object to be artificially
immersed within an extended (numerical) environment such that a physical wave propagation
experiment carried out in the solid drives the propagation in the extended (numerical) environ-
ment and vice versa. The underlying method of elastic immersive wave experimentation for
such a laboratory involves deploying arrays of active multicomponent sources at the traction-
free surface of the solid (e.g. a cube of granitic rock). These sources are used to accomplish
two tasks: (1) cancel outgoing waves and (2) emit ingoing waves representing the first-order
interactions between the physical and extended domains, computed using, for example, a
finite-difference (FD) method. Higher-order interactions can be built by alternately carrying
out the processes for cancelling the outgoing waves and the FD simulations for generating the
ingoing waves. We validate the proposed iterative scheme for realizing elastic immersive wave
experimentation using 2-D synthetic wave experiments.

Key words: Numerical modelling; Numerical solutions; Body waves; Wave propagation;
Wave scattering and diffraction; Wave propagation experiments; Internal absorbing boundaries.

1 INTRODUCTION

Elastic wave experimentation in a laboratory has a number of ap-
plications, for instance, for studying material anisotropy (Tsvankin
2012; Qi et al. 2015; Yang et al. 2016), fracture behaviour char-
acterization (King 2002; Pinto e al. 2018; Nosjean et al. 2020),
experimental time reversal (Derode et al. 1995) and noise interfer-
ometry (Snieder ef al. 2002; Hadziioannou et al. 2009) and testing
wave-based imaging, tomography and inversion methodologies, for
example, Marchenko focusing (Wapenaar et al. 2014) and full wave-
form inversion (Tarantola 1984; Brenders & Pratt 2007; Fichtner
2010). Many of these applications would ideally require the experi-
mental domain to be an unbounded solid object, which enables the
study of full elastic wavefields, including both compressional (P)
and shear (S) waves (McDonald ez al. 1983).

However, wave experiments carried out in realistic, size-limited
setups typically suffer from unwanted backscattering of waves, in-
cluding mode-converted reflections, from the traction-free surface
enclosing the experimental volume (e.g. Larose ef al. 2010). These
boundary-generated waves often strongly interfere with, or com-
pletely mask, the waves of interest, preventing any data interpreta-
tion that aims to study the scattering only within the experimental
domain (Sivaji et al. 2002; Bretaudeau ef al. 2011; Mikesell & van
Wijk 2011; Arthur et al. 2012). A conventional solution to this
boundary problem relies on increasing the frequency of the prob-
ing signals such that the wavelength is orders of magnitude smaller
than the size of the experimental domain. This allows separating the
imprints associated with the interior scattering from those related
to reflecting boundaries in the recorded data. However, the use of

frequencies (e.g. 10s to 100s of MHz) that are significantly higher
than the seismic band (e.g. 10s to 100s of Hz) is not optimal for
studying real Earth materials (with porosity, fluid saturation and
fine-scale heterogeneity) for which the physics typically strongly
depends on frequency.

An effective solution to remove the boundary problem limited by
the use of low frequencies can be anticipated, inspired by so-called
acoustic antisound technology, where physical sources actively can-
cel propagating waves (Williams 1984; Berkhout ez al. 1993; Cheer
2016). By spanning a physical boundary with arrays of sources, the
boundary causing waves to be reflected can be rendered transpar-
ent (Becker et al. 2020). For a solid experimental domain, Thomsen
et al. (2019) demonstrated that by using multicomponent piezoelec-
tric sources, elastic waves can be absorbed (including both P and
S modes) at a traction-free end of a 1-D aluminum beam. Hence,
as suggested by Thomsen et al. (2019), an extension to a 3-D solid
object (e.g. a cube of granitic rock) should be possible by deploying
arrays of three-component (3C) sources at the free surface of the
object.

Fig. 1 illustrates such wave control experimentation. In panel (a),
the physical domain bounded by the traction-free surface is shown.
Reflections and mode conversions (ray paths 3) of outgoing waves
(ray path 1) at the free surface are indicated. In panel (b), an
elastic immersive boundary condition (IBC) is applied, comple-
menting the traction-free surface. Outgoing waves (ray path 1)
are absorbed at the surface, thereby avoiding unwanted surface-
related reflections and mode conversions [i.e. ray paths 3 in
panel (a)]. In addition, synthesized waves for the exterior corre-
sponding to scattering from a virtual scatterer are introduced into the
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Figure 1. (Colour online) (a) Schematic plot of a physical experiment with a
free-surface boundary condition. The solid black square denotes the traction-
free surface. The black star denotes an internal source used to generate wave
energy. Arrow 1 represents the path of outgoing wave energy, and arrow 3
represents boundary reflections, including mode conversions. (b) Immersive
wave experiment. The solid red square denotes the emitting surface S°™
enclosing the physical domain. Arrows 2 and 4 represent the paths of wave
propagation implicitly outside S™ in a virtual domain and into the physical
domain, respectively.

elastic medium through the IBC, creating a new wave state where
waves travel back into the physical domain from the exterior (ray
path 4). These ingoing waves represent the interaction with the
extended (numerical) environment (ray path 2), which involves
either an arbitrary medium with numerically modelled waves, or
waves that have been recorded experimentally separately (Vasmel
et al. 2013). In this way, a virtual medium can replace a closed
physical reflecting boundary, creating a desired experiment with
waves propagating seamlessly between the physical and virtual
domains. Following earlier developments for acoustic and 1-D
elastic media (Becker et al. 2018; Borsing et al. 2019; Thomsen
et al. 2019), we refer to this approach as elastic immersive wave
experimentation.

Elastic immersive wave experimentation offers a new genera-
tion of wave-physics laboratories, with much lower frequencies (1—
50 kHz) employed than those used currently to study the elastic
properties of solid objects. Also, setting up a virtual domain allows
studying media with nonlinearity (e.g. Guyer & Johnson 2009) or
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unusual metamaterial-like properties such as enhanced absorption,
negative constitutive parameters and extremely high anisotropy (e.g.
see Pendry 2000; Craster & Guenneau 2012; Wong et al. 2017; Park
& Lee 2019). A hybrid physical-numerical medium can also reduce
the cost of physically making it in a laboratory. The proposed lab-
oratory will enable the experimental study of data-driven focusing
methods, such as Marchenko redatuming, by which the response to
a virtual source in an unknown medium can be retrieved from the re-
flection response measured on one side only (Wapenaar et al. 2013;
Cui et al. 2018). One area of broad interest is how to generalize the
one-sided scheme to an all-sided scheme to study arbitrarily com-
plex 3-D media. It is not clear that this can be achieved. Progress
on this study will increase the understanding of and the ability to
harness the multiply scattered wavefield and drive the development
of next-generation focusing and imaging techniques used in the
laboratory and field.

The key challenge for realizing such immersive experimentation
lies in controlling the IBC sources at the boundary of the experimen-
tal domain. In previous work on immersive wave experimentation
(Vasmel et al. 2013; van Manen et al. 2007), the time signatures
of the IBC sources are calculated by extrapolating the wavefields
recorded along a transparent, closed surface inside the experimental
domain, such that the extrapolation is completed before the outward-
propagating waves arrive at the boundary (see e.g. Becker et al.
2018). Becker et al. (2020) implemented such real-time immersive
wave experimentation for acoustic wave propagation experiments
in a 2-D air-filled waveguide, which enables broad-band interac-
tions (1-10 kHz) with arbitrary exterior virtual environments for
physical experiments in it. However for immersing a solid exper-
imental volume, this methodology is not applicable as measuring
elastic wavefields at many positions inside the solid is typically not
practical due to the inaccessibility of the interior. Therefore, the
wavefield recordings have to be made at the same surface as that of
the IBC source arrays, effectively ruling out using real-time meth-
ods based on wavefield extrapolation for elastic immersive wave
experimentation. Instead, the required time signatures for control-
ling the IBC sources have to be found from free-surface wavefield
recordings.

In order to overcome the above-mentioned challenges for realiz-
ing elastic immersive wave experimentation, we propose an iterative
method that involves alternating physical experiments and numer-
ical, for example, finite-difference (FD) simulations. The iterative
scheme combines and improves various existing experimental and
numerical modelling methods, including: (1) a wavefield separa-
tion method for separating outgoing wavefield constituents based
on injection of free-surface recorded data into an FD simulation
(Thomsen et al. 2021), (2) an internal absorbing boundary condi-
tion (IABC) used in the FD simulation to allow the interior of the
experimental domain to involve arbitrary unknown media (Li et al.
2022b) and (3) a method for computing the interactions between the
physical experiment and the virtual environment using a different
FD simulation for wavefield extrapolation combined with another
IABC. The use of IABCs is critical in each case and thus constitutes
a real enabler.

We begin by presenting the theory for elastic IBCs following
the derivations by Vasmel et al. (2013) for acoustic, and Thomsen
et al. (2019) for 1-D elastic experiments and describe in detail our
iterative method for elastic immersive wave experimentation. In the
following section, we show synthetic examples validating the pro-
posed methodology. We then discuss the limitations of our iterative
method and highlight further development before summarizing our
conclusions.
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2 METHOD

2.1 Theory for elastic immersive wave experimentation

Elastic waves propagating in a solid experimental domain can be
described through the stress tensor 7;(x, 7) and particle velocity
vi(X, ) governed by the following two coupled first-order differential
equations (Virieux 1986):

dvi(x, 1) 9t;(x, 1)

p(x) o7 ox, + fi(x, 1) 1)
and

8 ii . a s

% = c[jk/(X)%kt) + ciju(X)hp(x, 1), )

where x represents a Cartesian coordinate, ¢ is time, v;(X, 7) rep-
resents the particle velocity wavefield (with spatial direction x;),
7;(X, f) represents the stress tensorial wavefield (with components
i), p(x) is the mass density, c;y, is the fourth-rank stiffness tensor, f;
corresponds to a distribution of body force density sources and /y;
corresponds to a distribution of deformation rate density sources.
Einstein’s summation convention applies to repeated subscripts.
Betti’s reciprocity theorem (Aki & Richards 2002) can be derived
from eqs (1) and (2) (see Appendix A), and through this theorem,
the particle velocity wavefield v in the physical domain of an

n

immersive wave experiment [Fig. 1(b)] can be expressed as
0 = [ G130 ¥ V)

+ féema GZ’_{'(X, t | Xemt, 0) * fl_ipll(xe,m, )1 dS(Xem),
3

where $™ is the emitting surface, n; denotes the normal vec-
tor component of S*™, the symbol * denotes temporal convolu-
tion, X, is the location(s) of source(s) inside S™, £ denotes a
distribution of body force sources, 73" (Xemt, £) n; represents nor-
mal tractions at the locations of $*™ in the full domain, combin-
ing the physical experiment and virtual environment, the Green’s
function G;:{ (X, 7 | Xeme, 0) represents the particle velocity (super-
script v) in the n direction (subscript #) recorded at the location
x due to an impulsive point source of body force (f) in the i di-
rection (subscript 7) and GZ’_{ (x, t | X, 0) denotes the impulse re-
sponse due to an interior source at X,. These Green’s functions
involve multiple components for the source and receiver fields and
are associated with the medium inside the physical experimental
domain.

For a physical wave experiment that is only associated with a
distribution of interior sources, that is, without exciting any active
sources placed on the emitting surface S*™, the wavefield in the
interior can be expressed as

wh(x, 1) = / Gl (x, 1%, 0) % [™(x,, 1) dV(x,). (4)

The derivation of eq. (4) can also be found in Appendix A. When
comparing eqs (3) and (4) and provided that the distribution of
interior sources inside ¥ is equal (i.e. /™= /™), the following
relation holds:

U]iull(x, l) = vsh)’(x, t) + % GZ:II(X, t |Xcmta 0)

gemt

# T (Xeme, 1)1 AS(X). (%)

Hence, the difference between the particle velocity wavefields in the
extended, full domain and the truncated, physical domain is equal

S1: Carry out an initial
experiment without an active
L boundary and record data

v

>{ S2: Wavefield separation using
internal absorbing boundaries

v

$3: Window wavefield separation
pau— results for first-order incident
L waves )

v

S4: Apply windowed normal
tractions using boundary sources
L and record data )

Cancel all
reflections
and mode-

conversions
?

v >{ $5: Compute physical-to-virtual
interactions

v

S6: Apply physical-to-virtual normal
tractions using boundary sources and
L record data )

Cancel

Yes higher-
< order
interactions

?

S7: Immersive boundary condition

( END ]

Figure 2. Flowchart describing the iterative method for elastic immersive
wave experimentation.

to the integral over the emitting surface S*™ of the temporal convo-
lution between the Green’s functions associated with the truncated,
physical domain and the normal tractions 7/}"'n; measured in the
full, immersive domain. Hence, the surface integral on the right-
hand side of eq. (5) provides the effect of elastic immersive wave
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(a) Physical experiment (b) Numerical domain (FD) (©) FD simulation /
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Figure 3. (Colour online) 2-D schematic plots of (a) a physical experiment (Step 1 in Fig. 2), (b) the wavefield separation carried out in an FD simulation (Step
2) and (c) computing the physical-to-virtual interaction in a separate FD simulation (Step 5). (a) The solid black square denotes the free surface ST enclosing
the physical experiment. (b) The dashed black square denotes the wavefield injection surface S*P. The dashed purple square denotes the IABC region. The
dashed blue square denotes the virtual recording surface S*"°. (c) The dashed red square denotes the surface SY"*° on which the elastic wavefields obtained
at $¥™° in panel (b) are injected for wavefield extrapolation. The dashed black square denotes the surface S*P for wavefield recording. (a)—(c) The red arrow
denotes (separated) outgoing wave energy, while the blue arrow denotes (separated) ingoing wave energy. The green arrow denotes the (ingoing) wave energy

scattered by the virtual medium.

experimentation, namely:
U:mt(x, t) = % G:J/(X, t | Xemts 0) * tij(xemtv t) nj dS(Xemt)v (6)
Selﬂ[

where v™(x, ¢) represents the particle velocity wavefield inside
the experimental domain due to the densely spaced distribution of
sources on the emitting surface S*™ (also the boundary of the exper-
imental domain). The convolution term G;:‘if * T;; n; shows that the
immersive effect inside the experimental domain is provided by a
dense array of body force sources f; (on S*™) with normal tractions
7;; n; as the source signatures (Li ef al. 2022a). However, note that
these normal tractions are the tractions in an ideal immersive ex-
periment where the free surface of a physical experiment has been
perfectly replaced by a transparent boundary and the surrounding
virtual medium [Fig. 1(b)]. Hence, to establish an immersive field
for the desired physical experiment, the active boundary condition
depends on the desired field itself. Note that a similar situation
exists in acoustic immersive wave experimentation (Becker ef al.
2020), but for the elastic case, one cannot obtain the desired fields
(normal tractions) by extrapolating the wavefields from the inte-
rior as it is typically impossible to measure the wavefields inside a
solid.

The entire challenge of immersing an elastic experiment into a
virtual, numerical environment can be divided into two independent
tasks: (1) cancel reflections of outgoing waves at the boundaries of
an experimental domain and (2) generate waves at the boundaries
representing the (first-order) interactions between the physical out-
going waves and a virtual medium. As we will see below, Tasks (1)
and (2) must be iterated to correctly include higher than first-order
interactions. According to this principle, we partition the required
normal tractions 7;;(Xemt, ) 72; needed for immersive wave experi-
mentation as

) ) hi
T'ﬁl“(xemt, Z)nj = T;;C(Xemts t)nj + Tv'lr(xemtv t)nj + T,'jlg(xemtv t)nj

| )

where 1™ n; and r[‘j’."n‘,- are the normal tractions corresponding

ij
to Tasks (1) and (2), respectively, and ril}ig n; corresponds to the
higher-order interactions between the physical experiment and vir-
tual environment.

The incident part of the normal tractions rl.ij’.“’ n;, corresponding

to physical primary' outgoing waves [ray path 1 in Fig. 1(a)] have to
be sought from data recorded at the free surface, which are the three
components of the particle velocity vector wavefield v (X, 7).
This requires separating the free-surface data, which is achieved
using an FD propagator as described below.
The normal tractions rij.“ n; (in eq. 7) are needed for generating
the ingoing wave energy at the free surface. Obtaining the trac-
tions ri‘]’.ir n; involves extrapolating the separated outgoing waves to
make them interact with a numerical virtual environment (described
below). The normal tractions t,.};.'g n; correspond to higher-order
interactions between the physical experiment and its surrounding
virtual domain. These higher-order interactions can be obtained
by repeatedly applying the approaches for incident wavefield sep-
aration and extrapolation through the virtual medium. This itera-
tive strategy can be understood by comparing it to acoustic IBCs
(Becker et al. 2020): in an acoustic immersive experiment, higher-
order interactions are included in a real-time recursive implementa-
tion, while in an elastic experiment, we have to, in principle, carry
out an iterative method manually by alternating physical experi-
ments, incident wavefield separation, and extrapolation for fulfill-
ing the goal of immersing an elastic wave experiment into a virtual
medium.

! As will be explained in detail below, only primary outgoing waves, that
is, the incident part of first-order interactions with the free surface, must
be considered since higher-order interactions with the free surface will no
longer exist once the first-order interactions have been cancelled.
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(a) full domain (b) physical domain
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Figure 4. (Colour online) Model used for synthetic immersive wave ex-
periments. (a) Full model including the virtual and physical domains whose
interface is denoted by the dashed red square. The black star denotes a source
that generates wave energy, and the black triangle denotes a receiver. The
green block denotes the density scatterer placed in the virtual domain. (b)
Immersive wave experiment bounded by the emitting surface S (solid red
square).

2.2 An iterative method for elastic immersive wave
experimentation

Fig. 2 shows a flowchart describing an iterative method for elastic
immersive wave experimentation. This iterative scheme involves
two cycles of steps. Steps 2—4, comprising the inner cycle (S’ for
‘Step’ in Fig. 2), implement the calculation and application of the
normal tractions ‘El-i;w n; (cf. eq. 7) for the purpose of cancelling
primary outgoing waves in the physical experiment, whereas Steps
5 and 6 implement the computation and application of the normal
tractions rl.j.ir n; for producing first-order virtual-to-physical ingoing
waves. The outer cycle, comprising Steps 5 and 6 and the inner cycle
(Steps 2 to 4), is subsequently repeated to compute and include
higher-order interactions (i.e. r}}'g n;), eventually creating the full
elastic immersive wave experiment. In the following, we discuss the
iterative method step by step and introduce various experimental and

numerical methodologies.

2.2.1 SI: carry out an initial experiment without an active
boundary and record data

The first step comprises recording particle velocity data v (X, £)
at the free surface bounding a solid experimental volume. The data
are associated with one or more sources in the interior of the exper-
imental domain and should be recorded at the free surface when the
IBC sources on the same surface are not active [Fig. 3(a)].

2.2.2 S82: wavefield separation using internal absorbing
boundaries

The second step is based on the wavefield separation method pro-
posed by Li ez al. (2022b), which involves injecting the free-surface
data into a time-domain FD simulation. This wavefield injection,
together with internal absorbing boundaries incorporated into the
FD simulation, allows separating the incident part of the data with-
out any knowledge of the medium properties in the interior of the
physical experimental domain.

To achieve the wavefield separation, deformation rate tensor
sources are first computed from the recorded particle velocity data
and subsequently used as a source term in eq. (2) when solving

eqs (1) and (2) alternately (see Li et al. 2022b, for details). In this
paper, we employ an FD scheme that is second-order accurate in
both time and space. Note that the wavefield injection surface S*P
must have the same geometry as the free surface ST enclosing the
experimental domain, including the same normal n. For this wave-
field injection, the only requirement is knowledge of the correct
model parameters (i.e. c;u, p) at the injection locations (X, on
S$%P), matching the physical parameters at the recording locations
(Xrec 0N ™) in the physical experiment.? The elastic parameters in
other parts of the FD model can be set to equal the parameters of
the background medium as measured or estimated from the physical
experimental domain.

Fig. 3(b) shows the geometry of the wavefield separation for
which the data injection on the surface $*P radiates the outgoing
wavefield constituents of the data outward of S$*P and the ingoing
constituents inward of $P. In the FD simulation, we deploy a novel
TABC inside the wavefield injection surface S (for details, see Li
et al. 2022b). Around the FD domain, a radiation boundary condi-
tion is implemented with convolutional perfectly matched layers to
absorb the separated, outgoing waves propagating out from the FD
domain.

The reconstructed ingoing waves inside the wavefield injection
surface $*P are by-products of the wavefield separation and not
needed. The ingoing waves are annihilated by the IABC in order
not to interfere with the isolation of the outgoing part of second-
and higher-order free-surface interactions. The IABC for wavefield
separation involves a parameter d, which defines the distance be-
tween the injection surface S*P and the IABC boundary in the
FD simulation. In Li et al. (2022b), this parameter d was set
to be two FD gridpoints (the minimum allowed value) such that
the incident parts of all free-surface interactions are obtained cor-
rectly. However for elastic immersive wave experimentation, only
the first-order incident wavefield, that is, normal traction quanti-
ties r,.ij'.‘C n;, are needed to cancel a/l outgoing waves in the physical
experiment.

An, in principle, straightforward solution to obtain only the first-
order incident waves would be to isolate them from the separated
wavefield using a windowing approach. However, in practice, when
the distance d in the FD simulation is chosen as the minimal value
(two FD gridpoints), second-order incident waves immediately fol-
low first-order incident waves near the corners of the wavefield
injection surface S*P. This causes difficulty in isolating the desired
first-order waves there. To circumvent this problem, we place the
IABC further away from the injection surface S, which allows
some of the ingoing waves to travel across the interior near the cor-
ners of the domain. Provided that the model is correct in the corners,
these ingoing waves will destructively interfere with the wavefield
injection itself, preventing the separation of the second-order out-
going waves near the corners and guaranteeing a minimum time
separation between first- and second-order outgoing waves. Note
that this implies a requirement that unknown scatterers exist only
deep inside the solid (i.e. at depth >d). This is further discussed in
Section 4.

2 A solid experimental domain usually involves constant elastic parameters
near its free surface but when the elastic parameters at the near surface vary,
one needs to interpolate on the model away from the injection locations such
that the model smoothly changes from the laterally varying near surface to
a constant interior. This ensures that no artificial backscattering can occur
near the injection surface.
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Figure 5. (Colour online) Snapshots of the 2-D synthetic wave experiment and the associated wavefield separations. The first column shows the particle
velocity wavefield v, in the wave experiment at different simulation times. The solid black square denotes the free-surface boundary of the experimental
domain, and the black star and triangle denote the interior source and receiver, respectively. The second column shows the FD simulation (., wavefield) for
the wavefield separation together with the conventional IABC used. The dashed black square denotes the wavefield injection surface S°P. The magenta dots
overlaying the wavefield denote the wave front of the primary outgoing P wave (p), while the cyan dots denote the secondary P waves (including pp and sp).
The black dots denote the wave front of the primary outgoing S wave (s), while the green dots denote the secondary S waves (including ss and ps). The third
column shows the FD simulation with the adapted IABC applied. The dashed purple square denotes the internal absorbing boundary.
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Figure 6. (Colour online) (a) Recorded v, data (normal particle velocities) at the free surface of the physical experiment. The receivers along the free surface
are counted clockwise from the top, left corner of the surface S in Fig. 4. (b) Normal component of the normal traction vector 7. retrieved from the FD
simulation, with the conventional IABC method used. The dashed black line delineates the end times of the windows selected (the start time is # = 0). (c) Taper
made from the time windows annotated in panel (b). (d) Windowed normal traction vector 7> [from panel(b)] applied to the sources at the free surface. (e) 7-
retrieved from the FD simulation, with the adapted IABC method used. (f) Windowed 7~ [from panel(e)] applied to the sources at the free surface.
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Figure 7. (Colour online) Synthetic wave experiment with the normal tractions obtained using both the conventional IABC method and windowing approach.
The first column shows the snapshots of the reference simulation (v, wavefield), and the second column shows the wave experiment. The third column shows
the difference between the synthetic (second column) and reference (first column) simulations inside the emitting surface S°™ (red square). Otherwise, key as
in Fig. 5. The trace plot shows the recorded vy signals at the receiver (black triangle) placed in the reference experiment (‘Ref”), synthetic experiment (‘ABC”),

and the experiment without the active boundary (‘Exp”).

From the FD simulation for wavefield separation only the out-
going normal traction quantities are needed for cancelling the re-
flections and mode conversions at the free surface of the physical
experiment. As illustrated in Appendix B, these tractions can be
recorded exactly at the locations of the injection surface $*P. Lastly,
in anticipation of the extrapolation of the outgoing waves through
the virtual domain (to be described in Section 2.2.5), full elastic
wavefields are recorded in the FD simulation at a virtual record-
ing surface S$*"° placed two FD gridpoints away from the wavefield
injection surface S*P [see Fig. 3(b)].

2.2.3 S3: window wavefield separation results for first-order
incident waves

The separated outgoing waves in Step 2 contain higher-order in-
teractions with the free surface, which are undesired for cancelling

outgoing waves since they correspond to already cancelled reflec-
tions and mode conversions. Enabled by the use of a larger d (in
IABC) in the previous step, a simple windowing approach is used
to isolate the first-order incident components.

This windowing approach is straightforward when primary waves
can be separated from higher-order waves based on their arrival
times. If this is not the case, the windowing has to be implemented
conservatively to ensure the absence of second- or higher-order
free-surface interactions. For example, if second-order incident P
waves arrive before first-order incident S waves, then the use of too
long windows could give rise to artefacts as previously cancelled
waves are re-radiated into the experimental volume. This rule of
selecting windows is critical to the convergence of the iterative
method, as the incorrect inclusion of higher-order waves will lead
to erroneous, superfluous boundary wavefield generation in the next
step. This erroneous wavefield, if it is generated, may not be further
cancelled in the later iterations.
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Figure 8. (Colour online) Synthetic absorbing wave experiment with the source signatures calculated using the adapted IABC method and windowing approach

[Fig. 6(P)].

2.2.4 S4: apply windowed normal tractions using boundary
sources and record data

Applying the separated, windowed normal traction components as
the signatures of the active boundary sources in a new physical
experiment, together with the original (distribution of) source(s)
in the interior, achieves the desired effect of absorbing (a part of)
the first-order outward-propagating waves from the interior of the
experimental domain, preventing their reflections and mode conver-
sions at the free surface. During this new physical experiment, data
are once again recorded at the ‘free’ surface. Recall that in Step 1
(Section 2.2.1), no boundary sources were active, and data can be
recorded at all times. But in this and later steps of the inner iteration
(Fig. 2), no data should be recorded when the boundary sources are
active as incident waves that have been cancelled in earlier iterations
should not be ‘recorded’ again in the current iteration.

In the inner cycle of the proposed scheme (Fig. 2), Steps 2—4
are iterated to gradually cancel any first-order outgoing waves that
have not been cancelled in the earlier rounds. This strategy exploits
the fact that cancelling first-order waves also removes their associ-
ated second- and higher-order multiples that may overlap with the

later-arriving first-order outgoing waves. In doing so, we iteratively
build up a physical absorbing boundary condition (ABC) for the
wave experiment, first accounting for all first-order incident waves
(i.e. riij‘.‘c n;) and eventually in subsequent iterations, absorbing all
outgoing waves including their free-surface related reflections and
mode conversions.

In the following, we will refer to first-order outgoing waves as
primary outgoing waves in order to avoid confusion between the
order of the free-surface interactions and the order of the physical-
to-virtual interactions.

2.2.5 S5: compute physical-to-virtual interactions

After cancelling all unwanted reflected waves at the physical sur-
face, the same set of boundary sources should further generate the
first-order interactions of the primary outgoing waves and the vir-
tual medium, through the time signatures ‘L'i‘}" n; (see eq. 7). For this
purpose, we extrapolate the recorded outgoing full elastic wavefield
into a separate FD simulation such that it can interact with a desired,

virtual environment, as shown in Fig. 3(c). We employ a method of
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Figure 9. (Colour online) Snapshots of the wavefield extrapolation. The
dashed red square denotes the surface SY"°. Otherwise key as in Fig. 5.

multiple point sources (MPS) to implement the wavefield record-
ing and injection involved in the separate FD simulation (Li et al.
2022a).

For this wavefield extrapolation, we use the full elastic wavefields
first obtained at the virtual recording surface S$**° [Step 2 in Figs 2
and 3(b)] and then windowed accordingly, using the same approach
as in Step 3. Through the inner cycle of the iteration (Steps 2-4),
the windowed elastic wavefields are accumulated as total separated,
primary outgoing waves (the dashed connection in Fig. 2). These
total elastic wavefield quantities are injected into an FD simulation
along a transparent surface that has the same geometry as the vir-
tual recording surface $¥" [Fig. 3(c)]. The goal of this numerical
wavefield injection is to isolate the primary, outgoing waves outside
the surface S (different from the wavefield injection used for
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wavefield separation in Step 2). This allows the waves to interact
with the virtual environment defined outside the surface S in
the FD simulation. The model parameters inside the virtual record-
ing surface SV are set to be the background model parameters
for the experimental domain, and an IABC is incorporated inside
the surface $°P such that the backscattered virtual waves cannot
travel through the region enclosed by the surface $*P. Note that
this IABC should be as close as numerically feasible to the surface
S$%P with d = 2Ax where Ax is the size of an FD gridpoint. In this
FD simulation for extrapolating the elastic wavefields, the desired
virtual-to-physical interactions are obtained at the surface S*P (note
that no wavefield injection is made at this surface). Only the normal
tractions r,.j.” n; need to be recorded at the surface $* to reproduce
these waves at the free surface of the physical experiment.

2.2.6 S6: apply physical-to-virtual normal tractions using
boundary sources and record data

Applying the normal tractions r,.f;" n; obtained in Step 5 [Fig. 3(c)]
to the active source boundary generates the first-order interaction
between the physical experiment and virtual domain. The source sig-
natures, which have already included the incident tractions 7,7 n;
(obtained in Step 4), are further complemented by the normal trac-
tions rl.z.ir n; (eq. 7), and used to drive the active boundary sources
in the physical experiment.

Then wavefield recording is carried out while physically generat-
ing the ingoing physical-to-virtual waves as these waves eventually
become outgoing again and should then in turn be cancelled at the
free surface. For this purpose, the new outgoing waves have to be
recorded when they arrive again at the free surface, for wavefield
separation (Step 2) in the next iteration (Fig. 2). Note that differ-
ent from Step 4, the recording is carried out simultaneously and
collocated with the generation of the ingoing waves at the free
surface. Since the ingoing wavefield constituents are completely
known through the virtual medium, the subsequent wavefield sepa-
ration should proceed by removing the known imprints in the data
that are related to the production of ingoing waves at the same

recording locations.

2.2.7 S7: immersive boundary condition

Carrying out Step 1 and iterating Steps 2—4, followed by Steps
5 and 6 (Fig. 2), achieve both the cancellation of reflections and
mode conversions at the free surface and the production of desired
first-order interactions with the virtual exterior at the free surface
of a physical experiment. However, a full elastic IBC still needs to
account for the higher-order interactions between the physical and
virtual domains.

We do this by first re-iterating Steps 2—4 to cancel the newly
emerged outgoing waves at the free surface in the wave experi-
ment (with the data recorded in Step 6). Then one can go through
Step 5 again, extrapolating the new physical outgoing waves into
the numerical virtual environment, and Step 6, generating the
second-order interaction between the physical experiment and vir-
tual medium. For even higher-order interactions between the phys-
ical and virtual domains, one can repeat the two cycles of steps as
shown in Fig. 2, until all orders of interactions are accounted for
within the time of the physical experiment. This allows to obtain the
normal tractions ti]}‘g n;, and summing up all the normal tractions
sought for eq. (7) forms a complete method of elastic immersive
wave experimentation.
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Figure 10. (Colour online) Wave experiment with the first-order physical-to-virtual interaction generated. Key as in Fig. 8.

3 RESULTS

3.1 Model

In this section, we describe a 2-D synthetic elastic wave experi-
ment, illustrated in Fig. 4. Note that our iterative method is de-
signed for 3-D experiments, and showing 2-D synthetic examples
is only for the purpose of illustration. We assume an isotropic
medium in the physical wave experiment [Fig. 4(b)], which al-
lows the stiffness tensor ¢ in eq. (2) to be replaced by Lamé
parameters A and . via the relation ¢;(X) = A(X)3;:81 + (X)(8:x01
+ 8;8;) where § is the Kronecker delta. The parameters A and
W are related to the compressional and shear wave velocities Vp
and Vs via 2 = p(X)[V3(x) — 2 - V2(x)] and u = p(x)VZ(x). The
compressional wave velocity is set to Vp = 4000 ms~!, the shear
wave velocity is Vg = 2500 ms~! and the mass density is py =
2600 kgm~>. The length x and height z of the physical domain are
both 0.57 m. A body force source f, pointing upwards is placed in-
side the physical domain at (xgc, zgc) = (0.255, 0.18) m. The source
signature corresponds to a Ricker wavelet with peak frequency f, =
50kHz. The virtual domain connecting to the physical experiment
contains a strongly scattering heterogeneity of density 6p, while
the compressional and shear velocities are homogeneous across the
physical and virtual domains. The modelled experimental duration
is 0.5 ms.

Synthetic wave experiments resembling the physical experiments
are simulated with spectral-element modelling (SEM) software
SALVUS (Afanasiev et al. 2018). The number of elements used in
the SEM simulation (along both x- and z-directions) across the ex-
perimental domain is 57, while the Gauss—Lobatto—Legendre (GLL)

order of each element is 4. The time step of the SEM simulation
is chosen to satisfy the CFL (Courant—Friedrichs—Lewy) criterion
(Igel 2017).

3.2 Cancelling first-order incident waves

First, we show how Steps 1-4 (in Fig. 2) are sequentially carried
out to achieve a physical ABC, preventing reflections and mode
conversions of waves incident on the free surface from the interior.
The first column of Fig. 5 shows snapshots during the ‘acquisition’
of'the initial data (without IBCs), which are particle velocities v, and
v, obtained across the free surface bounding the physical experiment
(Step 1 in Fig. 2). Fig. 6(a) shows the data recorded at the free
surface, which are dominated by multiples of the primary incident
wavefields.

For the wavefield separation (Step 2 in Fig. 2), the recorded free-
surface data (v, and v,) are injected into a larger FD simulation over
a fully homogeneous model which has a length and height of 1.14 m.
The wavefield injection surface S is placed in the middle of the FD
model, which has the same (background) model parameters as those
at the recording locations of the physical experimental volume. The
FD grid size is set to be 25 gridpoints per average S wavelength
(% Vs/fp), satisfying a rule of thumb (>20) in FD modelling (Igel
2017).

Before proceeding with the proposed IABC method in Step 2
(Fig. 2), we first demonstrate the issue of using a ‘conventional’
IABC methodology (with d equal to only two FD gridpoints) in the
second column of Fig. 5. As expected, very little energy is present
inside the injection surface $*P. Superimposed on the separated
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Figure 11. (Colour online) Schematic for illustrating a general iterative structure of the steps as shown, for achieving elastic immersive wave experimentation.
(a) Physical recording made at the free surface of a solid experimental domain. (b) FD simulation used for wavefield separation. (¢c) FD simulation used to
compute the wave interaction with a virtual exterior model. (d) Injecting the calculated normal tractions into the physical experiment.

wavefields, wave fronts are shown for primary and secondary waves
incident on the free surface from the interior (radiated outward by
the wavefield separation), including both P and S modes (e.g. pp, ps,
sp and ss). These wave fronts show arrival times that were computed
by ray tracing the waves propagating in the homogeneous synthetic
wave experiment (first column of Fig. 5). These wavefronts once
again confirm that what is obtained using the conventional IABC
method is the incident part of all orders of free-surface interactions.
Fig. 6(b) shows the normal component of the normal traction vec-
tors, that is, 7. (or namely the 7,, component of 7;; n;) retrieved
from the FD simulation for the wavefield separation.

A naive attempt is made to use the normal tractions obtained
from the wavefield separation involving the conventional IABC and
the windowing approach (Step 3 in Fig. 2) to control the sources de-
ployed at the free surface of the experimental domain. In Fig. 6(b),
we separate the primary and higher-order components along the
time axis, and the time windows needed are chosen based on the
traveltimes of the primary S waves from the interior source to the
free surface (implicitly assuming a homogeneous medium in be-
tween). Fig. 6(c) shows a time—space taper made from the time
windows for all receivers or sources on the free surface. Apply-
ing this taper to window the retrieved normal tractions [such as
in Fig. 6(b)] results in the source signatures used for controlling
the boundary sources. Fig. 7 shows this wave experiment, together
with a reference simulation performed over an extended homoge-
neous model. The active boundary condition applied in the experi-
ment results in the cancellation of the unwanted primary outgoing
waves (first-order p and s) at the early times of the experiment (¢ =
0.1 and 0.15 ms). Note that in the trace plot of Fig. 7, this wavefield
cancellation is shown by the removal of secondary waves (includ-
ing ‘pp’, ‘ps’, ‘sp’ and ‘ss’), instead of the primary waves, which
are recorded as the incident wavefields in the interior of the wave
experiment.

However, at later times of the wave experiment (Fig. 7), incorrect
waves are generated around the corners of the free surface and prop-
agate into the experimental domain. These waves are caused by the
secondary waves, in the FD simulation for the wavefield separation,
that are radiated outside the wavefield injection surface S*P imme-
diately after the primary waves of interest, as shown in the second
column of Fig. 5. As discussed earlier, any windowing approach is
not applicable as the primary and secondary wave arrivals cannot
be separated due to their close arrival times [see Fig. 6(d)]. Hence
in the wavefield separation (Step 2 in Fig. 2), we instead adapt the
IABC method with d = 10 cm [Fig. 3(b)]. The third column of Fig. 5
shows the injection of the free-surface data for this [ABC compli-
ance. At early times of the FD simulation (7 < 0.2 ms), the wavefield
injection radiates the primary outgoing waves without interference
from the secondary waves immediately coming outside the corners
of the injection surface $°P. Fig. 6(e) shows the normal traction
vector component 7, retrieved from the FD simulation. At later
times (z > 0.2 ms), higher-order outgoing waves are still radiated
out of the planar segments of the injection surface S$*® but can be
removed using the windowing approach (Step 3 in Fig. 2), resulting
in the source signatures (normal tractions) needed for controlling
the boundary sources, as shown in Fig. 6(f).

Fig. 8 shows the wave experiment with an active ABC (Step 4
in Fig. 2). Note that some small erroneous wavefields are produced
at the top face of the emitting surface S, which is caused by the
input windowing artefact annotated in Fig. 6(f). This implies that a
conservative choice of the time windows is needed in the first cycle
of the inner iteration (Step 3). Therefore this artefact can be avoided
in the second cycle because removing the first-order p wave in the
first iteration results in the removal of the secondary pp wave, which
causes the artefact annotated in Fig. 6(f). Nevertheless, the artefact
shown in Fig. 8 is not significant, and we chose not to (re-)carry out
the inner iteration.
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3.3 Generating first-order physical-to-virtual interaction

Next, we show how Steps 5 and 6 (in Fig. 2) are carried out to
produce the first-order physical-to-virtual interaction. In Step 5,
outgoing waves that are radiated outside the wavefield injection
surface $°P are obtained at the virtual recording surface SV"*° (from
Step 2), windowed, and then injected into a different FD simulation,
which contains the virtual environment and a conventional IABC
[Fig. 3(c)]. Fig. 9 shows this injection for the wavefield extrapolation
of all primary outgoing waves. In the virtual domain, outgoing waves
can interact with the virtual scatterer [defined in Fig. 4(a)], and this
interaction is recorded at the locations of the surface S*P for the
normal tractions ti‘;.ir n; as required in eq. (7). Applying the normal
tractions 7;}" n; obtained in Step 5 to the boundary sources can
reproduce the ingoing waves (the first-order interaction between the
incident outgoing waves and virtual medium), which is shown in
Fig. 10 (Step 6).

4 DISCUSSION

The created ingoing waves in Fig. 10 generate new outgoing waves
when they are incident on the free surface. Since these new outgoing
waves are not taken into account in the current time signatures
of the active boundary sources [77*(Xemi, 1) 7 + T} (Xem, 1) 1],
these waves will reflect and mode convert at the free surface, as
shown in Fig. 10. In the next step, therefore one should repeat the
inner cycle of the iteration among Steps 2—4 (Fig. 2) to cancel
these outgoing waves. For still higher-order interactions between
the physical experiment and virtual medium, further iterations of
the proposed steps as in Fig. 2 for accumulatively obtaining the term
ri}]‘.'g(x, f)n; as in eq. (7) are required for a complete elastic IBC.

The success of our method for elastic immersive wave experi-
mentation largely relies on the use of IABCs. We apply an adapted
IABC to the wavefield separation process (Step 2 in Fig. 2) and
a conventional IABC to the wavefield extrapolation process (Step
5). The use of the adapted IABC requires knowledge of the elas-
tic properties within the near-surface part (to depth d) of the solid
object, which is necessary for the effective use of the windowing
approach (Step 3 in Fig. 2).

If the near-surface part does not involve complex models with
strong vertical and lateral heterogeneities, the use of the adapted
IABC is feasible in the wavefield separation process. However,
an unknown physical scatterer can exist close to the free surface,
which must be carefully considered for elastic immersive wave
experimentation. One possibility to circumvent this problem in-
volves extending our proposed iterative method into a new iterative
method that alternates physical experiments and numerical simula-
tions at each time step of the experiment (instead of using selected
time windows). Such a small time step ensures that the recorded
free-surface data in each iteration do not contain any higher-order
free-surface related multiples. Note that this time stepwise iterative
method should share the same two-cycle structure as the iterative
method proposed in this paper, and this structure is shown in Fig. 11.
This time stepwise method does not need a windowing approach
[as it is (pre-)defined] or an internal ABC.

5 CONCLUSION

We propose a novel physical-virtual laboratory that allows immers-
ing a solid wave-physics experiment into a surrounding numerical,
virtual medium by deploying a dense set of sources across the
boundary of the solid. The theory for such elastic immersive wave

experimentation requires the normal tractions of the wavefield at the
interface between the physical and virtual domains to control the
immersive boundary sources. These normal tractions are derived
from the recordings made at the free surface of the solid and the nu-
merical simulations for including physical-to-virtual interactions,
by means of an iterative method alternating physical experiments
and numerical simulations. Elastic wavefields are first recorded at
the free surface of the solid experimental domain, and an iterative
scheme involves two cycles of steps: (1) one inner cycle corre-
sponding to cancelling outgoing waves at the free surface of the
solid experimental domain and (2) one outer cycle corresponding
to generating the waves that represent the interactions between the
physical experiment and virtual environment.

In the inner cycle of the iteration, the data recorded at the free
surface are injected into an FD simulation with an IABC to separate
the outgoing normal tractions. A windowing approach is used to
remove unwanted higher-order interactions with the free surface
in the normal tractions retrieved from the FD simulation. Such
windowed normal tractions act as the time signatures of the sources
deployed at the boundary of the physical experiment, forming an
active ABC. By iterating the above steps, it is possible to cancel
all the primary outgoing waves at the free surface of the physical
experiment.

In the outer cycle of the iteration, the outgoing waves separated
in the FD simulation are recorded, windowed (for removing un-
wanted higher-order interactions), and extrapolated within another
FD simulation, which contains the virtual medium. The second FD
simulation also involves an IABC and outputs the desired normal
tractions corresponding to generating the ingoing waves that are
scattered by the virtual medium into the physical experiment. Hence,
adding the normal tractions obtained from the first and second FD
simulations to control the boundary sources creates the first-order
physical-to-virtual interaction in a physical wave experiment. The
active boundary still needs to cancel the generated (ingoing) waves
when they arrive at the free surface, which can be achieved by
repeating the inner cycle of the iteration.

We validate the iterative method using 2-D synthetic experiments
simulated by means of SEM. The numerical examples confirm that
iterating the proposed approaches is necessary for achieving elastic
immersive wave experimentation.
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APPENDIX A: DERIVING ELASTIC
REPRESENTATION THEOREMS

In this appendix, we derive the representation theorems for an im-
mersive wave environment and a physical experiment without any
sources deployed at the boundary, following Vasmel et al. (2013).
We first consider expressing the particle velocity wavefield in an
extended, full domain [e.g. Fig. 1(b)] in terms of an auxiliary state
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Table Al. Source fields and medium properties of states A and B.

State A
Wavefields vi(x), rl./} (x)
Sources f;.A(x, t)y#0forx e V
hix,1)=0
Medium c[fj,k](x) =

Boundary condition Sommerfeld on §

State B
0B () = G} (%, 1135, 0), B (%) = G/ (%, 1%, 0)
SE 1) = 8(08(x = x,)8in
hB(x,1)=0

cg.kl(x), pA(x) = pB(x)forx eV

rg(x, tnj=0forx € §

(@) State-A ®) State-B
t

| ;

Xb

S

Figure Al. (Colour online) (a) State A: the volume V is enclosed by the
transparent surface S (dashed red square) with normal vector n. (b) State
B: an impulsive body force source is placed at x; (red dot) inside V. The
surface S is a reflecting free surface (solid red square).

bounded by a traction-free boundary [e.g. Fig. 1(a)]. We define two
states, A and B, of wave propagation as illustrated in Fig. A1, with
their definitions given in Table A1. The two states correspond to two
independent sets of wave equations of the form as in eqs (1) and
(2), which are connected using the so-called interaction quantity:
d(z/f * v =t xv/")/dx; where the symbol * denotes temporal
convolution. This quantity is further integrated over the volume
(see Fig. Al), and applied with the divergence theorem of Gauss

lie. [[f V-FdV=[[F -ndS where F=(t;] * v} — ¢ * v/)]:

fff d; (r{} xvf — r,._lf xv!) dV = fg(r{} xvf — r,f xv/)n; dS
V
(A1)

where #; is the normal vector component of S enclosing V. We
further replace the terms inside of the volume integral on the left-
hand side of eq. (A1) with the wave equations for states A and B,
and use the fact about medium properties: ¢/}, (x)=c/,(x), p* (x)=
p2(x) for x located inside ¥, to simplify the volume integral, which
gives (Wapenaar & Fokkema 2006)

fff(ri’;*hg—{—vf*ff—t,?*hf}—vf*fi"‘) dr
4

= i (7.’{; xvf — r,.? * vl.A)nj ds (A2)

Eq. (A2) is called a reciprocity theorem of the convolution type
(Aki & Richards 2002; van Manen et al. 2006).

We further incorporate the source definitions and boundary con-
ditions for states A and B (see Table A1) into both the volume and
surface integrals of eq. (A2), resulting in

it fats

Note that state A involves a Sommerfeld radiation boundary con-
dition over the surface S (i.e. a transparent surface) while state B

involves a free surface across S: tif (x,t)n; =0 for x € S. State B
involves an impulsive point source and is hence also called a Green’s
state in which elastic wavefields can be expressed as Green’s func-
tions (van Manen et al. 2006). Then eq. (A3) is recast as

i) = [ G xr130.0 5 7% 0 dV )
+ f Gl (x, t]xp, 0) % T/4(x, )n; dS(x) (A4)
g ‘

where the Green’s function G,';l/ .(x, t | xp, 0) represents the particle
velocity (superscript v) in the n direction (x, ) recorded at the location
x due to an impulsive point source of body force (f) in the i direction
(x;) at the location x,.

We proceed by applying elastic source-receiver reciprocity, that
is, G (x, 11 x5, 0) = G2/ (x5, 2%, 0) to eq. (A4) (Snieder 2002),
which then becomes

vA(xp, 1) = / G (X, 11%,0) % f(x, 1) dV (%)
+ ?ﬁ Gyl (X 11%,0) % T/4(x, )n; dS(x) (A5)
S

eq. (AS5) is the elastic representation theorem of the convolution
type, which allows expressing the particle velocity wavefield v’
in the full, extended domain in terms of (1) the Green’s functions
in the truncated, original physical domain, (2) the source term f"
in the extended domain and (3) the normal tractions z;{ n; at the
transparent interface between the physical and virtual parts of the
full domain. For an elastic immersive wave experiment shown in
Fig. 1(a), the representation theorem, eq. (AS5), can be reformatted
as eq. (3) in the main text. Subsequently, we need to find an expres-
sion for a physical experiment without exciting boundary sources
[Fig. 3(a)]. Here, we further modify state A by setting the surface
S to be a reflecting free surface [r{} (xs, £)n;=0], and settings for
auxiliary state B stay the same as before. In this case, the normal
traction term r;]‘? (x, t)n; in eq. (AS) becomes zero, which gives:

v (xp, 1) = / Gl (xp, 1 1%, 0) % fA(x, 1) dV (x) (A6)

which corresponds to eq. (4) in the main text.

APPENDIX B: RETRIEVING NORMAL
TRACTIONS IN FINITE-DIFFERENCE
SIMULATIONS FOR WAVEFIELD
SEPARATION

In Step 2 of the iterative method (Fig. 2), the FD simulation should
output the normal tractions of the outgoing waves, which are radi-
ated outside the wavefield injection surface S$°P. In this scenario,
outgoing normal tractions were considered to be retrieved possibly
only outside the surface $*P, namely at least one FD gridpoint away
from $*P (Thomsen et al. 2021). However, in theory, the locations of
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the separated wavefields should be exactly at the wavefield injection
surface $°P. One way to fill this gap is to extrapolate or redatum the
separated outgoing wavefields obtained outside the injection surface
S back to $*P (Robertsson et al. 2015). Nevertheless, we find that
the desired normal traction vector 7;n; can be obtained directly at
the wavefield injection surface $*P in the FD simulation.

A free surface in a physical experiment implies that the normal
tractions across the surface are always zero except at the locations
where boundary sources are excited (Wapenaar & Fokkema 2006):

[Tijnj]free =0 (BI)

At the free surface, the total normal tractions are the sum of those
due to the incident, outgoing waves and those due to the reflected
ingoing waves:

[‘L’l'ji’l/]um + [t,-/nj]i“ =0 (82)

In the FD simulation for the wavefield separation, outgoing waves
are reconstructed with opposite polarity while ingoing waves have
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correct polarity (Robertsson et al. 2015). This implies that outgo-
ing wave energy attributes the normal tractions —[z;7,]°" to the
injection surface S$*® while ingoing wave energy attributes the nor-
mal tractions [tg,-nj]i“. In the FD simulation, we consider that the
normal tractions at the injection surface S*P, simultaneously with
the wavefield injection, are the average of the tractions due to the
reconstructed out- and ingoing waves:

(o T = ([oyn, 1™ = [yn,1°) /2 (B3)
Substituting eq. (B2) into eq. (B3) gives
[ryjn; T = —[zn; 1™ (B4)

Hence in theory, the normal tractions of the separated outgoing
waves can be obtained directly at the wavefield injection surface
S$*P. In the FD simulation for wavefield separation, a practice is to
first carry out the wavefield injection at the surface S*P and then
extract the normal tractions across S*P.
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