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Abstract 

Text-to-image generation is a rapidly growing field that aims to generate images from 

textual descriptions. This paper provides a comprehensive overview of the latest 

trends and developments, highlighting their importance and relevance in various 

domains, such as art, photography, marketing, and learning. The paper describes and 

compares various text-to-image models and discusses the challenges and limitations 

of this field. The findings of this paper demonstrate that recent advancements in deep 

learning and computer vision have led to significant progress in text-to-image models, 

enabling them to generate high-quality images from textual descriptions. However, 

challenges such as ensuring the legality and ethical implications of the final products 

generated by these models need to be addressed. This paper provides insights into 

these challenges and suggests future directions for this field. In addition, this study 

emphasises the need for a sustainability-oriented approach in the text-to-image 

domain. As text-to-image models advance, it is crucial to conscientiously assess their 

impact on ecological, cultural, and societal dimensions. Prioritising ethical model use 

while being mindful of their carbon footprint and potential effects on human creativity 

becomes crucial for sustainable progress. 
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Introduction 

In recent years, text-to-image generation has seen significant progress, focusing on 

developing models capable of generating high-quality images from textual 

descriptions. This progress has been driven by the increasing demand for visual 

content in various domains, such as art, photography, marketing, and learning. For 

instance, in the domain of art, text-to-image models have been used to generate 

images based on literary works, enabling new forms of artistic expression and 

interpretation (Antol et al., 2015 

Text-to-image models have also been applied in marketing to create realistic product 

images for e-commerce platforms, improving the user experience and increasing sales 

(Tomičić Furjan et al., 2020). In the field of learning, text-to-image models have been 

used to generate educational material, enabling a more interactive and engaging 

learning experience (Reed et al., 2016). Additionally, text-to-image models have been 

employed for various other applications, such as generating virtual and augmented 

reality images, generating visual explanations for natural language processing tasks 

(Puh and Bagić Babac, 2023a), and creating personalised visual content for social media 

platforms. The advance of the text-to-image models opens new business opportunities 

and contributes to digital transformation (Tomičić Furjan et al., 2020).  

Despite the significant progress made in this area, some challenges, including 

sustainability issues, need to be addressed, such as ensuring the legality and ethical 

implications of the final products generated by these models. It is important to ensure 

that the generated images do not violate copyright or privacy laws and do not 

perpetuate harmful or offensive stereotypes, thereby contributing to the sustainable 

and responsible development of text-to-image models. In this regard, it is crucial to 

develop ethical guidelines and best practices for the sustainable development and 

deployment of text-to-image models. 

To provide a comprehensive overview of the latest trends and developments in text-

to-image, this paper describes and compares various text-to-image models, addressing 

technical advancements and sustainability considerations, and discusses the 

challenges, opportunities, and sustainability implications in this field. By analysing the 

current state of text-to-image research, this paper sheds light on the potential of this 

field while emphasising the importance of sustainable practices. It also suggests future 

directions for researchers and practitioners to ensure that text-to-image 

advancements align with broader sustainability objectives. 

Basic Text-to-Image Models 

Text-to-image artificial intelligence (AI) art involves two main processes: Image 

Manipulation and Image Generation (Mao et al., 2017). As the name suggests, Image 

Manipulation consists of changing a given image to match the query text, while Image 

Generation consists of creating an image from scratch. This paper focuses on Image 

Generation, which is a multi-modal problem, meaning that for one input text, there is 
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an infinite number of possible images. The solution to this problem lies in deep 

learning, specifically in Generative Adversarial Networks (GANs) and in specific text-to-

image engines which rely on diffusion models. A big influence on the outcome is the 

way the text is vectorised. That is the first step in every image generation model. In this 

work, some of the best models for this task are presented, explained, and compared. 

Basic text-to-image models are the foundation of the text-to-image generation field. 

These models are designed to generate simple images based on textual descriptions 

and are often used as the starting point for more advanced and sophisticated models. 

Basic text-to-image models typically involve a combination of natural language 

processing and computer vision techniques, and they can range from rule-based 

systems to more complex deep learning models. Despite their simplicity, basic text-to-

image models play an important role in demonstrating the feasibility of text-to-image 

generation, and they provide a useful baseline for comparing and evaluating more 

advanced models. This section explores some of the most common and well-

established basic text-to-image models, including their strengths and limitations. 

Before getting into the structures of specific models, it is important to explain the 

structure of GANs and diffusion models briefly. Transformer models are also important 

in this domain (Vaswani et al., 2017), but without getting into too many details, it is 

enough to understand that they can map the input well by keeping track of the context. 

In other words, they can detect how some data depends on another, and that property 

is called attention (Cvitanović and Bagić Babac, 2022). 

The structure of a GAN has two parts: the generator and the discriminator (Creswell et 

al., 2018). The generator network generates images, and the discriminator network has 

to say if the produced image is real or synthetic. The generator wants to fool the 

discriminator into classifying synthetic images as real. The parameters of the generator 

and the discriminator are updated through backpropagation, alternating between the 

training of the two networks. Not to forget, the generator parameters go through the 

discriminator while backpropagating. 

Diffusion models take an input, such as an image, and gradually add Gaussian noise to 

it until only noise is left. After that, they try to backtrack the original input from the 

noisy output. In other words, every step of the process includes some information, and 

the information is lost as the diffusion process progresses. The goal is to work 

backwards and return to the original image. They work as a long Markov chain, 

meaning that the current step depends only on the previous step. This makes the 

process tractable for the noise adding to be reversed later (Ronneberger et al., 2015). 

The noise is removed one step at a time by a specific Convolutional Neural Network 

(CNN) called U-Net (Krizhevsky et al., 2012). It is called that because of its shape, as it 

first makes a small representation of the image and then samples it back to the original 

dimensions. 

Diffusion models have several advantages over GANs: the ability to generate high-

quality samples, learn the underlying data distributions, and generate samples with 

high diversity. They are also more stable to train and can be trained with a closed-form 
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likelihood function, which makes them more easily explainable (Ronneberger et al., 

2015). 

Some of the most used datasets for training these models are Microsoft COCO 

(Common Objects in Context), which contains 328k labelled photos of 91 object types 

(Lin et al., 2014). Then, Google’s Open Images Dataset (OID) contains 1.9M labelled 

photos of 600 object classes, and there are many other big and diverse datasets, such 

as CUB, LN-COCO, and ImageNet. 

Smaller datasets, used in some papers for comparison of different models, are the 

Oxford-102 flowers dataset and Caltech CUB-200 birds dataset, which include 

unlabelled images of 120 types of flowers and 200 types of birds. Five captions are 

assigned to each image collected by Reed et al. (2016). In their work, they make text 

embeddings using a char-CNN-RNN encoder (Girshick, 2015), making images and 

captions close in a common embedding space. 

Evaluation metrics 

Text-to-image metrics 

There are different ways of evaluating text-to-image engines and GANs. The most 

intuitive one is the human evaluation, in which a group is asked to rate the image based 

on a few factors, including the correlation with the text. However, this is a time-

consuming method, but there are automated methods to do so.  

A frequent metric used to assess the quality of images created by a generative image 

model, such as a GAN, is the Inception Score (IS). This metric was originally made to 

measure only the image quality; however, it implicitly tries to match the description 

text to the image (Bodnar, 2018). 

The Frechet Inception Distance (FID) score is an upgrade to the IS since IS does not 

capture how synthetic images compare to real images, as FID does. This evaluation 

method is the most widely used (Salimans et al.>, 2016). 

IS and FID scores compare the features of the generated images to the features 

extracted from the Inception-V3 model, which makes them less appropriate for 

complex datasets (Hu et al., 2023). 

TIFA (Text-to-Image Faithfulness evaluation with question Answering) is a new and 

innovative evaluation metric measuring the generated image's adherence to its text 

input. First, it generates question-answer pairs using a language model on the input 

text. Second, it answers the questions only by analysing the generated image via VQA 

(Visual Question Answering) models. This approach is associated better with human 

judgement. However, it struggles with counting objects and adjusting their spatial 

relations (Hu et al., 2023). 

Another useful method is generating captions for the produced image and comparing 

them to the original text. The language similarity metrics used for this task can be BLEU, 
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METEOR, and CIDEr. The downside of these automated metrics is that they are based 

on statistical measurements, and their value is generally weaker than human 

evaluators (Papineni et al., 2002). 

NLP Metrics 

NLP (Natural Language Processing) metrics provide different perspectives on 

evaluating NLP systems, and it is essential to choose the appropriate one based on the 

specific task and context. No single metric can fully capture the nuances of human 

language understanding, so using multiple metrics is often recommended for a more 

comprehensive evaluation. This is why, even for this task, human evaluation (Bagić 

Babac, 2023) is the most precise but too expensive. The automatic NLP evaluation 

methods try to mimic human judgement but often do not provide the wanted amount 

of detailed granularity (Dunđer, Seljan & Pavlovski, 2021).  

BLEU (Bilingual Evaluation Understudy) is a metric commonly used to evaluate the 

quality of machine translations by comparing them against one or more reference 

(human-generated) translations. It calculates the precision of n-grams (sequences of n 

words) in the candidate translation that appears in the reference translations. BLEU 

considers unigrams, bigrams, and trigrams up to a certain n-gram order and then 

computes a weighted geometric mean of these precisions (Papineni et al., 2002). 

BLEU keeps track of the word order by giving a bigger contribution to the higher n-

gram matches. However, the lower n-grams can also noticeably increase the score. This 

might be a downside of the BLEU score in some applications, such as the automatic 

translation of poetry, where the translated text has to be of equal composition as the 

original. In that application, the BLEU score is used to evaluate the machine translations 

compared to the human translations. In order to achieve a high evaluation score, the 

automatic translation must match the human translation (Dunđer, Seljan & Pavlovski, 

2020). However, a lower n-gram order might be preferable when evaluating the 

generated image captions compared to the original image captions. That is because 

word order is not the main concern, and considering longer chunks of words might 

lessen the significance of important words in the final score (Sah et al., 2018).  

The BLEU metric can be combined with the NLL (Negative Log-Likelihood) metric when 

exploring the influence of the batch size on the performance of GANs (Krivosheev et 

al., 2021). 

METEOR (Metric for Evaluation of Translation with Explicit ORdering) is another metric 

for evaluating machine translation quality. It considers both exact word matches and 

word order similarity. METEOR aligns the candidate and reference sentences and then 

computes a score based on unigram matches, stemming variants, and WordNet 

synonyms. It also considers chunks of words instead of just n-grams, which helps 

handle variations in word order (Dunđer, Seljan & Pavlovski, 2020). 

ROUGE (Recall-Oriented Understudy for Gisting Evaluation) is widely used for 

evaluating text summarisation systems. It calculates the n-grams and word sequences 

overlap between the generated summary and reference summaries. ROUGE-N 
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measures the n-gram overlap, while ROUGE-L computes the longest common 

subsequence (Lin, 2004). 

CIDEr (Consensus-based Image Description Evaluation) is commonly used for 

evaluating image captioning systems. It calculates the consensus-based similarity 

between generated and human reference captions (Oliviera dos Santos et al., 2021). 

F1 Score (F1 Measure) is a popular metric for tasks involving binary classification (e.g., 

sentiment analysis) or text categorisation (Šandor and Bagić Babac, 2023). It balances 

precision and recall and is often used when there is an imbalance between the classes. 

Perplexity is used for evaluating language models. It measures how well a language 

model predicts a test dataset and is based on the average log-likelihood of the test data 

(Jurafsky and Martin, 2000). 

Word Error Rate (WER) is used for evaluating automatic speech recognition systems. It 

measures the percentage of word errors in the machine-transcribed output compared 

to human transcriptions (Ali and Renals, 2018). 

Specific text-to-image models 

Some of the best tools for text-to-image generation are Imagen, DALL-E, DALL-E 2, and 

GLIDE, which are explained below. Some of the other well-performing tools are VQ 

Diffusion, Stable diffusion, SDXL, Parti, DeepFloyd IF, Bing Image Creator, and 

Midjourney v5.2 (Zhang et al., 2023; Podell et al., 2023). 

Imagen 

Google’s “Imagen” (Saharia et al., 2022) is a text-to-image diffusion model in which a 

photo-realistically presents the query text. It uses large generic transformer language 

models (LMs) pre-trained only on textual data to build text embeddings, which is also 

the key feature in this work. 

The structure of Imagen contains a frozen T5-XXL encoder. After the text embedding is 

formed, this vector is used in the diffusion model to generate a 64x64 image. This 

image is then upscaled to a full resolution of 1024x1024 gradually through noise 

conditioning augmentation (Saharia et al., 2022). 

All diffusion models in Imagen rely on a sampling technique called “classifier-free 

guidance”, which allows the use of large guidance weights without sample degradation. 

Also another new technique called “dynamic thresholding” is a diffusion sampling 

technique used to produce realistic images. It pushes saturated pixels inwards at every 

iteration, actively preventing pixels from getting saturated. This also results in better 

image-to-text alignment. 

The quality of images is evaluated using the COCO validation set, which achieves the 

best FID score yet, 7.27. Implicitly, this model is also adequate for image manipulation. 



  

 

62 
 

Croatian Regional Development Journal | Vol. 4 No. 1 | 2023 

DALL-E 

Zero-shot text-to-image generation, developed by OpenAI as DALL-E, is based on a 

transformer that autoregressively models text and image tokens as a single data 

stream. This large-scale AI language model can generate high-quality and diverse 

images by combining NLP and computer vision (Yildirim, 2022). 

The model is trained to generate images from text descriptions in an unsupervised 

manner, which means it does not rely on any additional information about the objects 

or scenes in the images other than the text descriptions associated with them.  

The training of DALL-E has two stages: compressing 256x256 RGB images into 32x32 

image tokens with a variational autoencoder (dVAE) and concatenating the encoded 

text with the image tokens to use it in the training of an autoregressive transformer. 

(Ramesh et al., 2021) 

Zero-shot learning is a machine learning approach that allows a model to recognise 

and classify new objects or classes that it has never seen before. Here, a model is 

trained on a set of "seen" classes. At test time, it is presented with examples from 

classes that it has never seen before, the "unseen" classes. The model is expected to 

recognise and classify these unseen examples based on its knowledge of the seen 

classes (Xian et al., 2018). 

DALL-E 2 

The architecture of DALL-E 2 (Ramesh et al., 2022) consists of two parts: the prior, used 

to convert a text vector to an image vector, and the decoder, used to turn this 

representation of an image into an actual image. The representations of text and 

images used in DALL-E 2 are produced by CLIP (Contrastive Language-Image Pre-

training). That is a neural network which returns a caption for a given image. It is trained 

on pairs of images and their descriptive text. CLIP trains two encoders, one for text and 

another for images, to turn the input into the respective embedding.  

The prior used by DALL-E 2 is a diffusion model. The decoder used is a specific diffusion 

model, GLIDE, which includes the input text using a transformer to eliminate the noise. 

However, the decoder is not identical to GLIDE since it also includes CLIP embeddings 

of the input text.  

Similar variations of the images are obtained by extracting the image CLIP embedding 

and giving it as input to the decoder. The resulting images will differ slightly since CLIP 

will not always produce the same embedding. 

Humans evaluate by checking the caption similarity, photorealism, and sample 

diversity. This method is also adequate for image manipulation. The challenges that 

DALL-E 2 doesn’t overcome are showing specific text in the image, depicting the 

properties of multiple objects, and producing details in complex scenes. 
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GLIDE 

Nichol et al. (2021) proposed a zero-shot diffusion model for text-conditional image 

synthesis called GLIDE (Guided Language to Image Diffusion for Generation and 

Editing) after exploring diffusion models and comparing CLIP and classifier-free 

guidance. As his name suggests, this model can edit an image to match the input text, 

known as image manipulation. Guided diffusion is a process for guiding diffusion 

models toward the label when sampling. 

Classifier-based guidance is a technique in which a separate model, called the classifier, 

is first trained on noisy images, and then during the diffusion sampling process, the 

gradients (LeCun et al., 1998) in the classifier guide the sampling towards the label. CLIP 

guidance uses a CLIP model as a classifier. Classifier-free guidance does not require 

the training of a separate classifier model. Because of that, the model holds its own 

knowledge during guidance, which is simpler. GLIDE found this guide to give the best 

results. 

GLIDE uses a modified ADM (Ablated Diffusion Model) architecture, in which the label 

input is replaced by text conditioning information. The text is encoded into text tokens 

and fed into a transformer model. The final text tokens mimic the class embeddings 

and are concatenated to the attention context at each layer of the ADM model. 

GAN-based text-to-image solutions 

These solutions used to be state-of-the-art just a few years ago. However, even though 

they were replaced by the ones mentioned previously, they are still important. 

GAN-CLS (Conditional Latent Space) 

CLS stands for "Conditional Latent Space", which refers to conditioning the generator 

in a GAN on additional information. GAN-CLS refers to a GAN architecture where the 

generator is conditioned on class labels, and the discriminator is trained to distinguish 

between real samples from that class and the generated samples. This allows the 

generator to learn the characteristics of a specific class and generate samples that 

belong to that class. 

GAN-CLS-INT is a variant of GAN-CLS that uses an interpolation step in the generator 

and allows it to generate more diverse and realistic samples. Interpolation, in this 

context, refers to the technique of creating intermediate representations by blending 

features from two examples, usually with different class labels, in the feature space. 

The key feature of a GAN-CLS customised by Bodnar (2018) is compressing the text 

embedding and concatenating it to the input vector of the generator and the 

discriminator (Reed et al., 2016). 
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Stacked GANs 

Stacked GANs use two GANs: Stage I, which generates a 64x64 image, and Stage II, 

which brings the produced image to a resolution of 256x256. Stage I is made just as in 

the GAN-CLS from the previous subchapter (Zhang et al., 2017). Stage II first 

downscales the image to a 4x4 block, which is then put through three residual layers 

and upscales to the final resolution (Huang et al., 2017). 

A trick used in this model takes inspiration from Variational Autoencoders (VAE) and is 

called Conditioning Augmentation (CA). The network uses a random constant from a 

normal distribution to add noise into the text embedding and, as a result, improves the 

image variation (Bodnar, 2018). 

Stacked GANs AttnGAN 

AttnGAN (Attention Generative Adversarial Network) is based on the idea of using 

attention mechanisms to selectively focus on parts of the input text when generating 

the corresponding image. The attention mechanism allows the model to pay attention 

to different parts of the text when generating different parts of the image, and because 

of this, the model generates more detailed and diverse images that are more closely 

aligned with the input text.  

The architecture consists of two components: the attentional generative network and 

DAMSM.  

The first component encodes the text into a global sentence vector and each word into 

a word vector. The sentence vector generates a low-resolution image produced 

through a generative network. The model uses attention layers to create a word-

context vector affected by the image’s details. Combining this vector with the image 

vector originates a multi-modal context vector. The model uses this vector to generate 

new features for a more detailed image.  

The second component uses an attention mechanism to measure the similarity 

between the final generated image and the original text, transformed into a word 

vector and a global sentence vector. This step provides the final text-image matching 

loss for training the generator (Xu et al., 2017).  

The same authors also proposed e-AttnGAN (enhanced AttnGAN), which focuses only 

on fashion image synthesis and is trained on the FashionGen and DeepFashion-

Synthesis datasets (Elasri, et al., 2022). 
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MirrorGAN 

MirrorGAN has a mirror structure and is trained to generate images and text that are 

semantically consistent with each other by using a text-to-image-to-text framework. 

The idea is that the generated image should act like a mirror that reflects the text 

semantics. 

It is trained on CUB bird and MS COCO datasets containing images and their associated 

captions. The architecture of MirrorGAN has three parts: STEM, GLAM and STREAM. 

STEM generates text embeddings using a recurrent neural network (RNN). GLAM uses 

the encoded text to guide the image generation using a cascade of three image 

generators. STREAM passes the generated image through a CNN image encoder and 

RNN decoder, resulting in the caption of the entering image (Qiao et al., 2019). 

Energy Efficiency XMC-GAN 

The XMC-GAN (Cross-Modal Contrastive Generative Adversarial Network) uses pairs of 

text and images for training (Zhang et al., 2021). It maximises the mutual information 

between image and text through multiple contrastive losses. The global sentence 

embedding, and the word embeddings are obtained from a pre-trained BERT model 

(Vaswani et al., 2017). 

The model uses an attentional self-modulation generator to achieve a high text-image 

correlation. It means that the generator uses its output to help guide its processing of 

the input. This helps it better capture the dependencies and patterns in the data. It also 

uses a contrastive discriminator, which acts as an encoder to compute image features 

for the contrastive loss.  

The comparison of various image generation models presented in Table 1 provides 

insights into each method's characteristics, datasets, and evaluation metrics.  

The evaluation metrics used in the comparison provide a good indication of the 

strengths and weaknesses of each model. FID and IS are, as previously mentioned, 

commonly used metrics for evaluating image quality and diversity, respectively. 

CLIPscore, which represents the cosine similarity between two CLIP embeddings, and 

cosine similarity are used to measure the similarity between the generated images and 

real images or text. Human evaluation and R-precision provide a more subjective 

evaluation of the image quality and how well the generated images match the input 

text.  

The comparison highlights the importance of using a variety of evaluation metrics to 

provide a comprehensive evaluation of the models. It also shows that there is no one-

size-fits-all approach to image generation, as each model has strengths and 

weaknesses. For example, DALL-E can generate images from textual descriptions with 

high diversity and creativity, while Imagen has a more controlled approach with 

dynamic thresholding to ensure coherence with the input text. AttnGAN and 

MirrorGAN incorporate attention mechanisms to improve the image generation 
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quality, while XMC-GAN uses an attentional one-stage self-modulation generator and 

a contrastive discriminator to improve image quality and diversity. 

 

Table 1. Comparison between different models for Image Generation 

Method Characteristics Dataset Evaluation metric 

Imagen 

T5-XXL encoder,  

Diffusion models with classifier-

free guidance and dynamic 

thresholding 

An intern dataset, 

Laion 

MS-COCO 

validation set 

FID score,  

human evaluation 

DALL-E zero-shot 
MS-COCO, 

CUB 
IS, FID 

GLIDE 
Classifier-free guidance, ADM 

architecture 
MS-COCO 

IS, FID, CLIPscore, 

human evaluation 

DALL-E 2 CLIP, GLIDE MS-COCO IS, FID 

GAN-CLS-INT Classifier, interpolation 
Oxford-102, CUB, 

MS-COCO 
Cosine similarity 

StackedGAN 
CA,  

2 GANs 

 MNIST, SVHN, 

CIFAR-10 
IS 

AttnGAN Attentional generative network CUB, MS-COCO IS 

MirrorGAN Text-to-image-to-text 
CUB bird, 

MS-COCO 
IS, R-precision 

XMC-GAN 

Attentional one-stage Self-

Modulation Generator, 

Contrastive Discriminator 

MS-COCO, 

Localised 

Narratives 

dataset, 

Open Images 

data 

FID 

Source: Authors 

In conclusion, comparing different image generation models provides a valuable 

resource for researchers and practitioners working in this field. The evaluation metrics 

used in this comparison provide a good indication of the strengths and weaknesses of 

each model, highlighting the importance of a comprehensive evaluation approach. 

Each model's characteristics and datasets are also important factors to consider when 

choosing an appropriate model for a specific application. 

Sustainability Perspective of the Text-to-Image Generation 

Energy Efficiency 

Deep learning models, including text-to-image models, can be computationally 

intensive and energy-consuming (Vinuesa and Sirmaçek, 2021). This energy usage has 

implications for sustainability, as it contributes to increased electricity consumption 

and carbon emissions. Text-to-image models typically consist of large neural networks 

with millions of parameters, and training these models requires significant 

computational power. The training process involves multiple iterations over large 
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datasets, which demands substantial processing capabilities. The training and 

inference processes contribute significantly to the carbon footprint, particularly when 

data centres rely on fossil fuels for electricity generation. 

Additionally, deploying these models for inference also requires computational 

resources, especially for real-time applications. The energy usage can be substantial 

and have a notable environmental impact. The high energy consumption increases 

operational costs for companies and organisations implementing deep learning 

models on a large scale (Jamwal et al., 2022).  

Researchers and engineers can adopt several strategies to improve energy efficiency 

in deep learning models. First, they can focus on model architecture optimisation by 

developing energy-efficient architectures that maintain competitive performance while 

using fewer computational resources. Techniques like knowledge distillation, model 

quantisation, and network pruning can reduce model size and complexity, resulting in 

lower energy consumption (Tunmibi and Okhakhu, 2022). 

Second, employing specialised hardware acceleration, such as GPUs and TPUs 

optimised for deep learning tasks, can lead to significant energy savings compared to 

traditional CPUs. Third, transfer Learning and pretraining on large datasets followed by 

fine-tuning for specific tasks (Puh and Bagić Babac, 2023b) can minimise training time 

and overall energy consumption. 

Additionally, quantised inference, which involves reducing the precision of model 

weights during inference, offers substantial energy savings without compromising 

performance significantly. Data augmentation techniques can also enhance efficiency 

by allowing models to learn from a more diverse dataset without additional training 

(Vinuesa and Sirmaçek, 2021). 

Furthermore, implementing dynamic computation graphs enables models to allocate 

computational resources only when necessary, reducing energy waste during idle 

periods. Lastly, embracing green energy adoption and training deep learning models 

on data centres powered by renewable energy sources (Persello et al., 2021) can 

significantly mitigate the environmental impact, making AI practices more sustainable 

in the long run. Combining these methods allows the AI community to take substantial 

steps towards achieving energy-efficient deep learning models. 

Life Cycle Analysis  

Life Cycle Analysis (LCA) is a valuable approach to assessing the environmental impact 

of various products and systems, including text-to-image models. Each stage of the life 

cycle has the potential to contribute to the environmental footprint, and identifying 

ways to minimise this impact is crucial for sustainable technology development.  

Data collection for training text-to-image models can involve vast amounts of digital 

information, including images and accompanying text. The environmental impact 

during this stage may include energy consumption associated with data centres, 

storage infrastructure, and data transfer. Minimising data collection and storage needs 
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and using energy-efficient servers and data centres can reduce the initial 

environmental impact. 

The training process for text-to-image models often requires significant computational 

resources, leading to high energy consumption. Researchers and organisations can 

explore energy-efficient training algorithms, hardware, and infrastructure to reduce 

the carbon footprint during this stage. 

Implementing text-to-image models into real-world applications, such as websites or 

mobile apps, may also require computational resources and energy consumption 

(Ivasic-Kos, 2022). Optimising the model's efficiency for inference can reduce the 

energy required for deployment. 

During the usage phase, the environmental impact of text-to-image models will depend 

on the frequency and scale of their usage. Models deployed in cloud services may 

benefit from resource allocation strategies to optimise energy consumption based on 

demand. 

Regular model updates and maintenance might be necessary to keep text-to-image 

models relevant and effective. Developers can consider strategies to minimise the 

frequency and scale of updates to reduce their environmental impact. 

At the end of their useful life, text-to-image models may become obsolete or inefficient 

due to technological advancements. Proper disposal or recycling of hardware and 

infrastructure used for model training and implementation is essential to minimise 

waste and pollution. 

Sustainable Applications 

Text-to-image generation has significant potential in various sustainability-related 

applications.  

Text-to-image models can convert textual data from environmental sensors, reports, 

or citizen science contributions into visual representations. For example, textual 

descriptions of air quality measurements, biodiversity assessments, or climate change 

data can be transformed into informative images, graphs, or maps. These 

visualisations can make complex environmental data more accessible and 

understandable for policymakers, researchers, and the public, facilitating better 

monitoring and reporting of environmental conditions (Lipovac and Bagić Babac, 2023). 

In urban planning and land use management, text-to-image models can assist in 

translating textual descriptions of proposed projects, development plans, or zoning 

regulations into visual simulations. Before implementation, this can help stakeholders 

visualise the potential environmental impacts of new developments, such as buildings, 

infrastructure, or green spaces. By identifying potential environmental risks or 

opportunities early on, decision-makers can prioritise sustainable development and 

design. 
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Text-to-image models can aid in converting ecological research findings, species 

distribution data, or habitat descriptions into visual maps or images. This allows 

conservationists and land managers to understand better and communicate specific 

areas' ecological significance. These visualisations can support targeted conservation 

efforts, restoration projects, and identifying critical ecological corridors to protect 

biodiversity. 

Climate change is a complex topic; text-to-image models can help simplify and visualise 

climate-related information. Textual descriptions of climate models, scenarios, or 

adaptation strategies can be transformed into visualisations, making it easier for 

policymakers and the public to grasp the implications of climate change and the 

urgency of mitigation efforts. 

In the context of sustainable agriculture, text-to-image models can convert textual data 

on agricultural practices, soil conditions, and crop performance into visual 

representations. This can aid farmers and agricultural experts in identifying sustainable 

practices, optimising resource use, and make informed decisions to enhance food 

security while minimising environmental impacts. 

Text-to-image models can be crucial in environmental education by transforming 

educational materials, reports, and scientific findings into engaging visual content. This 

can enhance public awareness and understanding of environmental issues, inspiring 

action towards sustainability and conservation. 

E-Waste Implications 

Like other AI models, text-to-image technology relies on powerful computational 

hardware for training and deployment. Frequent updates to these models, driven by 

advancements in AI research and the need to improve performance, can contribute to 

generating electronic waste (e-waste) in several ways (Bhatnagar et al., 2021). 

Organisations may need to upgrade their existing hardware or invest in more powerful 

computing resources to keep up with the increasing demands of more complex text-

to-image models. This can lead to the disposal of older hardware, which can contribute 

to e-waste (Karras et al., 2020). 

Data centres hosting text-to-image models and handling model training require 

specialised servers, networking equipment, and storage devices. As new models are 

developed and deployed, the demand for data centre infrastructure may increase, 

leading to the replacement and disposal of older equipment. 

Deploying text-to-image models in various applications may involve using edge devices 

like smartphones, tablets, or Internet of Things (IoT) devices. As these devices end their 

life cycles, they may contribute to e-waste when replaced or discarded. 

By implementing mitigation strategies, the environmental impact of frequent text-to-

image model updates and advancements can be minimised, leading to more 

sustainable development and deployment of AI technology. Organisations should 
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proactively collaborate with policymakers, researchers, and the industry to address the 

growing e-waste challenge and work towards more sustainable solutions. 

Ethical Considerations 

Ensuring the legality and ethical implications of the final products generated by text-

to-image generation models is an important challenge that needs to be addressed 

(Reed et al., 2016). This is because these models have the potential to create images 

that can be used in a wide range of applications, including in marketing, advertising, 

and media (Clark et al., 2010). 

One of the main ethical concerns related to text-to-image generation is the potential 

for these models to be used to create fake or misleading images. For example, these 

models can be used to create fake images of people or products (Li, Rujis & Lu, 2023), 

which can be used to deceive consumers. To address this challenge, there is a need for 

clear guidelines and regulations that can help to ensure that the images generated by 

these models are accurate, truthful, and not misleading (Holzinger et al., 2022). 

Another ethical concern related to text-to-image generation is the potential for these 

models to be used to create offensive, discriminatory, or harmful images. For example, 

these models can be used to create images that perpetuate harmful stereotypes or 

promote hate speech. To address this challenge, there is a need for ethical frameworks 

and guidelines that can help to ensure that the images generated by these models are 

not harmful or discriminatory (Čemeljić and Bagić Babac, 2023). 

Finally, there are also legal implications associated with text-to-image generation, 

particularly regarding intellectual property and copyright law. For example, if the 

generated images incorporate copyrighted material or infringe on someone's 

intellectual property rights, there may be legal implications. Hence, there is a need for 

legal frameworks and guidelines that can help to ensure that the generated images do 

not infringe on anyone's rights (Karimian et al., 2022). 

Overall, ensuring the legality and ethical implications of the final products generated 

by text-to-image generation models is an important challenge that needs to be 

addressed to ensure that this technology is used responsibly and ethically. This 

requires a multidisciplinary approach involving collaboration between researchers, 

practitioners, regulators, and policymakers to develop ethical and legal frameworks 

and guidelines that can guide the development and use of these models. 

Conclusion 

Text-to-image generation is an interdisciplinary field that generates images based on 

textual descriptions (Reed et al., 2016). This field aims to develop systems that can 

translate textual descriptions into corresponding images, allowing users to visualise 

what they are reading (Xu et al., 2015). This field has grown significantly recently, with 

advances in deep learning and computer vision techniques driving new trends and 
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developments. However, many challenges still need to be addressed to achieve truly 

human-like image generation from the text. These challenges include ensuring that the 

generated images are coherent and consistent with the input text and improving the 

generated images' diversity and variety. Despite these challenges, text-to-image 

generation can potentially transform how we interact with and understand digital 

media. 

This paper provides a comprehensive overview of the field of text-to-image generation, 

including its latest trends and developments, highlighting its importance and relevance 

in various domains. The paper describes and compares various text-to-image models 

and emphasises the significant progress made in recent years. The achievements in 

the domain of text-to-image generation are impressive, and this is especially visible in 

the state-of-the-art Imagen model. Diffusion models and GANs are the best methods 

to build image generation models. The initial text is encoded and used in every model 

to guide image generation. The training requires images and captions. The evaluation 

metric most often used is the FID score achieved on the testing set.  

The practical implications of this paper can be useful for researchers, developers, and 

practitioners interested in working in this field. The paper highlights the importance 

and relevance of text-to-image generation in various domains, such as art, 

photography, marketing, and learning, which can help stakeholders in these areas 

explore new applications of this technology. Additionally, the paper describes and 

compares various text-to-image models, which can help stakeholders select the most 

appropriate model for their needs. The findings of this study show that this area of 

research has made significant progress in recent years and that state-of-the-art models 

can produce high-quality images from textual descriptions. This information can be 

useful for practitioners looking to implement this technology. 

Theoretical implications of this paper encompass a thorough exploration of challenges 

and limitations in text-to-image generation, emphasising the integration of 

sustainability concerns. Ensuring legal and ethical compliance in the products of these 

models becomes paramount, bridging technical innovation with sustainability 

considerations. This integration advances responsible innovation, prompting 

researchers and practitioners to develop solutions that align with ethical, legal, and 

sustainability principles. 

This study contributes to a paradigm shift by addressing these dimensions reframing 

innovation within a sustainable framework. The insights gained catalyse the design of 

strategies that harmonise innovation with societal values and environmental 

equilibrium. The theoretical implications highlight the essential need for a holistic and 

sustainable approach in advancing text-to-image generation. The exploration of 

challenges and solutions resonates as a call for responsible and sustainable progress 

in the text-to-image landscape. 
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