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Abstract 
 

 

Electronic products are becoming obsolete at a very high rate due to rapid changes in 

consumer demand and technological advancements. This generates a huge amount of 

electronic waste with a huge potential for recycling. However, on other hand End-of-

Life (EOL) management of electronic products is not effectively approached while these 

products offer huge opportunities for effective recycling. In this context, this thesis has 

highlighted the current practices and issues related to EOL management of electronic 

products focusing on their different material composition, their identification and 

separation for the recycling of the raw materials in the circular economy perspective. 

The thesis proposes the introduction of digital technologies into the recycling process 

to improve efficiency.  

More specifically, this thesis has focused on the corona electrostatic separation 

process and the improvement of efficiency based on the simulation of the particle 

trajectories to identify the most effective parameters. Thus, in this frame, a numerical 

model to predict the particle trajectories in a corona electrostatic separator is developed 

using COMSOL Multiphysics and MATLAB software and validated with experimental 

trials. Moreover, since the recycling of electronic waste is becoming challenging due to 

its diverse and constantly changing material composition, this thesis illustrates the use 

of non-destructive visible near-infrared hyperspectral imaging (VNIR-HSI) technique 

to identify material accurately; the effectiveness of VNIR-HSI is demonstrated through 

an experimental campaign combined with machine learning models, such as Support 

Vector Machine, K-Nearest Neighbors and Neural Network.  

 

Keywords:  Circular Economy, End-of-Life Management, E-waste, Corona 

Electrostatic Separation, Modelling, Hyperspectral Imaging, Sustainability.
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Sommario 
 

 

Nonostante i prodotti elettronici diventino obsoleti ad un ritmo molto elevato, a causa 

dei rapidi cambiamenti nella domanda dei consumatori e dei progressi tecnologici, la 

gestione del loro fine vita (End-of-Life (EOL)) non viene affrontata in modo efficace 

benché offra, invece, grandi opportunità di riciclo. In questo contesto, questa tesi ha 

evidenziato le attuali pratiche e problematiche relative alla gestione del fine vita dei 

prodotti elettronici concentrandosi sulla loro diversa composizione, l’utilizzo delle 

materie prime seconde ricavabili in una prospettiva di economia circolare. 

La tesi propone l’introduzione di tecnologie digitali nel processo di riciclo per 

migliorarne l’efficienza. In particolare, questa tesi si è concentrata sul processo di 

separazione elettrostatica a corona e sul miglioramento dell’efficienza grazie alla 

simulazione delle traiettorie delle particelle per identificare i parametri più efficaci. 

Pertanto, in questo studio, utilizzando i software COMSOL Multiphysics e MATLAB, 

è stato sviluppato un modello numerico per prevedere le traiettorie delle particelle in un 

separatore elettrostatico a corona; il modello è stato poi validato con prove sperimentali. 

Inoltre, poiché il riciclo dei rifiuti elettronici sta diventando sempre più complesso a 

causa della presenza di mix di materiali diversificati e in continua evoluzione, viene 

proposta la tecnologia di visione iperspettrale non distruttiva basata su lunghezze d’onda 

nel visibile e nel vicino infrarosso (VNIR-HSI) per identificare il materiale in modo 

preciso; l’efficacia di VNIR-HSI, combinato con modelli di apprendimento automatico, 

come la Support Vector Machine, K-Nearest Neighbors e Neural Network, viene 

dimostrata attraverso una campagna sperimentale.
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1. Introduction  
 

 

 

The overutilization of electronic products in the last decades has presented serious 

economic, social and environmental challenges. This chapter aims to introduce general 

overview and the scope of this thesis. Moreover, it briefly discusses the structure of this 

thesis.  
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In the last decades, electronic devices have brought a revolution in every aspect of life, 

very often a fully operating device is discarded to follow the very rapid advancement of 

the technology, additionally the recent pandemic situation, has contributed to the spread 

of electronic devices in all countries, forcing almost everyone to change their normal 

lifestyle and connect digitally for every purpose. Thus, due to the rapid changes in 

lifestyle and electronic technology advancements, the dismission of this equipment has 

dramatically increased, with very few repair/upgrading alternatives [1]. Consequently, 

it results in a significant raise in e-waste, which becomes the fastest growing waste 

domain in the world [2].  

As stated by the world economic forum report, 57.4 mega tonnes (Mt) of e-waste 

were produced globally in 2021 and approximately 59.4 Mt in 2022, the amount is 

heavier than the great wall of China (the planet's heaviest artificial object) [3]. As shown 

in Figure 1.1, the mountain of this worldwide e-waste is growing bigger and if nothing 

changes it is predicted to hit approximately 74.7 Mt by 2030 and 110 Mt by 2050 [4,5].  

In the year 2019, Asia was the highest e-waste producer globally (Figure 1.2.a) 

while Europe was the highest per capita (Figure 1.2.b); Italy generated 1.063 Mt of e-

waste and 17.5 kg per capita [6].  

 

1.1 Problems and scope of the thesis 

The proper EOL management can yield significant environmental and economic 

benefits, but it still faces many challenges in terms of implementation. From a technical 

and economical point of view, e-waste management is complex due to the large variety  
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Figure 1.1: E-waste generation per year (Data collected from [2,4,5]) 

 

Figure 1.2: E-waste statistics continent-wise (a) e-waste generation and (b) e-waste 
generation per capita (Data collected from [6]) 
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of electronic products, which requires flexible recycling infrastructures for an efficient 

recycling. A deeper knowledge on the compositions of e-waste products would help their 

classification and disposal so that the most suitable EOL technologies could be chosen 

for an efficient separation process [4,7–10]. In this context, the adoption of digital 

technologies could be very helpful to optimize the recycling process. Some recent 

advancement in cyber-physical system exploitation for different EOL management 

scenarios has been discussed by this author [11,12]. Indeed, the use of digital 

technologies creates the opportunity to improve the efficiency, functionality and 

reliability of the EOL management. However, the majority of recycling organisations, 

nations lacks the appropriate technology, ultimately results in the massive loss of 

valuable resources [13].  

Therefore, scope of this thesis is centred on the use of digital technologies in the 

EOL management. In more specific, firstly it aims to develop a simulation model for the 

separation process to identify effective parameters for efficient separation. Secondly, it 

focuses on the use of Hyperspectral Imaging (HSI) analysis technique to perform 

material identification and provide valuable information on the material composition 

that can be used in subsequent processes of EOL management.  

 

1.2 Structure of the thesis 

The chapter two provides a brief introduction of the circular economy, sources of e-

waste, PCB recycling and the objective of the thesis. It is followed by the chapter three, 

which elaborates an overview of separation methods including gravity, magnetic, 

electrostatic methods, optimizing the electrostatic separation process and outlines the 
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research methodology. It also covers experimental material preparation, equipment 

detail, design of model for predicting particle trajectories and mathematical conditions 

for validation of the model, separation efficiency calculation, results and discussion of 

experimental trials.  

The fourth chapter discusses material identification using non-destructive visible 

near-infrared hyperspectral imaging (VNIR-HSI), focusing on acquisition and analysis 

steps. Furthermore, it also presents the pre-processing methods, auto-labelling of 

elements, and evaluation of classification methods, using machine learning models such 

as SVM, KNN, and Neural Network. The effectiveness of VNIR-HSI is demonstrated 

through an experimental campaign, and the performance of these models is evaluated 

and compared in terms of their material recognition capabilities. 

Finally, the last chapter provides conclusions, limitation of this work and 

recommendations for future study. 

 

1.3 Conclusions 

The very fast advancement in electronic products is generating a huge e-waste problem. 

This chapter has presented a general overview of problems to implement efficient EOL 

management for e-waste. Then, it also outlines the scope and structure of the thesis.  
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2. Background 

 

 

 

This chapter aims to introduce sources and compositions of electronic waste (e-waste) 

in the circular economy perspective. Moreover, it frames the objectives of the thesis, 

which is motivated on the use of digital technologies for identification of the materials 

and simulation of their separation to enhance the EOL management of e-waste.  
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2.1 Circular Economy: key concepts  

The circular economy is an economic system based on the continuous use of resources, 

minimizing or eliminating the use of natural resources and promoting the reuse, repair 

and recycling of materials. The goal of a circular economy is to create a regenerative, 

sustainable system that reduces environmental impact and fosters economic growth 

[14]. The main concept was introduced in the late 1960s [15] and, since then, several 

other related concepts supported the importance of a cyclical system [16]. It is one of 

the strategies that has potential to contribute towards the achievement of the United 

Nations Sustainable Development Goals (SDGs) by creating economic, social and 

environmental benefits. In more specific, the circular economy strategy can contribute 

to the achievement of the SDG 12 (responsible consumption and production), SDG 13 

(climate action), SDG 14 (life below water) and SDG 15 (life on land) [17]. 

The performance economy focused on the performance of resources, their re-use 

and re-manufacturing [18]. It proposed the sale of the performance not the product itself, 

which remains property of the solution provider who is, thus, incentivized to produce 

long-lasting and durable products with fewer resource inputs.  

The Life Cycle Assessment (LCA) is an approach to evaluate the environmental 

impacts of a product throughout its entire life cycle, from the extraction of raw materials 

to the disposal of waste, helping to identify and to prioritize actions to reduce the most 

significant impacts. This can include designing products for recycling, promoting a 

more circular economy and minimizing waste and pollution [19]. 

The idea of the circular economy is based on several principles: zero waste for a 

design of products fully recyclable; regeneration of opportunities and material sources 

from the disposed products, energy optimization during manufacturing and recycling; 

closed loop of all the materials. 
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The transitioning from a linear economy to a circular economy (Figure 2.1) could 

deliver significant benefits including reducing pressure on the environment, enhancing 

the security of the supply of raw materials, optimising the resource yields, fostering 

system effectiveness, boosting economic growth and creating jobs as well. 

 

 

Figure 2.1: (a) Linear and (b) circular economy difference 

This thesis deals with the recycling of electronic waste in circular economy 

perspective.  
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2.2 Source of e-waste 

The composition of e-waste varies according to the product and can be classified into 

hazardous and non-hazardous. The former includes toxic materials, harmful to human 

health and the environment such as lead, nickel, cadmium, arsenic and chromium [20], 

the latter includes several materials with a high economic value, such as precious metals 

and rare earth elements. An irresponsible EOL management of e-waste can, thus, cause 

irremediable environmental and human health problems and a massive loss of precious 

materials. E-waste generation comes from different sources including industrial, 

institutional and personal appliances such as smartphones, screens, televisions, tablets, 

computers, clothes dryers, calculators, printers, dishwashers, electric stoves, heating and 

cooling equipment [21]. Regardless the application, each electronic product contains at 

least one printed circuit board (PCB). 

 

2.3 PCB as urban ore 

Due to the increased demand of equipment, the global PCB waste is growing at a very 

fast pace [22]. Only in Europe every year about 400,000 tons of PCB waste is generated 

[23]. Table 2.1 reflects the most common materials present in PCBs along with their 

typical use.  
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Table 2.1: Materials and their uses in the PCBs [24,25] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

PCB contains a small (20-30% wt.) but highly valuable metallic fraction (MF) and a 

larger non-metallic fraction (NMF) [26], which can be both recycled and used in 

different secondary applications. The non-metallic fraction can be employed in the 

manufacturing of different products including glues, paints and decorative items [26] 

and as fillers for structural products, such as tiles and furniture, thanks to their 

mechanical strength, lower weight and cost compared to the conventional inorganic 

filler (calcium carbonate) [27,28].  

The metallic fraction includes a large variety of metals can be recovered from 

PCBs, listed in Table 2.1, which, according to the purity of the separation, can be used 

as secondary raw materials for several domains, such as construction, transportation and 

electronics manufacturing.  

Elements and materials Main use in PCB 

Copper (Cu) PCB tracks 

Iron (Fe) Screws and leads 

Lead (Pb) and Tin (Sn) Solder 

Nickel (Ni) Mechanical parts and leads 

Antimony (Sb) Flame retardant 

Zinc (Zn) Zinc plated mechanical part 

Silver (Ag) Conductive adhesives 

Gold (Au) Bond wires, contacts 

Epoxy resin Substrate (solid core and dielectric layer) 
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Table 2.2 presents the comparison between metal content in PCBs and ores. The 

concentrations of metals such as gold, silver, platinum, palladium, copper, lead, tin and 

nickel in PCBs are higher than the concentrations in ores, while they are lower in the 

case of zinc and iron elements. This fact implies that EOL management of PCBs can be 

more beneficial than the process of mining for ores and therefore, PCBs are called as 

‘Urban Ores’.  

Moreover, mining has a significant impact on the environment, leading to 

deforestation, soil erosion, water pollution and habitat destruction due to the generation 

of large amounts of waste material, such as tailings and slag, which are difficult to 

dispose of safely. These environmental impacts can have long-term consequences for 

local ecosystems and communities. Furthermore, the cost of extracting minerals from 

the earth's crust can be high, especially for deep or remote deposits. As the concentration 

of valuable minerals decreases, more energy and resources are required to extract them, 

making mining economically unviable. 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

  

 

Background                                                                                                      Chapter 2 

 

 

28  
   

 

Table 2.2: Element content in PCBs and ores  

Elements Content in ores (%) Content in PCBs * (%) PCBs/ores 
content 

Gold (Au) 0.0002-0.0005 [29] 0.03-0.1 [30–34] 150 - 200  

Silver (Ag) 0.017-0.17 [35] 0.16-1.502 [30,32,36] 8 - 9  

Platinum (Pt) + 
Palladium (Pd) 0.00002-0.00006 [37] 0.01 [30–32] 166 - 500  

Copper (Cu) 0.5-3 [33] 10-36.4 [30–32,36] 12 - 20 

Lead (Pb) 0.3-7.5 [33] 1.2-7.7 [30–32,36] 1.1 - 4  

Tin (Sn) 0.2-0.85 [33] 4-4.6 [30–32,36] 5 - 22  

Nickel (Ni) 0.7-2 [33] 0.9-2.4 [30,31,36] 1.2 - 1.3 

Zinc (Zn) 1.7-6.4 [33] 1-3.5 [30–32,36] 0.55 – 0.58 

Iron (Fe) 30-60 [33] 3.9-16 [30,32,36] 0.14 – 0.33 

 

*Material compositions of PCBs vary according to their application, so this is an approximate estimation on common PCBs 

 

2.4 PCB Recycling 

PCBs are not currently designed according to a circular economy approach; their 

recycling is, thus, quite complicated and not always economical convenient.  However, 

due to the increasing demand for raw materials and the consequent shortage of 

resources, a judicious approach to PCB is recommended. Figure 2.2 shows an overview  
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Figure 2.2: Overview of PCB recycling process [11] 
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of the typical recycling of PCB; although different types of PCB (Figure 2.3) are 

currently on the market [38,39] the main process can be always classified as mechanical, 

thermal and chemical. 

 

 

Figure 2.3: Different types of PCBs [39,40]  

 

The mechanical recycling of PCB involves component removal, desoldering, 

shredding and separation [41,42]. It is efficient in terms of energy consumption and 

recovery rate and more environmentally friendly than chemical and thermal recycling 

processes. 

The removal phase can be non-destructive, semi-destructive and destructive [43], 

according to the quantity of components undamaged after this step, that can be thus 
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resold in the market to be reused [44]. In the desoldering phase, abrasion [45] and 

dissolution methods [46–48] are employed to clear the solder joints from electronic 

products [49]. Similarly, the solder sucker (pump) method can be used to remove the 

melted solder after melting the joints with the help of a heat gun [50].   

Afterwards, the product is reduced in size in the shredding phase [51]. The final 

size of the particle depends on the electronic product compositions; indeed, its main 

objective is to isolate the different materials so that each particle is homogeneous. 

However, in some cases the homogeneity cannot be obtained for all the particles at the 

same size, so some, called middling particles, contain more than one material. Crushers 

and mills [52–54] are used for this operation and the performance depends upon various 

factors such as material hardness, glueyness, temperature and nature of feed material 

including the density and presence of moisture.  

Then, the processes of separation are executed in order to separate the different 

materials according to their physical and chemical properties. Different kinds of 

mechanical separation techniques such as magnetic, gravitational and electrostatic 

separation can be used [55–57].  

Afterwards thermal and chemical processes are used to further separate materials 

with similar physical properties. There are four main ways of recycling metallic 

materials through the thermal and chemical recycling approaches, which include the 

pyrometallurgy, hydrometallurgy, biometallurgy and electrometallurgy.  

Pyrometallurgy is commonly used for the extraction of non-ferrous metals such 

as copper, zinc, nickel, and tin [58–60] using high temperature processes. It consists of 

several stages such as roasting, smelting in a plasma arc furnace or a blast furnace, 

converting and refining. The exact combination of these stages depends on the 

composition of the mixture being processed.  
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Hydrometallurgy is a chemical metallurgical method for the extraction of metals in an 

aqueous medium. It involves leaching with acid, alkaline or other solutions that 

selectively dissolve certain metals. The solutions are then subjected to separation and 

purification procedures to isolate the metals of interest [58,61]. 

Biometallurgy involves the use of microorganisms to recover valuable metals 

from PCB. The PCB powder is mixed with water and nutrients, and the micro-organisms 

are added to the mixture. The microorganisms break down the organic components of 

the PCB and release metals such as copper, gold, and silver valuable metals. Then, the 

metal-containing solution is separated using various techniques such as precipitation or 

solvent extraction. Many types of micro-organisms can be used in this process including 

living and dead organisms such as algae, bacteria, yeasts and fungi [62]. Biometallurgy 

is not extensively used at present due to several challenges such as relatively slow rate 

of metal extraction compared to other recycling methods. The use of microorganisms 

also requires careful management to prevent contamination and maintain optimal 

conditions for their growth and activity. Moreover, the scale-up of biometallurgical 

processes from the laboratory to industrial-scale is not straightforward, and significant 

research and development efforts are required. 

Electrometallurgy uses electrolysis to deposit pure metals on a substrate. The 

metal anodes and cathodes are placed in an electrolyte solution, then current is applied 

to that solution. Positively charged metal ions are transported from the anode to the 

cathode, where they form a very pure piece of metal [63,64]. 

Similarly, chemical recycling of non-metallic fractions converts it into gas, fuels 

or other chemical inputs. There are four main methods: pyrolysis, gasification, 

hydrogenolytic degradation and depolymerization in supercritical fluids [65].  

Pyrolysis and gasification are both thermal processes that convert organic 

materials into useful products [60]. Pyrolysis decomposes organic materials in the 
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absence of oxygen and produces heat and combustible liquid and gas. Gasification 

requires very high temperatures to decompose the material in presence of air producing 

heat and combustible gas. 

Hydrogenolysis is a thermo-chemical process which involves a catalytic chemical 

reaction that breaks the chemical bond in the organic molecules with the simultaneous 

addition of a hydrogen atom [66].  

A supercritical fluid is any substance at a temperature and pressure above its 

thermodynamic critical point. The process of using supercritical fluids to recover non-

metallic fractions of PCBs involves two main steps: extraction and precipitation. Firstly, 

due to the high pressure and temperature of the supercritical fluid the non-metallic 

fraction is dissolved efficiently in the solution leaving behind the metal elements. Then 

the supercritical fluid is depressurised and cooled, causing the metal to precipitate. The 

use of supercritical fluids (SCFs) as a medium for organic chemical reactions has 

become feasible in the last few years and it is very promising because several 

supercritical fluids, can be used, such as water and CO₂, which are non-toxic and non-

flammable. The output from depolymerization in supercritical fluids includes gas, oils 

and solid residues [67]. 

The, author has presented a comprehensive analysis of the recycling 

methodologies along with their limitations for PCBs [11]. 

The availability of limited knowledge on the compositions of key materials in e-

waste generates uncertainty in the EOL management. This kind of uncertainty generates 

different problems in the EOL management of PCB. Due to the high variability of 

products and materials to be treated, currently available EOL technologies are inefficient 

and not adaptable according to the different types of waste. Due to this fact, current 

recycling technologies face many problems like low efficiency, high energy 
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consumption, low material recovery rate, uncertainty, effects on human health and 

environment, meaning that a considerable quantity of valuable material is wasted. 

 

2.5 Objectives 

Nowadays, digital technologies are forecast to penetrate all the sectors to optimize the 

production processes, in the Industry 4.0 era [68]. The implementation of suitable digital 

technologies into the recycling processes can make EOL management more efficient.  

Simulations of the processes, for example, can be helpful to optimize the process 

parameters according to the different compositions of e-waste and advanced visual 

techniques, such as Hyperspectral Imaging (HSI), can be useful for the identification of 

the material composition and, thus, provides information for further processes in EOL 

management.  

The Figure 2.4 illustrates the opportunities from recycling with a combination of 

simulation of separation process and HSI image analysis in comparison to the current 

mechanical recycling process. The exploitation of digital technologies will help to 

achieve an efficient recycling with less energy consumption and high material recovery 

rate.  

Therefore, the first objective of this thesis is focused on developing a simulation 

of the separation process to identify the effective parameters for efficient separation, the 

second objective is the use of the HSI analysis technique to perform a material 

identification.   
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Figure 2.4: Recycling (a) existing recycling process and (b) recycling with digital 
technologies 
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2.6 Conclusions 

This chapter has presented a background of the circular economy concept, sources of e-

waste. The e-waste is indeed an important resource of high value secondary raw 

materials also due to the imminent shortage of them. Therefore, a circular economy of 

e-waste is auspicabile not only for ecological reasons but also economical advantages. 

Lastly, this chapter briefly discuss the opportunities offered by the digital technologies 

for e-waste recycling and conceptualize the objective of the thesis. 
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3. CES Separation  
 

 

 

This chapter contextualizes the literature review about the separation methods used for 

EOL management and optimisation of the electrostatic separation process taking into 

consideration its suitability for e-waste mixture. Then, this chapter provides information 

on the materials used in the experimental trials, including their preparation procedure, 

shredding and separation equipment. Additionally, it describes the assumptions and 

design used during the development of the model for predicting particle trajectories in 

a corona electrostatic separator. Furthermore, this chapter reports the mathematical 

conditions for validating the model and the calculation of the separation efficiency for 

each experimental trial. Finally, this chapter presents the results of the experimental 
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trials and simulation model of the corona electrostatic separator. Then, the experimental 

trial results are compared with the simulation model results. 

 

 

 

3.1 Literature review 

In the mechanical recycling after shredding of electronic products, requires a separation 

of those heterogeneous compositions. The separation method has to be accurately 

chosen, especially for complicated electronic products, since it significatively affects 

the recovery rate of the recycling process.  

 

3.1.1 Separation methods 

 

There are many separation methods, exploiting different physics principles, including 

gravity, magnetic and electrostatic forces. Their success strongly depends on the 

homogeneity of particles. The gravity separation method is based on the weight of the 

particles immersed in a medium. The separation factor (Δ𝜌𝑔) is the ratio of the difference 

in density of the particle materials and separation medium as shown in Equation (3.1).  

 Δ𝜌𝑔 = 𝜌ℎ − 𝜌𝑚𝜌𝑙 − 𝜌𝑚 (3.1) 
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where 𝜌ℎ, 𝜌𝑙 and 𝜌𝑚 are the specific density of the heavy, light particle and medium, 

respectively [69]. The separation factor is used to determine the optimum operating 

conditions and the most suitable medium. The lower the value of Δ𝜌𝑔, the lower the 

separation efficiency, a minimum value of 2.5 is required [70]. Similarly, particle size 

and volume are also secondary separation properties, which play a crucial role in gravity 

separation. The particle size and volume are affecting the settling velocity of particles. 

The settling velocity is the speed at which a particle falls through a medium due to 

gravity. The larger the particle size or volume, the faster the settling velocity. The 

shaking surface concentrator (shaking tables), pinched sluices and Reichert cones are 

the types of gravity separators used in industries [71]. In addition to these separators, 

gravity separator uses a vacuum in the separation process. It lifts the lighter material by 

vacuum through the inclined vibrating screen and collected at lighter fraction storage 

box. The heavier particles are left on the initial point of platform and eventually 

collected to heavy fraction storage box (Figure 3.1).  

 

 

Figure 3.1: Schematic representation of gravity separator [72] 
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Furthermore, flocculation and coagulation can be applied to the gravity separator 

to improve its efficiency. They involve the addition of chemical agents (coagulant and 

clarifying) which promote the aggregation of small particles to form larger and heavier 

clumps, which can be, then, more easily separated. Environmental friendliness is the 

notable advantage of gravity separators. However, particles with similar densities 

cannot be separated. 

The magnetic separator is based on the magnetic field and difference in magnetic 

susceptibility of the materials. The choice of separation medium depends on the specific 

application and the type of material being separated. Normally, dry magnetic separators 

provide better efficiency due to easier controllability. Generally, magnets are situated 

inside the magnetic separator roller to which, thus, magnetic particles stick, while non-

magnetic materials move freely to the correct box (Figure 3.2).  

 

 

Figure 3.2: Schematic representation of magnetic separator [73] 
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The magnetic force (𝐹𝑚) shown in Equation (3.2) dependents on the magnetic 

field (𝐻), particle volume (𝑉𝑝), radial distance (𝑟), magnetic susceptibility of particle (𝑘𝑝) and medium (𝑘𝑚) and plays a significant role in the efficiency [74].   

 

𝐹𝑚 = 𝑉𝑝( 𝑘𝑝 − 𝑘𝑚)�⃗⃗� 𝑑𝐻𝑑𝑟 (3.2) 

 

The not only roller, but also other type of geometry can be used in magnetic 

separators, including grate and plate magnets with suitable material feed systems such 

as vibratory, gravity, or pneumatic conveyor systems [75].  

 

3.1.2 Electrostatic separation methods 

 

Electrostatic separation is a dry separation method that sorts the materials based on 

electrical properties. Several methods of electrostatic separators have been studied[76–

78], such as plate type electrostatic separator, belt type electrostatic separator, free fall 

electrostatic separator and corona electrostatic separator (Figure 3.3).  

In the plate type electrostatic separator, a vibratory feeder deposits the particles 

on the grounded plate surface, where, if they are conductive, they are attracted by the 

static electrode of elliptical shape at high voltage and, thus, they drop in the right-side 

storage box. The particles with poor conductivity do not acquire sufficient charge and 

thus, they are not attracted by the static electrode and collected on the left side of the 

storage box according to their mass [79].  

The free fall triboelectrostatic separator consists of a tribo-charger, in which the 

particles get charged either through the most common mechanical triboelectrification or  
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Plate type electrostatic separator 

 

 

Free fall triboelectrostatic separator 

  

 

Belt type electrostatic separator 

 

Corona electrostatic separator 

 
 

 

Figure 3.3: Schematic representation of electrostatic separators [79] 
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fluidization triboelectrification, based on the types of particles. After gaining positive or 

negative charge, the particles pass through a nozzle and fall freely in the electric field 

generated by a positive and negative electrode plate, which, according to the charges 

attracts or repulses the particles, separating them [79–81]. 

In the belt type electrostatic separator, the belt and the associated rollers transport 

the particles, charged by the corona electrode. Then, due to conveyor movement, the 

particles enter in the electric field generated by the static electrode which attracts the 

conductive particles, while the non-conductive ones stick to the belt. [82] 

The corona electrostatic separator consists of a corona and a static electrode, both 

connected to a high-voltage supply. Due to the field generated by the electrodes and the 

ion bombarding of the corona electrode, the non-conductive particles stick to the 

grounded roller while the conductive particles are attracted towards the static electrode 

[78,83–85].  

The common limitation of plate, free fall and belt type electrostatic separator is 

that the particle feeding within the electrode zone has to be low to avoid space charge 

effects, which affects the production rate of separation. Moreover, in the free fall 

separator the flow within the electrode zone has to be limited to avoid the turbulence 

and smearing of the separation. Ideally, the corona electrostatic separator is the most 

suitable separator in the recycling industry due to its flexible structure and high 

production rate. Therefore, in the following sections, corona electrostatic separation will 

be analysed in more details. 

 

3.1.3 Corona electrostatic separator 

 

The corona electrode consists of a stainless-steel wire with a diameter of around 0.15 

mm to 0.3 mm, tensioned with tension springs (Figure 3.4), which due to a ion 
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bombardment mechanism charges both conductive and non-conductive particles with 

charges of the same sign of the corona electrode. 

 

 
 

Figure 3.4: Corona charging mechanism  

 

However, the different electrical properties lead the conductive particles to 

discharge very quickly through the metallic roller (Figure 3.5), which is connected to 

the ground, while the non-conductive ones remain charged and stuck to the grounded 

roller. 
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Figure 3.5: Particles discharging curve [86] 

 

Those particles, then, passed through the electric field generated by a static 

electrode plate; the conductive particles acquire a charge of the opposite sign of the 

electrode due to the electrostatic induction so that they are attracted by it, the non-

conductive particles, still charged of the same sign of the static electrode are repulsed 

and remain stuck to the roller (Figure 3.6). 

A successful separation depends on the particle sizes, electrode dimensions and 

locations, roller diameter and speed, feeder velocity, voltage and particle density. Thus, 

the best parameters have to be set.  
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Figure 3.6: Conductive induction mechanism 

 

 

3.1.4 Separation efficiency 

 

The separation efficiency is the major issue in all separation method and electrostatic 

separation is not exception and thus many studies centred around the optimisation of it 

(Table 3.1). 

Various theoretical models have been presented to define the best process 

parameters according to the particle size, shape and mass [87], angle between electrode 

and voltage curvature of the electrodes and distance between the electrodes [88–90]. 

Moreover, a mathematical model has been presented to analyse the effect of the size of 

the electrodes, applied voltage and behaviour of particles in the electrostatic separation 

process [91].  
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Table 3.1: Electrostatic separation parameter studies 

 
Effective parameters Findings Reference 

Particle size Separation efficiency increases 
with decrease in particle size 

[92] 

Electrode voltage Separation efficiency increases 
with increase in applied voltage 

[93] 

Corona electrode angle  Separation efficiency decreases 
with decrease in corona 
electrode angle 

[94,95] 

Corona electrode distance from 
particles  

Separation efficiency decreases 
with decrease in corona 
electrode distance 

[96] 

Angular velocity of roller Quantitative method for 
analysing the affection of 
rotational speed 

[97] 

Humidity and temperature Affects the separation 

efficiency 

[98] 

 

The electrostatic separation strongly depends on the charging mechanisms, so 

charge simulation programs, based on the boundary element method [99] also combined 

with a genetic algorithm [48], have been developed. Furthermore, Rajaonarivony et al. 

have evaluated the best process parameters based on the charge decay curves [100].  

A weight monitoring system has been studied to monitor the separation process 

and a virtual instrumentation program was utilized to analyse the mass increment of the 

middling product and the efficiency of the separation [101]. Simulations of the particle 

trajectory allows for a clear representation of the separation efficiency and its effective 
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parameters. However, it is complicate due to the involvement of several critical steps, 

such as force calculation and their action on the particles based on their type and size, 

so several approach have been studied [11,102].  Due to high efficiency and production 

rate features of corona electrostatic separator, this thesis is focused on the development 

of a model to predict the particle trajectory in corona electrostatic separator by 

calculating the different forces acting on the particles and use of this simulated particle 

trajectories to identify the effective parameters for the efficient separation of conductive 

and non-conductive materials. 

 

 

3.2 Methodology 

This section provides information on the materials used in the experimental trials, 

including their preparation procedure, shredding and separation equipment. 

Additionally, it describes the assumptions and design used during the development of 

the model for predicting particle trajectories in a corona electrostatic separator. Lastly, 

it reports the mathematical conditions for validating the model and the calculation of 

the separation efficiency for each experimental trial. 

 

 

3.2.1 Materials and methods 

 

In this study, two different experimental campaigns are conducted by using two 

different types of samples, namely electric cables and PCBs. The electric cables, made 
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of only two elements: copper and PVC are selected for validation of the model. The 

PCB samples, consisting of copper, ferrous, zinc, nickel and epoxy are selected for the 

experimental campaign.  

In order to feed the cutting mill, which requires samples smaller than 80 mm x 60 

mm, the electric cables are first cut manually and the PCBs are reduced in size using a 

single shaft shredder (Figure 3.7.a)  

 

 

Figure 3.7: Single shaft shredder (a) and shredding chamber with single shaft and 

fixed blade (b) 
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The shaft provided with some blades is driven by the motor so that the material 

is squeezed in the gap between the movable and the fixed blade (Figure 3.7.b), 

crushed into small pieces and collected in a box.  

After the manual cut or the single shaft shredding operation, a cutting mill and 

a centrifugal mill are used to obtain particles small enough to be composed of only 

one material for an accurate separation. 

The cutting mill (Figure 3.8) has a 3 kW motor to drive a rotor with reversible 

cutting tips of tungsten carbides up to 3000 RPM.  

 

 

Figure 3.8: Cutting mill (a), 6-disc rotor (b) and shredding chamber (c) 
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The size reduction takes place by cutting and shearing forces. The material is 

comminuted between the cutting tips of the rotor and chamber. The output is, then, 

collected and shredded using the centrifugal mill (Figure 3.9). From the hopper, the 

material passes on the rotor where the reduction is due to impact and shearing effects 

between the rotor and the sieve ring. The centrifugal acceleration throws the material 

outward with high energy impacting the rotor teeth moving at 16000 RPM speed. 

Ultimately, the shredded particles are collected in the bottle with the help of a 

vacuum apparatus.  

 

 

Figure 3.9: Centrifugal mill (a), sieve (b) and 24-tooth rotor (c) 
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A vibration sieve shaker apparatus has been used to divide the particles based on their 

size (Figure 3.10). The electric cable particles are divided into three categories (Table 

3.2) to analyse the effects of the size while for the PCBs only particles with size between 

0.4 to 0.5 mm are studied. 

 

  

Figure 3.10: Vibration sieve shaker (a), sieves set (b) sieve (c) 

Table 3.2: Sets of particles 

Set (particle ID) Sieve mesh size range 

Set 1 (0.2-0.4) 0.2 mm – 0.4 mm 

Set 2 (0.4-0.5) 0.4 mm – 0.5 mm 

Set 3 (0.71-0.75) 0.71 mm – 0.75 mm 
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The flow of PCBs sample preparation is shown in the Figure 3.11. 

 
Figure 3.11: Flow of the PCB sample preparation (a) PCB, (b) PCB after single shaft 

shredder, (c) PCB after cutting mill and (d) PCB after the centrifugal mill 
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The corona electrostatic separator used in this study is shown in Figure 3.12; it includes 

a vibratory feeder, a roller, a corona electrode, an electrostatic electrode with a high-

voltage supply, two splitter flap and three storage boxes for collecting the sorted 

materials.  

 

 

Figure 3.12: Corona electrostatic separator geometric details 

 

The shredded particles are transferred on the vibratory feeder (length and width 

are 0.32 m and 0.2 m, respectively) and then to the roller, a rotating cylinder with a 

radius of 0.16 m. The 1.1 kW and 0.46 kW motors are used to drive the roller and 

vibratory feeder respectively. The corona electrode is a stainless-steel wire, with a 

diameter of 0.2 mm, tensioned with a spring and the static electrode is a combination of 

two stainless-steel plates. A high voltage supply (1 kV – 35 kV) is applied between the 
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electrodes and the roller. Two splitters are available to separate the particles, based on 

their trajectories, in the three separation boxes.  

The separation is based on the electrophoresis principle due to two electrodes 

(corona and static) connected together to a high-voltage supply (Figure 3.13). Due to 

the corona electrode ion bombardment, the particles acquire charges of the same sign of 

the corona electrode; the conductive particles, being in contact with the metallic roller, 

which is connected to the ground, discharge very quickly, while the non-conductive 

ones remain charged.  

 

 

Figure 3.13: Schematic representation of the corona electrostatic separator  
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Afterwards, passing into the electric field generated by the static electrode the neutral 

conductive particles, still in contact with the roller, acquire a charge of the opposite sign 

of the electrode due to the electrostatic induction and, thus, they are strongly attracted 

by the static electrode. The non-conductive particles having charges of the same sign of 

the static electrode are repulsed and stick to the roller [78]. The middling particles are 

non-homogeneous particles, which contains more than one material. 

A simulation model is developed using COMSOL Multiphysics and MATLAB 

[102,103]. A two-dimensional geometry of the corona electrostatic separator is created 

in the COMSOL to evaluate the electrostatic field, generated by the corona and static 

electrodes, as a function of the applied voltage: 𝐸 = −∇𝑉 (3.3) 

 

The Dirichlet boundary conditions and mesh elements are added in order to 

calculate the electrostatic field values for each location. They are stored and used as 

input for the particle trajectory calculation based on the Euler Cromer method [104] 

using MATLAB. 

 

 

3.2.2 Assumptions of the simulation model 

 

Several assumptions are considered to develop the model of the corona electrostatic 

separator. Initially, the particles are assumed to have a spherical shape, with radius his 

and mass (m) and their charge constant during flying. The collisions between particles 

are neglected. The adhesion force is considered negligible since it becomes relevant for 
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micrometric particles. Moreover, the influence of the Coulomb forces between the 

particles is neglected as these forces are significantly small [105–107]. Table 3.3 lists 

the parameters that are considered as constant throughout the simulation and 

experimental trials. 

 

Table 3.3: Constant parameters for the simulation trials 

Constant parameter value 

Drag coefficient (spherical shape), Cf 0.47 [108] 

Drag coefficient (cylindrical shape), Cf 0.82 [108] 

Air density, ρ 1.225 kg/m3 

Gravitational acceleration, g 9.81 m/s2 

Permittivity of free space, e0 8.85 x 10-12 Fm-1 

 

 

 

3.2.3 Mathematical model 

 

The numerical model has been developed in MATLAB to emulate the behaviour of 

conductive and non-conductive particles in the corona electrostatic separation process 

by taking into account the main dominant forces, namely electrostatic (𝐹𝑒⃗⃗  ⃗), gravitational (𝐹𝑔⃗⃗  ⃗), centrifugal (𝐹𝑐⃗⃗  ⃗), electric image (𝐹𝑖⃗⃗ ),  and air drag (𝐹𝑎⃗⃗  ⃗) forces.  
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The gravitational force (𝐹𝑔⃗⃗ ⃗⃗  ⃗) acting on particles is: 

 

𝐹𝑔⃗⃗  ⃗ = 𝑚𝑔 (3.4) 

 

where g (9.8 m/s2) is the gravitational acceleration.  

The centrifugal force (𝐹𝑐⃗⃗  ⃗) is an outward force on the particles moving in the reference 

frame of the roller [109]: 

 𝐹𝑐⃗⃗  ⃗ = 𝑚𝜔𝑐2𝑅𝑐�⃗� (3.5) 

 

where ωc is the angular velocity of the roller (assuming that the particles are integral 

with the roller), Rc, is the radius of the roller and �⃗�  the vector normal to the tangent of 

the roller in the particle position [110].  

The electrostatic force (𝐹 𝑒) is directly proportional to the charge (𝑄) of the particle and 

electrical field (�⃗� ) [110]. 

 𝐹 𝑒 = 𝑄�⃗� (3.6) 

 



 

 

  

 

CES Separation                                                                                                 Chapter 3 

 

 

59  
   

 

The electric image force (𝐹 𝑖) is directly proportional to the square of the charge and 

electrical field and inversely proportional to the square of the particle diameter [87,110]. 

 

𝐹 𝑖 = 𝑄2�⃗� 4𝜋𝑒0(2𝑟)2 (3.7) 

 

where e0 is the air dielectric constant. 

The air drag force (𝐹𝑎⃗⃗  ⃗) is the resistance force opposite to the particle motion (with 

velocity 𝑣 ) through the air:  

 

𝐹𝑎⃗⃗  ⃗ = −12𝐶𝑓𝑆𝜌𝑣 2 (3.8) 

 

where Cf is the drag coefficient, ρ (1.225 kg/m3) is the air density and S is the frontal 

area of the particles [111]. 

As discussed in the section 3.1, the non-conductive particles are charged by the 

corona electrode, while the conductive particles by the static electrode field and they are 

subjected to different forces according to their charge and location as shown in (Figure 

3.14).  
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Figure 3.14: Forces acting on the (a) non-conductive and (b) conductive particles 

 

The corona electrode creates a very intense electric field that bombards the 

particles with ions of the same sign of the electrode so that non-conductive particles are 

negatively charged according to:  

 

𝑄𝑛𝑐 = 12𝜋𝑒0𝐸𝑟2 (3.9) 

 

The conductive particles discharge quickly the bombarded ions and finally get 

positively charged by the static electrode, according to: 

 

𝑄𝑐 = 23𝜋3𝑒0𝐸𝑟2 (3.10) 
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where Qnc/c is the charge and E is the strength of the electrical field in the particle 

location [105,106,112]. 

According to New’on's second law of classic mechanics the total force (𝐹 ) acting on a 

particle is equal to the rate at which its velocity (v⃗ ) changes with respect to time: 

 

𝑚 𝑑𝑣 𝑑𝑡 = ∑𝐹 (3.11) 

 

The particle movement is, then, obtained adding all the forces acting on the 

particles (Equation 3.4-3.8).  

 

𝑑𝑣 𝑛𝑐𝑑𝑡 = 𝑎 𝑛𝑐 = 1 𝑚𝑛𝑐 (𝑚𝑛𝑐𝑔 + 𝑚𝑛𝑐𝜔𝑐2𝑅𝑐�⃗�  + 𝑄𝑛𝑐�⃗� + 𝑄𝑛𝑐2�⃗� 4𝜋𝑒02𝑟2 +−12𝐶𝑓𝑆𝜌𝑣 2) (3.12) 

 

 

𝑑𝑣 𝑐𝑑𝑡 = 𝑎 𝑐 = 1 𝑚𝑐 (𝑚𝑐𝑔 + 𝑚𝑐𝜔𝑐2𝑅𝑐�⃗�  + 𝑄𝑐�⃗� − 12𝐶𝑓𝑆𝜌𝑣 2) (3.13) 
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From the acceleration the positions of the particles during their movement are 

calculated by the Euler-Cromer method: 

 𝑣 𝑖+1 = 𝑎 𝑖δ𝑡 + 𝑣 𝑖 (3.14) 

 

𝑝 𝑖+1 = 𝑣 𝑖+1δ𝑡 + 𝑝 𝑖 (3.15) 

 

where 𝑣𝑖⃗⃗⃗   is the particle velocity, 𝑎𝑖⃗⃗  ⃗ is the particle acceleration and 𝑝𝑖⃗⃗⃗   is the 

particle position at the ith iteration step and δ𝑡 is the time interval. The initial velocity 

of the particle is calculated based on the roller speed and radius (𝑣 = 𝑅𝑐  𝜔𝑐)[100]. 

At each iteration step, the acceleration is estimated using the electrostatic field 

data provided by the COMSOL Multiphysics model, solving Equations (3.12) or 

(3.13) with MATLAB. With the resulting accelerations, Equations (3.14) and (3.15) 

are calculated in MATLAB to identify velocity and position every 30 seconds.  

In Figure 3.15, a plot of the results of the model is presented. 
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Figure 3.15: The predicted trajectory of a conductive (+) and non-conductive (O) 

particle. 

 

Since, the spherical shape assumption is not confirmed by visual observations also 

the cylindrical shape is considered in the model (Table 3.4) and the results compared. 

The copper particle radius was assumed constant and equal to the size of the cable wire 

(0.2 mm) while the length of the particle was assumed twice the particle sieve mesh 

size. 
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Table 3.4: Cylindrical particle size assumption 

Particle ID Sieve mesh size Particle size assumption 

0.2 0.2 mm 
Copper particles (l=0.4 mm and r=0.2 mm) 

PVC particles (l=0.2 mm and r=0.2 mm) 

0.4 0.4 mm 
Copper particles (l = 0.8 mm and r = 0.2 mm) 

PVC particles (l = 0.4 mm and r = 0.4 mm) 

0.5 0.5 mm 
Copper particles (l = 1 mm and r = 0.2 mm) 

PVC particles (l = 0.5 mm and r = 0.5 mm) 

0.71 0.71 mm 
Copper particles (l = 1.42 mm and r = 0.2 mm) 

PVC particles (l = 0.71 mm and r = 0.71 mm) 

0.75 0.75 mm 
Copper particles (l = 1.5 mm and r = 0.2 mm) 

PVC particles (l = 0.75 mm and r = 0.75 mm) 

 

 

 

3.2.4 Experimental campaign 

 

In order to validate the model with an experimental campaign a critical length (d) is 

identified, it is the distance at which one of the splitters is positioned from the roller and, 
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thus, it represents the threshold for the conductive and non-conductive particles to be 

correctly sorted. This condition is mathematically expressed in the Equation (3.16). 

 𝑑𝑛𝑐 < 𝑑 < 𝑑𝑐 (3.16) 

 

where dc is the distance of the conductive particle and dnc is the distance of the 

non-conductive particle from the roller at height h (Figure 3.16). In this experimental 

campaign, splitter 2 is removed and the angular velocity of the roller is kept at 30 RPM. 

As expected, the separation efficiency is strongly affected by the voltage, indeed, the 

higher the voltage the higher the electrostatic force which attracts the PVC particles to 

the roller and the copper particles to the static electrode.  

As a consequence, increasing the voltage  𝑑𝑛𝑐 decreases and 𝑑𝑐 increases. 

Therefore, in order to validate the model, the minimum voltage at which the particles 

are correctly sorted is calculated by the model and compared with the experimental 

results, maintaining the splitter fixed at a distance d equal to 0.015 m. In order to achieve 

a successful separation, the non-conductive particle has to pass the threshold line at a 

distance from the roller smaller than d, while the conductive particle with a distance 

larger than d (Figure 3.16).  
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Figure 3.16:  Zoom view of successful separation 

 

If any of the two conditions from Equation 3.16 fails, the separation is 

unsuccessful, because either the non-conductive particles go in the box meant for the 

conductive ones (Figure 3.17) or conductive particles in the box of the non-conductive 

particles.  

The minimum voltage strongly depends on the size of the particles, which affects 

the forces, thus the minimum voltage required for the successful separation is calculated 

for each set of particles (Table 3.2 and Table 3.4).  
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Figure 3.17: Zoom view of unsuccessful separation  

 

Concerning the experiments, the identification of the minimum voltage has been 

done in a two-step procedure. After the separation at the voltage under examination, the 

sorted material - i.e., the material in box 1 separated from the material in box–2 - 

undergoes to another separation experiment at the highest voltage, 33 kV1, to quantify, 

with a weight scale, the presence of impure material in those boxes (i.e., conductive 

particles in the non-conductive fraction and vice versa) and, thus, to check the efficiency 

 

 
1 Higher voltage causes frequent sparks and, thus, it is not recommended 
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of the separation. Indeed, regardless the size of the particles in Table 3.2, at 33 kV a 

successful separation of the particles is achieved, as shown in Figure 3.18. 

 

 

Figure 3.18: Analysed hyperspectral images of 0–4 - 0.5  particles: successful 

separation at 33 kV (a) conductive fraction and (b) non-conductive fraction, compared 

with uncomplete separation at 25 kV (c) conductive fraction and (d) non-conductive 

fraction  

 

The separation efficiency illustrates the effectiveness of the separation process, it 

involves the measurement of the weight of the non-conductive particles (𝑁𝐶𝐶) in the 

conductive box and conductive particles (𝐶𝑁𝑐) in the non-conductive storage box. The 

efficiency of the separation for conductive and non-conductive particles is calculated 

based on Equation (3.17) and Equation (3.18) respectively. 

 

η𝑐 = 100 − 𝑁𝐶𝑐𝑁𝐶 ∙ 100 (3.17) 



 

 

  

 

CES Separation                                                                                                 Chapter 3 

 

 

69  
   

 

 

where η𝑐 is the efficiency of separating conductive fractions, 𝑁𝐶𝐶 is the mass 

of the impurity (non-conductive particles) found in the conductive fraction after the 

33 kV trial and NC is the mass of the total amount of non-conductive particles.  

 

η𝑛𝑐 =  100 − 𝐶𝑁𝑐𝐶 ∙ 100 (3.18) 

 

where ηnc is the efficiency of separation of non-conductive fractions, 𝐶𝑁𝐶 is the 

mass of the impurity (conductive particles) found in the non-conductive fraction after 

the 33 kV trial and C is the pure conductive fraction.  

The amount of impurity is normalized by taking into account the overall quantity 

of conductive or non-conductive particles, since the higher the quantity the higher the 

probability that some of them go in the wrong box and vice versa. As expected, if no 

impurity is found the formula gives an efficiency of 100%. 

The overall efficiency is calculated as the mean value of conductive and non-

conductive efficiency.  
Furthermore, the separation efficiency is verified using a hyperspectral imaging 

system (HSI) as well. After each trial, hyperspectral images of the fractions are captured 

to identify the non-conductive particles in the conductive storage box and the conductive 

particles in the non-conductive storage box. The HSI image analysis is explained in the 

Chapter 4. 
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3.3 Results and discussion 

The experimental results are divided into Section 3.3.1 and Section 3.3.2 for electric 

cables and printed circuit boards, respectively.  

 

 

 

3.3.1 Electric cable results 

 

The electric cables are shredded according to Section 3.2.1 and classified into three 

different sets based on the size of the mesh of the sieves (Table 3.2). The simulation and 

experimental trials are carried out to identify the minimum voltage required for the 

successful separation of each particle set. Additionally, spherical and cylindrical particle 

shape simulation model results are compared. 

The simulations have been performed according to the model assumptions as 

discussed in the Table 3.3. Figure 3.19 and Figure 3.20 shows the forces acting on 

conductive and non-conductive particle from micron to centimetre range. As expected 

for small particle the superficial forces, i.e. electric image force and electrostatic force, 

become dominant over the volumetric forces, i.e. gravity and centrifugal forces.  
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(a)                                                                                                   (b) 

Figure 3.19: Forces acting on non-conductive (a) spherical and (b) cylindrical 
particles 

 

 

 

(a)                                                                                                    (b) 

Figure 3.20: Forces acting on conductive (a) spherical and (b) cylindrical particles 
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3.3.1.1  Particle trajectory for set 1 (0.2 - 0.4) 

 

The trajectories of copper and PVC particles 0.2 and 0.4 (Table 3.2) is calculated by 

exploiting discussed in the Chapter 3 and assuming both spherical and cylindrical shape. 

The 0.2 spherical particle is predicted to be successfully sorted starting from 19 kV 

(Figure 3.21.a). Indeed, from 19 kV and higher voltages the spherical non-conductive 

(PVC) particles are able to pass the splitter at a distance (dnc) smaller than 0.015 m, and 

the copper particles at a distance (dc) larger than 0.015 m. Since at 18 kV the separation 

becomes unsuccessful (Figure 3.21.b), 19 kV is the minimum identified voltage for 

0.2 spherical particles.  

Similarly, the minimum voltage for 0.2 cylindrical particles is identified at 19 kV 

(Figure 3.21.c), while separation becomes unsuccessful at 18 kV (Figure 3.21.d).  

Likewise, as shown in Figure 3.22.a, the minimum voltage for 0.4 mm particles is 

identified at 25 kV with the spherical assumption, as separation becomes unsuccessful 

from 24 kV downwards (Figure 3.22.b). Whereas, in the case of cylindrical shape 

assumption the minimum voltage is identified at 24 kV (Figure 3.22.c), since separation 

becomes unsuccessful from 23 kV (Figure 3.22.d). 
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(a)                                                                                       (b) 

 

 
 

 
(c)                                                                                       (d) 

 

Figure 3.21: Simulated trajectory of 0.2 spherical particles at (a) 19 kV (successful 
separation), (b) 18 kV (unsuccessful separation) and cylindrical particles at (c) 19 kV 

(successful separation) and (d) 18 kV (unsuccessful separation) 
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(a)                                                                                       (b) 

 

 

(c)                                                                                       (d) 

Figure 3.22: Trajectory of 0.4 spherical particles at (a) 25 kV (successful separation), 
(b) 24 kV (unsuccessful separation) and cylindrical particles at (c) 24 kV (successful 

separation) and (d) 23 kV (unsuccessful separation) 

 

The simulated particle trajectory was calculated for each set for its lowest and 

maximum particle size limit, while experimental trials are done with mixture of all 

particles in that respective set. According to indications from the model, the 
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experimental trials are conducted from 23 kV. The efficiency of the separation for the 

non-conductive, conductive (Equation 3.17 and 3.18) and overall fractions, based on the 

experimental results, is plotted in Figure 3.23. As expected, the higher the voltage, the 

higher the efficiency of the separation.  
 

 

Figure 3.23: Separation efficiency of the set 1 (experimental result) 

 

The separation efficiency reaches the maximum value from 24 kV. This is well in 

accordance with the model assumptions of cylindrical shape at which the successful 

separation of 0.4 particle occurs, while the spherical assumption slightly overestimates 

the experimental minimum voltage.  

Additionally, the separation efficiency is confirmed using a hyperspectral imaging 

system (HSI). After each trial, hyperspectral images of the fractions are captured to 

identify the non-conductive particles collected in the conductive storage box and the 



 

 

  

 

CES Separation                                                                                                 Chapter 3 

 

 

76  
   

 

conductive particles obtained in the non-conductive storage box. As seen in the Figure 

3.24, the concentration of PVC particles in the conductive storage box is negligible until  

 

 

Figure 3.24:  Analysed hyperspectral images of 0.2 - 0.4 conductive fractions at (a) 
25 kV, (b) 24 kV and (c) 23 kV  

 

 

 

Figure 3.25:  Analysed hyperspectral images of 0.2 - 0.4 non-conductive fractions at 
(a) 25 kV, (b) 24 kV and (c) 23 kV  
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24 kV trial, but increases at 23 kV trial. In agreement with the results shown in Figure 

3.21 and Figure 3.22 the non-conductive fractions do not present impurity in any trials 

(Figure 3.25). 

 

 

3.3.1.2  Particle trajectory for set 2 (0.4 - 0.5) 

 

The trajectories of copper and PVC particles with radius 0.5 are identified using the 

simulation model (Figure 3.26).  As shown in Figure 3.26.a, these non-conductive 

(PVC) and conductive (copper) particles meet the condition of successful separation at 

27 kV in case of spherical particles and at 26 kV with the cylindrical assumption (Figure 

3.26.c), since unsuccessful at 26 kV and 25 kV for spherical and cylindrical assumption 

(Figure 3.26.b and Figure 3.26.d). 

Therefore, the experimental trials are conducted from 27 kV, 26 kV and 25 kV and 

the efficiency of the separation for every trial identified as shown in the Figure 3.27.  
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(a) (b) 

 

 
 

 

(c)                                                                                       (d) 

 

Figure 3.26: Simulated trajectory of 0.5 spherical particles at (a) 27 kV (successful 
separation), (b) 26 kV (unsuccessful separation) and cylindrical particles at (c) 26 kV 

(successful separation) and (d) 25 kV (unsuccessful separation) 
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Figure 3.27: Separation efficiency of set 2 (experimental result) 

 

Similarly, the HSI images of each fraction are captured at 27 kV, 26 kV and 25 kV 

trials (Figure 3.28 and Figure 3.29).  

 

 

Figure 3.28:  Analysed hyperspectral images of 0.4 - 0.5 conductive fractions at (a) 
27 kV, (b) 26 kV and (c) 25 kV  



 

 

  

 

CES Separation                                                                                                 Chapter 3 

 

 

80  
   

 

 

 

 

Figure 3.29:  Analysed hyperspectral images of 0.4 - 0.5 non-conductive fractions at 
(a) 27 kV, (b) 26 kV and (c) 25 kV  

 

As shown in the Figure 3.28 and Figure 3.29, the 99% separation efficiency for 

both the fractions occurs at 26 kV. Thus, the experimental minimum voltage for set 2 is 

26 kV, which is equal to the minimum voltage for 0.5 cylindrical shape particle (Figure 

3.26.c). Also, in this case the minimum voltage assuming a spherical shape is slightly 

higher than the experimental value (Figure 3.26.a).  

 

 

3.3.1.3  Particle trajectory for set 3 (0.71 - 0.75) 

 

The simulated trajectories of the 0.71 copper and PVC particles are depicted in the 

Figure 3.30. The minimum voltage for 0.71 is 29 kV for spherical particles and 28 kV 

for cylindrical ones (Figure 3.30.a and Figure 3.30.c).  
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(a) (b) 

 

 

 

 

(c)                                                                                       (d) 

 

Figure 3.30: Simulated trajectory of 0.71 spherical particles at (a) 29 kV (successful 
separation), (b) 28 kV (unsuccessful separation) and cylindrical particles at (c) 28 kV 

(successful separation) and (d) 27 kV (unsuccessful separation) 



 

 

  

 

CES Separation                                                                                                 Chapter 3 

 

 

82  
   

 

The Figure 3.31 presents the simulated trajectories for 0.75 particles, for which the 

minimum voltage is 0.75  in case of the spherical assumption is 30 kV (Figure 3.31.a) 

and 29 kV for cylindrical particles (Figure 3.31.c). 

 

 

 

(a)                                                                                       (b) 

 

 
(c)                                                                                       (d) 

Figure 3.31: Simulated trajectory of 0.75 spherical particles at (a) 30 kV (successful 
separation), (b) 29 kV (unsuccessful separation) and cylindrical particles at (c) 29 kV 

(successful separation) and (d) 28 kV (unsuccessful separation) 
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In line with the simulation, the experimental trial is conducted from 28 kV (Figure 3.32). 

 

 

Figure 3.32: Separation efficiency of set 3 (experimental result) 

 

The HSI images of the conductive and non-conductive fractions are acquired from 

28 kV to 30 kV trials and result of HSI image analysis are shown in Figure 3.33 and 

Figure 3.34, respectively. The overall separation efficiency is above 99% from 29 kV, 

which is the experimental minimum voltage for set 3. It is lower than the expected one 

(30 kV) for spherical particles, but in agreement with the results from the model of 

cylindrical particles (Figure 3.33 and Figure 3.34).  
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Figure 3.33:  Analysed hyperspectral images of 0.71 - 0.75 conductive fractions at (a) 
30 kV, (b) 29 kV and (c) 28 kV  

 

 

 

Figure 3.34:  Analysed hyperspectral images of 0.71 - 0.75 non-conductive fractions 
at (a) 30 kV, (b) 29 kV and (c) 28 kV 
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In all the experimental trials, regardless the particle size, the non-conductive 

fraction separation efficiency is always quite high. Indeed, a very low quantity of copper 

particle is able to travel in the non-conductive (PVC) box due to the position of the 

splitter very close to the roller.  

The model with the cylindrical assumption is in good agreement with the 

experimental results (Table 3.5), which, is therefore validated. 

As expected, the minimum voltage required for the successful separation for 

bigger particle is higher compared to smaller particle. Indeed, when the mass of the 

particle increases, the gravity and centrifugal forces increase and a larger electric field 

is required to have the non-conductive particles stuck on the roller and the conductive 

ones been able to travel the distance to the corresponding box.  

 

Table 3.5: Simulation and experimental results for cable samples 

Set Sieve mesh size range 

Minimum voltage 

Spherical shape 
simulation  

Cylindrical shape 
simulation  

Experimental  

1 0.2 mm - 0.4 mm 19 - 25 kV 19 - 24 kV 24 kV 

2 0.4 mm - 0.5 mm 25 - 27 kV 24 - 26 kV 26 kV 

3 0.71 mm - 0.75 mm 29 - 30 kV 28 - 29 kV 29 kV 
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3.3.2 Printed circuit board results 

 

The printed circuit boards (PCBs) are shredded according to flow of Figure 3.11 and for 

particles in the range of set 2 the minimum voltage required for the successful separation 

is identified.  

Based on the results of previous experimental campaign, the particles are assumed 

with cylindrical shape. The density of ferrous, zinc, nickel and epoxy resin particles are 

assumed equal to 7874 kg/m3, 7133 kg/m3, 8902 kg/m3 and 1291 kg/m3, respectively 

[113,114]. 

 

 

3.3.2.1 Particle trajectory 

 

The trajectories of copper, ferrous, zinc, nickel and epoxy resin for 0.4 and 0.5 particles 

are predicted at different applied voltages ((Figure 3.35 and Figure 3.36).  

The minimum voltage for 0.4 cylindrical particles is identified at 24 kV (Figure 

3.35.a), since separation becomes unsuccessful below this value. (Figure 3.35.b). In the 

case of 0.5 cylindrical particles, the minimum voltage is identified at 26 kV (Figure 

3.36.a), while separation becomes unsuccessful at 25 kV (Figure 3.36.b).  
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(a)                                                                                       (b) 

 

Figure 3.35: Simulated trajectory of 0.4 PCB cylindrical particles at (a) 24 kV 
(successful separation) and (b) 23 kV (unsuccessful separation)  

 

 

 

(a)                                                                                       (b) 

 

Figure 3.36: Trajectory of 0.5 PCB cylindrical particles at (a) 26 kV (successful 
separation) and (b) 25 kV (unsuccessful separation)  
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According to the indications from the model, the experimental trial is conducted from 

24 kV. The efficiency of the separation for the non-conductive, conductive and overall 

fractions, based on the experimental results, is plotted in the Figure 3.37.  

 

 

Figure 3.37: Separation efficiency of the PCB particles (experimental result) 

 

The HSI images of both conductive and non-conductive fractions is acquired 

following each experimental trial (Figure 3.38 and Figure 3.39). The group of metallic 

materials (copper, nickel, iron and zinc) are labelled as conductive material, while epoxy 

is labelled as non-conductive material. 
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The Figure 3.38 indicates that the concentration of non-conductive particles in the 

conductive storage box is higher in the 25 kV and 24 kV trials compared to the 26 kV  

 

 

 

Figure 3.38:  Analysed hyperspectral images of 0.4 - 0.5 PCB conductive fractions at 
(a) 27 kV, (b) 26 kV and (c) 25 kV  

 

 

 

Figure 3.39:  Analysed hyperspectral images of 0.4 - 0.5 PCB non-conductive 
fractions at (a) 27 kV, (b) 26 kV and (c) 25 kV 
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trial. On the other hand, the Figure 3.39 consistently shows an absence of conductive 

particles in the non-conductive storage box across all the trials. 

The separation efficiency and the analysis of HSI images indicate that the 

separation efficiency attains the highest value at 26 kV, which is consistent with the 

successful separation of 0.5 cylindrical particles. Therefore, the experimental trial 

results of PCB particles are also in alignment with the simulation model results. 

The previous research in the field of electrostatic separation has focused on the 

separation efficiency based on the theoretical model [89,91], charge decay curves [100]. 

Moreover, a virtual instrumentation program was utilized to analyse the mass increment 

of the middling product and separation efficiency [101]. However,  a deeper knowledge 

of the separation process parameters helps to optimise the separation process, reduce 

the energy consumption and to improve the quality of the final products, providing 

economic and environmental benefits. In this context, a simulation of the particle 

trajectory allows for a clear representation of the separation efficiency and its effective 

parameters. Therefore, simulation of the particle trajectory of the corona electrostatic 

separator as described in the Section 3.2, is validated by identifying the minimum 

voltage required for a successful separation according to particle size.  

From an industrial point of view, the higher the purity of the sorted materials, the 

higher their economic value, but the lower the voltage, the lower the energy 

consumption and operating cost. Therefore, a trade-off has to be selected based on the 

application of the secondary materials and the overall economic value of the separation 

process. This model is able to predict the particle trajectories and it can provide essential 

information to suitably select the process parameters. Indeed, even though for its 

validation the minimum voltage has been calculated, the model provides all the physical 

quantities related to the particle trajectories, including velocity, position and active 
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forces such as gravity, centrifugal, electrostatic, image and air drag force, and, thus, it 

can provide a large variety of information on the process to better control it. 

 

3.4 Conclusions 

The different types of electrostatic separation methods are described in the Section 3.1.2, 

with a focus on corona electrostatic separator, which achieves high efficiency and 

production rate. A brief literature review on the efficiency of the electrostatic separation 

has been presented as introduction to the focus of this thesis: the development of a model 

to predict the particle trajectory by calculating the different forces acting on the particles 

and use of this simulated particle trajectories to identify the effective parameters for the 

efficient separation of conductive and non-conductive materials. 

Then, this chapter gives details on the materials used in the experiments along 

with the methodology to predict particle movement in the corona electrostatic separator 

and to validate the model along with the calculation of the separation efficiency. 

Finally, the numerical model of the corona electrostatic separator is validated by 

identifying the minimum voltage required for a successful separation according to 

particle size.
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4. Hyperspectral imaging system 

 

 

  

 

This chapter covers the identification of materials using non-destructive visible near-

infrared hyperspectral imaging (VNIR-HSI), focusing on the acquisition and analysis 

steps. The analyses include pre-processing methods to eliminate noise and the auto-

labelling of elements to accelerate image labelling and the evaluation of the most 

suitable classification methods. The effectiveness of VNIR-HSI is demonstrated 

through an experimental campaign that incorporated machine learning models such as 

Support Vector Machine (SVM), K-Nearest Neighbors (KNN) and Neural Network. 

Finally, the performance of these models is evaluated and compared in terms of their 

material recognition capabilities. 



 

 

  

  

Hyperspectral imaging system                                                                       Chapter 4 

 

 

93  
   

 

4.1 Literature review 

The visual inspection is commonly used in several industrial processes to ensure the 

quality of products, such as electronic components and conductive patterns [115,116], 

automotive parts and medical devices to ensure they meet specifications and are free of 

defects. Furthermore, it is used in the inspection of raw materials and intermediates in 

chemical and pharmaceutical production to ensure they are free of contaminants. 

Similarly, inspection of welds to ensure that the parts have the desired geometry and 

surface finish.  

Imaging technologies could be helpful also in the EOL management of e-waste 

for material identification to determine the composition of the disposed products. It is 

suitable for setting the correct parameters for in-line and continuous recycling 

industries, depending on the materials properties. The most common material 

identification techniques are based on photon radiation, such as optical microscopy, x-

ray diffraction (XRD) [117] and x-ray computed tomography (XCT) [118], on particle 

beam, i.e. scanning electron microscopy (SEM)[119], electron probe micro-analyser 

(EPMA) [120] and prompt gamma ray activation analysis (PGAA) [121].  

However, all these techniques require time consuming tasks, such as sample 

extraction, preparation and measurement while identification of material compositions 

in-line is very important for the EOL management.  

Hyperspectral imaging (HSI) is a technique that can work in-line directly on parts 

with no sample preparation. Therefore, it can perform a very powerful quality control 

and material identification, playing a vital role in EOL management.   

The human eye can see the colour of visible light in blue (short wavelength), green 

(medium wavelength) and red (long wavelength) only. Whereas hyperspectral imaging 

measures the continuous spectrum of the light for each pixel of the scene with fine 
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wavelength resolution, not only in the ultraviolet, visible but also in the near, middle 

wave and long wave infrared [122]. As shown in the Figure 4.1, the hyperspectral 

camera is classified based on the working wavelength regions such as ultraviolet (200-

400 nm), visible near-infrared (400-1000 nm), near-infrared (900-1700nm), middle 

wave infrared (3-5 µm) and long-wave infrared (8-12 µm). 

 

 

Figure 4.1: Wavelength regions of hyperspectral imaging system [123] 

 

HSI was originally designed for the remote sensing [124,125] and many 

researchers exploited this technique in different applications such as food processing 

[126–128], paintings [129], recycling [130,131], medical [132] and pharmaceutical 

science [133,134]. HSI has been successfully exploited for defect identification on 

composite materials, which can be used in several manufacturing domains such as 

aerospace, aviation, marine, automation and civil by this author [135]. 

As represented in the Figure 4.2,  the hyperspectral imaging systems includes the 

hyperspectral camera, illumination system and conveyor. The light reflected by the 

sample surface is detected by the camera and split into its various wavelengths to form 

the hyperspectral image.  
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Figure 4.2: Hyperspectral imaging system schematic diagram  

 

A hyperspectral image (Figure 4.3) can be seen as a 3-D data cube (hypercube), 

having two spatial dimensions (x and y axis) and one wavelength dimension (λ) that 

contains the spectra. For each pixel of the HSI images a full spectrum of the wavelength 

is acquired, providing not only physical but also chemical information of the samples, 

useful to classify the materials.  
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Figure 4.3: Hyperspectral image of a carbon fiber reinforced composite sample [135]. 

 

There are three modes of acquisition (Figure 4.4): point to point (whiskbroom 

imaging), area (staring imaging) and line by line (pushbroom imaging) scan. 

  

 

Figure 4.4: Hyperspectral image data acquisition modes [136] 
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In the former the scanning element acquires the data from one pixel region at time and, 

thus, constantly moves in x and y direction to capture the spectra of the entire sample. 

It achieves high spectral resolution, however the image acquisition is very time 

consuming, thus it is typically used in off-line applications [137]. In the area scanning 

mode the camera is fixed and captures several images of the entire sample one 

wavelength after another, therefore it is also called the wavelength-scanning method or 

band sequential method. The primary benefit is the ability to produce images with a high 

spatial resolution on steady samples and it is commonly used in the pharmaceutical 

sector for measuring tablet uniformity [138]. 

Pushbroom hyperspectral imaging uses a linear sensor that moves along a line to 

capture data from the sample. It is perfect for in-line control because of its good 

compromise between spatial and spectral resolution and short acquisition time [139].  

 

 

4.2 Methodology 

4.2.1 Material and methods 

 

In this study a visible near-infrared (VNIR-HSI) camera pushbroom type is used for 

material identification. Two specimens with three materials, commonly found in printed 

circuit boards, i.e. copper, ferrous and epoxy are analysed. The camera is a SPECIM 

PFD model with spectral range from 393.50 nm to 1003.59 nm and with 1280 pixels per 

line, 768 spectral bands and frame rate from 65 fps to 100 fps. The HSI is equipped with 

an OLE23 objective lens with a focal length of 23 mm (Figure 4.5). 
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Figure 4.5: VNIR hyperspectral imaging system 

 

The acquisition parameters are optimized to improve the quality of the images and 

reduce the computational load. A high exposure time value is desirable to increase the 

signal-to-noise ratio and thus, provide better spectra. However, a trade-off has to be 

selected to avoid image saturation, in particular for the white reference. Therefore, 

several tests are carried out to identify the best exposure time.  

Moreover, in order to acquire not distorted images of the samples, the correct 

aspect ratio is found varying the frame rate and the scanning speed. The VNIR-HSI 

system image acquisition parameter used are listed in Table 4.1.  
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Table 4.1: VNIR-HSI image acquisition parameters 

Parameter Set value 

Scanning speed 5.16 m/min 

Frame rate  66 fps 

Exposure time 15.2 ms  

Spectral binning 8 (98 bands) 

 

 

 

4.2.2 Data pre-processing 

 

Hyperspectral imaging is a powerful technique, however before data can be analysed, it 

needs to be pre-processed in order to obtain more accurate and reliable results. It 

involves calibration and bad band removal techniques to enhance the quality of the 

image, reduce noise and adjust the image to a more suitable format for further analysis.  

Hyperspectral reflectance calibration is the process of determining the true 

reflectance of a target from the measured radiance values in each wavelength band. The 

measured radiance values are, indeed, affected by various factors such as the sensor own 

spectral characteristics, external environment and the angle of incidence of the incoming 

light [140]. Without proper calibration, the resulting hyperspectral data may be 

inaccurate or unreliable. Spectral calibration can be realized using two calibrated 

standard reference materials, a dark and white spatially and spectrally homogeneous 



 

 

  

  

Hyperspectral imaging system                                                                       Chapter 4 

 

 

100  
   

 

sample. The specimen spectra are, then, at pixel level, normalized using the white and 

dark signals according to Equation 4.1  

 

𝐼𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑 = 𝐼𝑟𝑎𝑤 – 𝐼𝑑𝑎𝑟𝑘𝐼𝑤ℎ𝑖𝑡𝑒 − 𝐼𝑑𝑎𝑟𝑘 (4.1) 

 

where, Iraw is the specimen image, Idark is the dark reference and Iwhite is the white 

reference. 

The dark image is obtained with the camera shutter closed; the white reference 

image is acquired by capturing an image of a Spectralon® tile, which is manufactured 

by the Labsphere. The tile is 300 mm x 25 mm and made of a highly reflective 

fluoropolymer characterised by its highly Lambertian behaviour, with the highest 

known diffuse reflectance.  

In order to ensure the data has a good signal-to-noise ratio, the identification and 

removal of the wavelength bands that contain noise or other unwanted signals, such as 

sensor artefacts or strong absorption [141,142] are essential. The first and last few bands 

of a hyperspectral image are more susceptible to noise because they are often affected 

by instrument noise.  

In Figure 4.6 the reflectance after the removal of the first and last few bands 

resulting in a new spectral range of 500–900 nm (68 number of bands compare to the 

98 bands). 
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Figure 4.6: Mean reflectance (a) all bands (98 bands) (b) after bad band removal (68 

bands) 

 

 

 

4.2.3 Data processing 

 

Data processing allows to extract the information from the acquired hyperspectral 

images. Many classification models can be used for the analysis and in this experimental 

campaign, support vector machine (SVM), K-nearest neighbors (KNN) and neural 

network model are compared [130,143,144]. All models are trained using labelled 

training data, which contain a set of pixels with known labels. Once the model is trained, 

it is used to accurately classify each pixel in the image based on its spectral 

characteristics.  
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4.2.3.1 SVM (Support vector machine) 

 

 

Support Vector Machine (SVM) is a popular machine-learning algorithm founded on the 

statistical learning theory [145] and widely used for regression and classification 

problems [146,147], because it can handle high-dimensional data, as hypercubes, and 

requires a smaller number of training samples to achieve good classification accuracy. 

The Figure 4.7 illustrates the concept of support vectors, bounding planes and 

maximum margin. The two parallel planes to the classifier that intersect one or more 

points in the data are known as bounding planes.  

 

 

Figure 4.7: Concept in SVM 
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The classifier predicts the class of an input data point based on its features. The space 

between these planes is referred to as the margin. The learning process of the hyperplane 

is seeking to maximize this margin. Points within the respective class that lie on the 

bounding planes are known as support vectors. These points play a key role in defining 

the hyperplane; hence the term is referred as Support Vector Machine. 

From the mathematical point of view if N pixels are used for training they can 

be presented by the set pairs {(yi, xi), i = 1, 2,…,N} ,  where yi  is class label of 

value (yi ∈ {1, −1}) and xi is the feature vector corresponding to the ith pixel with n 

components (xi ∈ λn). The two classes (A and B) are shown in the Figure 4.7. The class 

A is indicated by a class label +1 and class B by class label -1. The purpose of an SVM 

classifier is to create a dividing line, referred to as a hyperplane, which separates the 

points belonging to class B and those belonging to class A. The hyperplane is denoted 

by the Equation 4.2.  

 𝑤𝑥 + 𝑏 = 0         (4.2) 

 

Where b is the bias and w is a two-dimensional vector perpendicular to the 

hyperplane.  

The support vectors lie on two hyperplanes, which are parallel to the optimal 

hyperplane, denominated by equation wx + b = ±1. 

The classifier is represented by the function f(x,α) → y with α the parameters 

of the classifier. Therefore, the classifier for the hyperplane in Equation 4.2 becomes 

f (x,w,b)=sgn (wx+b). 

The optimal hyperplane for separable data is given by Equation 4.3: 
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𝑚𝑖𝑛𝑖𝑚𝑖𝑠𝑒 (||w||2)2  𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 𝑦𝑖(𝑤𝑥𝑖 + 𝑏) ≥ 1          𝑓𝑜𝑟 𝑖 = 1, 2, . . . , N (4.3) 

 

where minimise represents the mathematical operation of finding the minimum 

value of a given function. The solution of this optimization problem is given by a set of 

support vectors, which are the training samples that lie closest to the decision boundary.  

The accuracy of the SVM classifier strongly depends on the quality of the training 

data, which is, therefore, very crucial for good performance. 

 

 

 

4.2.3.2 K-nearest neighbors (KNN) 

 

 

K-nearest neighbors (KNN) is a non-parametric supervised learning algorithm that can 

be used to classify each pixel in the image based on the spectral characteristics of its 

neighbouring pixels [148,149]. The KNN algorithm uses three distance metrics for 

calculating the proximity between points namely Euclidean distance, Manhattan 

distance and p norm distance [150]. Among the three-distance metrics, the Euclidean 

distance is the most common due to its ability to achieve high classification accuracy 

[151] and it is adopted in this study.   

Given a hyperspectral image with N pixels it can be presented by the set pairs 

{(yi, xi), i = 1, 2,…,N},  where yi  is class label value (yi ∈ {1,-1}) and xi is the 

feature vector with n components (xi ∈ λn).  

The distances between a given test pixel xnew and each xi pixel is calculated using 

the Euclidean distance (Equation 4.4). 
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 𝑑(𝑥𝑛𝑒𝑤, 𝑥𝑖) = √(λ𝑥 𝑛𝑒𝑤 1 − λ𝑥𝑖 1)2  + (λ𝑥 𝑛𝑒𝑤 2 − λ𝑥𝑖 2)2 + ⋯+ (λ𝑥 𝑛𝑒𝑤 𝑛 − λ𝑥𝑖 𝑛)2(4.4) 

 

where, λx new 1, λx new 2, ... λx new n and λxi 1, λxi 2 ... λxi n are the values of each band of 

xnew and xi pixels, respectively. 

The calculation of distance metrics for large data set is computationally very 

expensive. Therefore, KNN algorithm uses the tuning of the value K to reduce the 

computation load. However, the result is sensitive to the choice of K value (Figure 4.8). 

If K is too small, the algorithm can be overly sensitive to noise and may overfit the data. 

On the other hand, if K is too large, the algorithm may be too simple and may underfit 

the data.  

 

 

Figure 4.8: Tuning the value of K 
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As shown in the Figure 4.8, a value of K = 1 would predict test input as class A, while 

utilizing a value of K = 3 and 6 would predict test input as class B and class A, 

respectively. Therefore, it is important to carefully evaluate the performance of the 

algorithm and experiment with different values of K to find the best trade-off between 

classification accuracy and computational cost. In this experimental campaign, the best 

classification accuracy is achieved at K = 5. So, the K nearest training samples have 

selected to the pixel xnew based on their distances. After, it classifies the pixel xnew based 

on the class labels of its K nearest neighbors by using the majority voting rule. For 

instance, if K = 5 and a new observation has 10 class results, 7 for A and 3 for B: 3, the 

model would predict the class A with the majority of the votes.  

If there is no clear majority, the class label is randomly picked among the tied 

classes. KNN works well when the decision boundary between different classes is 

relatively simple and the classes are well-separated. A decision boundary is a boundary 

that separates the regions of different classes in a classification problem. It represents 

the threshold in model to make a decision about the class to which a given input data 

point belongs. However, in cases where the decision boundary is complex or the classes 

overlap, the KNN algorithm does not perform well. In such cases, other machine 

learning algorithms, such as neural networks are more appropriate. 

 

 

 

4.2.3.3 Neural network 

 

The basic idea behind a neural network is to learn a function that maps input data (i.e., 

the spectral characteristics of a pixel) to output data (i.e., the class label of the pixel) 

[152–154].  
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In this study, a bilayer neural network is used; it consists of two layers of neurons, an 

input layer and an output layer. The input layer receives the spectral values of each pixel 

and the output layer predicts the class to which it belongs.  

A bilayer neural network can be represented mathematically using matrices and dot-

product operations. The input to the network is an n-dimensional feature vector x 

(representing the spectral characteristics of a pixel, x ∈ λn) and the output is vector y 

(representing the class label of the pixel, y ∈ {1,-1}). The mathematical equations for a 

bilayer neural network are expressed as the input feature vector x multiplied by the 

weight matrix w1 and added to the bias vector b1: 

 𝑎1 = 𝑤1𝑥 + 𝑏1 (4.5) 

 

The output a1 is passed through an activation function, such as sigmoid or ReLU 

(Rectified Linear Unit) and then multiplied by the weight matrix w2 and added to bias 

vector b2: 

 𝑧 = 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 (𝑎1) (4.6) 

 𝑎2 = 𝑤2𝑧 + 𝑏2 (4.7) 

 

The final output is the softmax of a2, which gives the probability of the input 

feature vector to belong to each class.  

More complex neural networks have more layers and different activation 

functions such as convolutional neural networks (CNNs) or recurrent neural networks 
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(RNNs). However, the success of the CNN or RNN model also depends on the size of 

dataset and often it needs huge dataset for training purpose. 

 

 

4.3  Results and discussion 

Two specimens, shown in Figure 4.9, are analysed with the aforementioned described 

methods to identify 3 main materials. Specimen 1 is used as training for the models 

using an labelling procedure developed in MATLAB and specimen 2 as test. As shown 

in Table 4.2, a unique label is assigned to each material.  

 

 

Figure 4.9: (a)specimen 1 and (b)specimen 2 
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Table 4.2: Labelling code used for each class 

Element name Label code  

Background conveyor 0 

Copper  1 

Ferrous 2 

Epoxy  3 

 

The Figure 4.10 and Figure 4.11 represent the binary image and labelled RGB images 

of specimen 1 and 2, respectively.   

 

 

Figure 4.10: Auto labelling of specimen 1 (a)binary image and (b)labelled RGB image 
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Figure 4.11: Auto labelling of specimen 2 (a)binary image and (b)labelled RGB image 

 

In order to obtain accurate results, 300 pixels have been selected from each classes 

(copper, ferrous, epoxy and background) in order to train the model. Moreover, since 

the pixels located at the border of the particles may not be accurately classified the five 

outermost pixels of each particles are excluded.  

 

 

4.3.1 Specimen 1 

 

The training set includes 1200 pixels and 670720 pixels are used as test. A confusion 

matrix is used to define the performance of the models. Each cell of the table shows the 

percentage of occurrences of the corresponding predicted class. Therefore, the diagonal 

elements represent the percentage of occurrences for which the predicted label is equal 

to the true label, while off-diagonal elements are those that are mislabelled by the 

classifier. The true positive rate (TPR), which represents the sensitivity, recall or hit rate 

and the false negative rate (FNR), the miss rate, are defined as:  
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𝑇𝑃𝑅 = 𝑇𝑃(𝑇𝑃 + 𝐹𝑁) (4.9) 

 𝐹𝑁𝑅 = 𝐹𝑁(𝐹𝑁 + 𝑇𝑃) (4.10) 

 

where true positive (TP) is the number of times the model correctly predicted the 

class and false negative (FN) is the number of times the model incorrectly predicted the 

class. TPR and FNR are inversely related, as TPR increases FNR decreases and vice 

versa. The overall accuracy of the model is identified by the ratio of the number of 

correct predictions to the total number of observations in the dataset (Equation 4.11).  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑜𝑏𝑠𝑒𝑟𝑣𝑎𝑡𝑖𝑜𝑛𝑠 (4.11) 

 

As discussed initially, the test dataset is fed into trained SVM, KNN and neural 

network model. The Figure 4.12 shows the predicted label using (a) SVM, (b) KNN and 

(c) neural network and (d) true label test specimen 1. In the case of neural network and 

SVM model predicted test results, it can be observed that copper is the best-classified 

metal, whereas ferrous is misclassified with epoxy in the few particles. On the other 

hand, the background has good results, as its spectral signature is very different 

compared to the copper, ferrous and epoxy. In the case of KNN predicted results, it is 

apparent that both ferrous and epoxy are incorrectly classified in the few particles.  
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Figure 4.12: Prediction result of test specimen 1 (a) SVM, (b) KNN, (c) Neural 

network and (d) true label 

 

Figure 4.13 presents the confusion matrix for the specimen1 test data set of the all 

models. The background class has the highest accuracy compare to the all other classes, 

which is always above the 99.8 %. The copper has shown lowest accuracy of 93.6% in 

the KNN model. The ferrous and epoxy has shown good accuracy in neural network and 

SVM, respectively compare to the KNN model results.  

 

 

Figure 4.13: Confusion matrix of test specimen 1 (B: background, Cu: copper, Fe: 

ferrous and Ep: epoxy) 

 

B 99.9 0.0 0.1 0.0 99.9 0.1 99.8 0.0 0.1 0.0 99.8 0.2 99.8 0.1 0.1 0.0 99.8 0.2

Cu 1.8 94.5 3.5 0.2 94.5 5.5 1.5 93.6 4.5 0.4 93.6 6.4 2.6 95.5 1.3 0.6 95.5 4.5

Fe 3.5 0.0 85.9 10.6 85.9 14.1 3.0 1.0 82.8 13.2 82.8 17.2 2.6 0.6 91.2 5.6 91.2 8.8

Ep 2.8 0.1 18.8 78.3 78.3 21.7 2.3 1.5 24.5 71.6 71.6 28.4 2.3 0.8 20.2 76.7 76.7 23.3
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Table 4.3 describes the total number of observations, each class number of correct 

predictions and the accuracy of the all model for specimen 1.  

 

Table 4.3:  Class populations and accuracy of the test specimen 1 

Class Total 

number of 

observations 

Number of correct 

predictions 

Accuracy (%) 

SVM  KNN  Neural 

network  

SVM  KNN  Neural 

network  

Background 640823 639967 639697 639483 99.9 99.8 99.8 

Copper 11049 10443 10343 10548 94.5 93.6 95.5 

Ferrous 8547 7340 7075 7793 85.9 82.8 91.2 

Epoxy 10301 8067 7380 7900 78.3 71.6 76.7 

Overall 670720 665817 664495 665724 99.3 99.1 99.3 

 

The overall accuracy of the neural network model is 99.3%, which is the same as the 

SVM model and the highest test accuracy for specimen 1. However, it is worth to note 

that the overall accuracy of the all models is observed always above the 99% (Table 

4.3). 

 

 

4.3.1 Specimen 2 
 
 

In order to verify the accuracy of the training of the models, the second specimen is 

studied. The test dataset consists of 535040 pixels, which are fed into every 

classification model.  
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The Figure 4.14 shows the predicted label of each model and true label for test specimen 

2.  

 

 

Figure 4.14: Prediction result of test specimen 2 (a) SVM, (b) KNN, (c) Neural 

network and (d) true label 

 

As usual, it can be observed that copper is the best-classified metal compared to the 

ferrous in the all models, whereas epoxy has represented a slight improvement compared 

to the specimen 1.  

The confusion matrix of the specimen 2 for all models are shown in Figure 4.15. 

The highest accuracy of the copper and epoxy classes are found in the SVM model 

98.6% and 88.7%, respectively, whereas ferrous highest accuracy is achieved in the 

neural network model (94.4%). 
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Figure 4.15: Confusion matrix of test specimen 2 (B: background, Cu: copper, Fe: 

ferrous and Ep: epoxy) 

 

All the models have achieved an impressive above 99.1% overall accuracy that 

represents slight improvement compared to the test results obtained from specimen 1 

(Table 4.4).  

 

Table 4.4:  Class populations and accuracy of the test specimen 2 

Class Total 

number  

of 

observations 

Number of correct 

predictions 

Accuracy (%) 

SVM  KNN  Neural 

network  

SVM  KNN  Neural 

network  

Background 521395 519916 519672 517900 99.7 99.7 99.3 

Copper 5176 5103 5046 5073 98.6 97.5 98.0 

Ferrous 3422 3197 3095 3230 93.4 90.4 94.4 

Epoxy 5047 4479 4128 4336 88.7 81.8 85.9 

Overall 535040 532695 531941 530539 99.6 99.4 99.2 

 

B 99.7 0.1 0.2 0.0 99.7 0.3 99.7 0.1 0.3 0.0 99.7 0.3 99.3 0.0 0.6 0.0 99.3 0.7

Cu 0.0 98.6 1.3 0.1 98.6 1.4 0.0 97.5 1.7 0.8 97.5 2.5 0.1 98.0 1.4 0.5 98.0 2.0

Fe 0.2 0.1 93.4 6.3 93.4 6.6 0.1 1.1 90.4 8.3 90.4 9.6 0.0 0.4 94.4 5.2 94.4 5.6

Ep 0.1 0.4 10.7 88.7 88.7 11.3 0.1 1.8 16.3 81.8 81.8 18.2 0.0 1.4 12.7 85.9 85.9 14.1

B Cu Fe Ep TPR FNR B Cu Fe Ep TPR FNR B Cu Fe Ep TPR FNR

T
ru

e 
cl

as
s

Predicted class Predicted class Predicted class

SVM KNN Neural network
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All in all, the background class has very high accuracy and it consistently exceeds 99% 

across all train and test datasets. This is likely because the background has a very distinct 

spectral signature compared to other classes of materials. The lowest accuracy of the 

copper has identified 93.6% (KNN-specimen 1). The SVM model has shown the highest 

accuracy for the copper class, which is 98.6% for the specimen 2 test dataset.  

In the case of ferrous metal, the neural network model has performed better than 

the SVM and KNN models, achieving the highest accuracy of 94.4% for test specimen 

2. Epoxy has identified as having low sensitivity among all classes, which is likely due 

to the use of a limited spectral range of 393.50 nm to 1003.59 nm in this experimental 

campaign. In order to achieve high accuracy for epoxy material, a hyperspectral camera 

with a wider spectral range would be beneficial.  

In terms of overall accuracy, the SVM model has performed the best among all 

classification models, achieving an accuracy of 99.6% for the test dataset of specimen 

2.  

The previous research in the field of hyperspectral imaging has identified 

materials from e-waste using the image analysis models such as spectral angle mapper, 

minimum distance, mahalanobis distance and maximum likelihood with the highest 

overall accuracies of 65.7%, 73.0%, 87.6% and 81.8%, respectively [130]. To the best 

of the author knowledge, this is the first study to explore the potential of HSI with 

machine learning models such as SVM, KNN and neural network in this context. 

Notably, all used machine learning models overall accuracy results have consistently 

exceeded above 99%, which is significantly important in recycling operations to 

minimize the risk of errors and ensure that the recycling and redistribution is done 

properly and efficiently. Moreover, the present study shown good results without using 

normalisation techniques and any additional features from third apparatus, that is 

promising for automize end-of-life management of e-waste.  
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4.4 Conclusions 

This chapter has explored three computation models to analyse HSI images for material 

identification, showing good results. HSI can be implemented of for in-line or online 

quality control in recycling process, also effectively identifying different materials. The 

economic and industrial sustainability of implementing HSI has to be investigated 

together with further characterizations provided by this non-destructive system.  
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5. Conclusions  
 

 

 

E-waste is a rapidly growing problem due to the fast pace of technological advancement. 

This thesis has explored the potential benefits of recycling e-waste based on its material 

composition. Furthermore, it has covered the barrier to effective end-of-life 

management of e-waste. In particular, this thesis has focused on the mechanical 

recycling process. The recovery rate of the mechanical recycling process is directly 

dependent on the type of separation method used, specifically for complex electronic 

waste products. Therefore, the selection of the most appropriate separation method is a 

crucial aspect of efficient end-of-life management. Thus, this thesis has discussed the 

different separation methods (gravity, magnetic and electrostatic) used in end-of-life 
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management based on the literature analysis. Since electronic waste products are a 

mixture of metallic and non-metallic materials, this study has focused on corona 

electrostatic separation.  

Due to diversity, each electronic waste material need to be treated with different 

parameters and the efficiency of the corona electrostatic separation strongly depends on 

the process parameters. Thus, in this thesis, a numerical model of the corona 

electrostatic separator was developed using COMSOL Multiphysics and MATLAB 

software. Based on this model, particle trajectories of the different particles were 

predicted considering the main dominant forces such as electrostatic, gravitational, 

centrifugal, electric image and air drag forces. Furthermore, the experimental campaign 

was aimed to validate the model by using electric cables and printed circuit board 

samples to separate conductive material from a non-conductive material. In these 

experimental trials, the predicted particle trajectories are used to identify the minimum 

voltage required for different particle sizes to achieve the best separation between 

conductive to non-conductive materials.  

Similarly, this thesis has demonstrated the use of visible near-infrared (VNIR) 

hyperspectral imaging (HSI) to identify materials in electronic waste products. 

Moreover, this study has covered pre-processing methods such as reflectance calibration 

and bad band removal to eliminate noise and an auto-labelling feature to speed up the 

labelling of images as well. The results have presented the significance of using his in 

combination with machine learning models, such as SVM, KNN and neural networks 

models. In particular, this study has pointed out encouraging results in the 

characterization of three key materials such as copper, ferrous and epoxy. The SVM and 

Neural Network model has shown good overall accuracy (99.3%) for test specimen 1. 

In the case of test specimen 2, SVM has outlined among all models with an accuracy of 

99.6%, however it is worth to note that KNN and Neural Network models overall 
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accuracy for the tested sample were consistently above 99% as well. These findings are 

very promising in order to successfully identify materials from electronic waste at a pilot 

plant scale.  

All in all, the current work aimed to investigate the potential of digital 

technologies such as simulation and hyperspectral image analysis to improve the EOL 

management of electronic waste and eliminate the existing issues. The simulation of the 

particle trajectory has enabled a very useful representation of the particle behaviour in 

the corona electrostatic separation process and it is very helpful to identify the most 

effective parameters to increase the separation efficiency. Similarly, knowing the 

minimum voltage by using the simulation model can decrease energy consumption in 

corona electrostatic separators, leading to economic advantages like lower electricity 

usage, operating expenses and indirect greenhouse gas emissions. Ultimately, the 

implementation of these technologies in the recycling industry will allow significant 

benefits such as the recovery of material in a cost-efficient way, enhance the recycling 

rates and reduce landfill waste, consequently fostering the circular economy concept.  

The outcome of this image analysis study supports the suitability of HSI for 

material identification of diverse types of materials. In real-world scenarios, this 

research illustrates the HSI as a technology with a vast potential for efficient recycling 

of electronic waste in a circular economy way. Moreover, the use of vision systems 

based on hyperspectral imaging cameras integrated into recycling plants could improve 

the flexibility and robustness of current industrial recycling processes. Impact of this 

research is not only in the benefits of recycling industry, but also the helpful to eliminate 

the ongoing most pressing challenges of this decade such as environmental, human 

health problems and recover massive loss of materials efficiently. 
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• Future work 

This research has some limitations, being focused on mechanical recycling only and 

further research can be extended to explore the opportunities from the chemical and 

thermal recycling process. Similarly, in order to cover a wider range of electronic 

products, future works will aim at simulating the separation of many materials that can 

be found in electronic waste in a corona electrostatic separator. Furthermore, this work 

can be extended to angular velocity and feed rate trials and to incorporate the interaction 

between the particles and the adhesion force for smaller particles in the current model. 

In the case of VNIR-HSI, its efficiency is slightly affected when a material has 

very limited reflectance and this drawback can be eliminated by using a large spectral 

region hyperspectral camera. Also, the HSI is not suitable for internal material 

identification, as HSI scans only external surfaces. Therefore, it is recommended to 

shred the electronic products before conducting HSI characterization, especially when 

the product has a heterogeneous internal material composition. Furthermore, next 

studies with a wider range of materials are needed to verify the sensitivity of the 

hyperspectral imaging system. Additionally, future work will focus on the detection of 

scratches and defects on the products through HSI, in order to provide the necessary 

information to the industry and select the most appropriate strategies, including repair, 

reuse and recycling.  

Moreover, the HSI technique can be integrated with other sensing modalities to 

enhance the overall performance of the sorting system. Finally, the developed 

technology can be applied to other industries beyond recycling industries such as 

mineral processing and food processing as well to improve their sorting efficiency and 

product quality.
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