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ADVANCES IN METHODOLOGY

Some thoughts on analytical choices 
in the scaling model for test scores 
in international large‑scale assessment studies
Alexander Robitzsch1,2*    and Oliver Lüdtke1,2 

Abstract 

International large-scale assessments (LSAs), such as the Programme for International Student Assessment (PISA), 
provide essential information about the distribution of student proficiencies across a wide range of countries. The 
repeated assessments of the distributions of these cognitive domains offer policymakers important information for 
evaluating educational reforms and received considerable attention from the media. Furthermore, the analytical strat-
egies employed in LSAs often define methodological standards for applied researchers in the field. Hence, it is vital to 
critically reflect on the conceptual foundations of analytical choices in LSA studies. This article discusses the meth-
odological challenges in selecting and specifying the scaling model used to obtain proficiency estimates from the 
individual student responses in LSA studies. We distinguish design-based inference from model-based inference. It is 
argued that for the official reporting of LSA results, design-based inference should be preferred because it allows for 
a clear definition of the target of inference (e.g., country mean achievement) and is less sensitive to specific modeling 
assumptions. More specifically, we discuss five analytical choices in the specification of the scaling model: (1) speci-
fication of the functional form of item response functions, (2) the treatment of local dependencies and multidimen-
sionality, (3) the consideration of test-taking behavior for estimating student ability, and the role of country differential 
items functioning (DIF) for (4) cross-country comparisons and (5) trend estimation. This article’s primary goal is to 
stimulate discussion about recently implemented changes and suggested refinements of the scaling models in LSA 
studies.
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Introduction
In the last two decades, international large-scale assess-
ments (LSAs) have provided important information about 
the distribution of student proficiencies across a wide 
range of countries and age groups. For example, every 3 
years since 2000, the Programme for International Student 
Assessment (PISA) reported international comparisons 

of student performance in three content areas (reading, 
mathematics, and science; OECD, 2014). The repeated 
assessments of these content domains provide policy-
makers with important information for the evaluation of 
educational reforms and also received considerable atten-
tion from the media. Furthermore, LSAs provide unique 
research opportunities (Singer & Braun, 2018) that are 
increasingly used by researchers from different fields 
to investigate the relations between student proficiency 
and other cognitive and noncognitive variables. From 
the beginning, LSAs have been confronted with many 
methodological challenges (Rutkowski et  al., 2013). In 
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addition, it seems that the analytical strategies employed 
in LSAs often define methodological standards for applied 
researchers in the field. Hence, it is vital to critically reflect 
on the conceptual foundations of analytical choices in LSA 
studies.

In the present article, we reflect on methodological 
challenges in selecting and specifying the scaling model 
used to obtain proficiency estimates from the individual 
student responses in LSA studies. Our discussion dis-
tinguishes between design-based inference (based on 
sampling designs for specific populations of persons and 
test items) and model-based inference (based on specific 
assumptions of statistical models). It is argued that for 
the official reporting of LSA results, design-based infer-
ence should be preferred because it allows for a clear 
definition of the target of inference (e.g., country mean 
achievement) and is less sensitive to specific modeling 
assumptions. More specifically, we discuss five specific 
analytical choices for the scaling model that received 
considerable attention in the methodological literature 
and that they can affect the reporting of LSA results: 
(1) specification of the functional form of item response 
functions, (2) the treatment of local dependencies and 
multidimensionality, (3) the consideration of test-taking 
behavior for estimating student ability, and the role of 
country differential items functioning (DIF) for (4) cross-
country comparisons and (5) trend estimation. The main 
goal of this article is to stimulate discussion about the 
role of recent changes that have been implemented in the 
scaling models of LSA studies (with a particular empha-
sis on PISA) or that were suggested by methodologists as 
further refinements of the currently used scaling models.

Model‑assisted design‑based inference
Model‑assisted design‑based inference for persons
In the remainder of the article, we consider statistics (e.g., 
mean, standard deviation, quantiles) of the distribution 
of an ability variable (e.g., reading ability). Let θn denote 
a corresponding ability of person n. In the usual sampling 
design of LSA studies, not all students in a population 
(e.g., a country) are sampled. Frequently, stratified multi-
stage sampling is employed in which schools are sampled 
in the first stage, and students within a school are sam-
pled in the second stage (Meinck, 2020). Consequently, 
not all students within a country have the same prob-
ability of being sampled, and it is important to take into 
account the different selection probabilities when infer-
ring from the sample to the population. Hence, student 
weights wP ,n are used where wP ,n is the inverse of the 
probability that person n is sampled (Meinck, 2020; Rust 
et  al., 2017). The subscript P indicates that the weights 
refer to the population P of persons (e.g., students). The 
inference for a statistic of the ability distribution (e.g., 

mean achievement) from the sample to the population of 
students in a country is also referred to as a design-based 
inference (Lohr, 2010; Särndal et al., 2003).

We illustrate the typical approach for statistical infer-
ence in LSA studies for the estimation of two distribution 
parameters of an ability distribution (e.g., reading abil-
ity for a country in the PISA study): the mean μ and the 
variance σ2. Suppose that there are N sampled students 
within a country and unobserved (and error-free) latent 
abilities θn for all n = 1, …, N. Then, in a design-based 
(db) approach, sample estimates for the mean μ and the 
variance σ2 are given by:

where ability values θn are weighted by student weights 
wP ,n . However, there are two obstacles to applying the 
estimation formulas in Eq. (1) and adopting a pure 
design-based approach in LSA studies. First, abilities 
cannot be directly measured in LSA studies but have to 
be inferred from a multivariate vector xn of discrete item 
responses of student n. In the following, we only consider 
dichotomous items for the sake of notational simplic-
ity. A scoring rule f that maps item responses xn to esti-
mated abilities θ̂n (i.e., θ̂n = f (xn) ) is required. Typically, 
the ability is considered as a latent random variable θ, but 
estimated abilities θ̂n for student n are prone to measure-
ment errors. The extent of measurement errors relies on 
a specified measurement model (i.e., an item response 
theory (IRT) model; Yen & Fitzpatrick, 2006). The prob-
ability for item responses X = (X1, …, XI) conditional on a 
latent ability θ is modeled by posing a local independence 
assumption:

where I is the number of items, Xi is the item response 
on item i, and γi denotes a vector of item parameters for 
item i. Note that error-prone ability estimates result in 
biased estimates of parameters for the distribution of θ, 
particularly for the standard deviation and quantiles, and 
biased correlation of abilities with covariates (Lechner 
et al., 2021; Wu, 2005).

The second obstacle in LSA studies like PISA is that not 
all students receive items in all ability domains (OECD, 
2014; see also Frey et al., 2009). Hence, imputation pro-
cedures must be used to borrow for each student infor-
mation from administered ability domains to obtain 
estimates for non-administered ability domains (Little 
& Rubin, 2002). The issue of non-administered ability 
domains is addressed using a so-called latent background 
model (LBM; Mislevy, 1991). The motivation for using an 

(1)𝜇̂db =

∑N

n=1
wP,n𝜃n

∑N

n=1
wP,n

and 𝜎̂2

db
=

∑N

n=1
wP,n

�

𝜃n − 𝜇̂db

�2

∑N

n=1
wP,n

,

(2)P(X = x|θ) =
I

i=1
P Xi = xi|θ; γi ,
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LBM from which plausible values are drawn is twofold. 
First, there is a measurement error in estimated abilities 
because only a finite number of items are administered 
to each student. Plausible values are realizations of the 
ability variable that allow secondary data analysts to pro-
vide answers to substantive research questions that are 
not affected by measurement errors in estimated abilities. 
Second, plausible values can also be drawn for an ability 
domain for a student who did not receive items in this 
domain by taking into account the relationships across all 
ability domains and student covariates.

For a C × 1 vector of observed covariates zn (e.g., vari-
ables such as gender or sociodemographic status), the 

LBM for a target unidimensional ability θ (e.g., reading) 
and a vector of additional D − 1 abilities η (e.g., mathe-
matics and science) is defined as:

where MVN denotes the multivariate normal distribu-
tion, B is a D × C matrix of regression coefficients, and 
T is a D × D matrix of residual covariances of the vector 
of random variables (θ, η). Note that the specification of 
the LBM in (3) also needs the specification of a measure-
ment model such as the one in (2). More formally, for an 
extended vector of item responses yn that are indicators 
of the vector of latent variables (θ, η), the probability dis-
tribution in the latent background model is defined as:

where the measurement part P(Y = yn| θ, η;γ) is defined 
by the IRT model in Eq. (2), and the structural model P(θ, 
η| zn; B, T) is defined by the LBM in Eq. (3). Also, note 
that (3) can be rewritten as a conditional unidimensional 
normal distribution:

using an appropriate 1 × (C + D − 1) matrix of regression 
coefficients B∗. It can be seen in Eq. (5) that in the LBM, 
the ability θ is inferred from student covariates zn and 
other ability domains η. Note that τ2 is the residual vari-
ance for the ability θ, and the variances in (θ, η) are 
allowed to differ across all ability dimensions. Suppose 
items are administered in the target ability domain θ. In 

(3)

(

θ

η

)

= Bzn + ε, ε ∼ MVN(0,T), Cov(zn, ε) = 0,

(4)

P
(

Y = yn|zn
)

=
∫

P
(

Y = yn|θ , η; γ
)

P(θ , η|zn;B,T) dθdη,

(5)θ = B∗(zn, η)+ ε∗and ε∗ ∼ N
(

0, τ 2
)

that case, the IRT model in Eq. (2) typically provides the 
major amount of information for the target ability. In 
contrast, for non-administered ability domains, only the 
LBM delivers information for the ability θ. That is, 
administered ability domains η and covariates zn are used 
for imputing the target ability. In the operational practice 
of LSA studies, the imputations are called plausible val-
ues (Mislevy, 1991; von Davier & Sinharay, 2014). Plausi-

ble values 
(∼
θ n,

∼
ηn

)

 for student n are drawn from 

subject-specific posterior distributions P(θ, η| yn, zn) (also 
referred to as predictive distributions for (θ, η); von 
Davier & Sinharay, 2014) that can be derived from Eq. 
(4):

In the case of a unidimensional ability θ and normally 
distributed measurement errors SE

(

θ̂n

)

 of the point esti-
mate θ̂n , plausible values 

∼
θ n can be written as:

where the conditional reliability ρc and the posterior vari-
ance κ2 are determined by:

and where R2 = τ 2

Var(θ) is the proportion of explained var-
iance in Eq. (5) (see Mislevy, 1991), and E

[

SE
(

θ̂n

)]2
 is 

the average of squares of individual standard errors of 
measurement.

If the IRT model in Eq. (2) is misspecified, the likeli-
hood part P(yn| θ, η; γ) in Eq. (6) will be misspecified. 
Consequently, the model-implied reliability will be incor-
rect and plausible values do not correctly reflect the 
uncertainty associated with the ability variable θ. In prac-
tice, item parameters γ are fixed in Eq. (6) when drawing 
plausible values and the likelihood part can be written as 
a function of θ and η, that is, there is a multidimensional 
function hn(θ, η) = P(yn| θ, η; γ). The amount of error 
associated with (θ, η) is quantified by the peakedness of 
the function hn. The measurement error assumption can 
be modified by adjusting the function hn to be steeper 
(i.e., increase reliability) or more flat (i.e., decrease relia-
bility; see Chandler & Bate, 2007; Mislevy, 1990). In more 
detail, the unidimensional person-specific likelihood 
function is approximated with an unnormalized normal 
density function; that is:

(6)simulate

( ∼
θ n
∼
ηn

)

from P
(

θ , η|yn, zn
)

=
P
(

Y = yn|θ , η; γ
)

P(θ , η|zn;B,T)
∫

P
(

Y = yn|θ , η; γ
)

P(θ , η|zn;B,T) dθdη

(7)

∼
θ n = ρc θ̂n + (1− ρc)B

∗(zn, η)+ en, en ∼ N
(

0, κ2
)

,

(8)𝜌c =
𝜏2

𝜏2 + E
[

SE
(

𝜃̂n
)]2

and 𝜅2
=

(

1 − 𝜌c
)(

1 − R
2
)

,
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where φ is the normal density, and cn, θ is a scaling factor. We 
set µn,θ = θ̂n and σn,θ = SE

(

θ̂n

)

 . Methods that resample 
items (see Design-based or model-based inference for 
items? section) can be used to estimate reliability (or the 
standard error SE

(

θ̂n

)

 ) in misspecified IRT models (Wainer 
& Wright, 1980). Hence, the person-specific standard devia-
tion σn, θ in Eq. (9) can be modified by posing different 
assumptions about the reliability of the ability scores.

The statistical inference in LSA studies almost exclu-
sively relies on plausible values (von Davier & Sinharay, 
2014). It is evident that the effects of misspecifications in 
the LBM vanish with an increasing number of items 
because individual squared standard errors 

[

SE
(

θ̂n

)]2
 

converge to zero (and ρc in Eq. (8) will be close to 1; 
Marsman et  al., 2016). The current approach in LSA 
studies that relies on plausible values can be described as 
a model-assisted design-based inference (Binder & Rob-
erts, 2003; Brewer, 2013; Little, 2004; Särndal et al., 2003; 
Ståhl et al., 2016). With the model-assisted approach, as 
it has been called, one tries to construct estimators with 
good design-based properties (Gregoire, 1998). However, 
the finite population is never considered generated 
according to model parameters (Särndal et al., 2003). In 
contrast, the model is only a statistical device to allow a 
design-based inference with desirable statistical proper-
ties. The model-assisted design-based approach in LSA 
studies is design-based because the inference to a con-
crete population of students in a country is warranted, 
but—at the same time—it is model-assisted because a 
model (IRT model and the LBM) is utilized for comput-
ing plausible values that substitute the non-observable 
ability θn. In practice, for reducing the simulation error 
and enabling the estimation of standard errors with 
imputed data, several plausible values (e.g., M = 10) are 
generated; that is, for each student n, there are M plausi-
ble values 

∼
θ
(m)

n  (m = 1, …, M). The sample estimates based 
on all M plausible values for the mean μ and the variance 
σ2 of the ability variable θ are given as (see Mislevy, 1991):

where the mean of the mth plausible value is given as:

(9)hn(θ) = P(xn|θ; γ) = cn,θφ
(

θ;µn,θ , σn,θ
)

(10)
µ̂db,PV =

∑M
m=1

∑N
n=1 wP ,n

∼
θ
(m)

n

M
∑N

n=1 wP ,n

and σ̂2db,PV =

∑M
m=1

∑N
n=1 wP ,n

(∼
θ
(m)

n − µ̂db,PV(m)

)2

M
∑N

n=1 wP ,n

,

(11)µ̂db,PV(m) =
∑N

n=1 wP ,n

∼
θ
(m)

n
∑N

n=1 wP ,n

.

Note that the subject-specific posterior distribution 
P(θ, η| yn, zn) that is used to generate plausible variables 
in (6) is a continuous function of θ and η. Hence, the sta-
tistics in Eq.(10) relying on plausible values are shortcuts 
for evaluating person-specific integrals. In more detail, 
for an infinite number of plausible values, the estimates 
in (10) can be written as:

Comparing these estimates with the design-based esti-
mates µ̂db and σ̂2db (see Eq. (1)) highlights that µ̂db,PV and 
σ̂2db,PV depend on both the design (i.e., relying on weights 
wP ,n ) and model assumptions (i.e., relying on individual 
posterior distributions P(θ, η| yn, zn)). Hence, the choice 
of a particular IRT model (see Eq. (2)) and the specifica-
tion of the LBM (see Eq. (3)) have the potential to change 
the meaning of θ, and, hence, can affect the meaning of μ 
and σ2 and their corresponding estimates.

Equations (12) and (13) also clarify that statistical infer-
ence in LSA studies can be described as model-assisted 
design-based inference. The design-based inference is 
represented by including student weights wP ,n , but it is 
model-assisted because the ability variable θ is repre-
sented by the posterior distribution P(θ, η| yn, zn) that 
relies on the chosen IRT model and the LBM. In a further 
alternative hybrid approach of design-based inference 
and model-based inference (see Ståhl et  al., 2016), sub-
jects can additionally be weighted by including weights 
νP ,n according to their fit to a statistical model. For exam-
ple, model-based student-specific weights νP ,n can be 
derived according to their fit to the scaling model (person 
fit; see Conijn et al., 2011; Hong & Cheng, 2019; Raiche 
et al., 2012; Schuster & Yuan, 2011). In such an approach, 
students whose item responses are atypical with respect 
to the IRT model (e.g., non-scalable students; see Haer-

tel, 1989) would be downweighted compared to students 
whose item responses are consistent with the IRT model. 
Doing so might increase the information function when 
using student-specific weights. However, a critical issue 
might be that reweighting based on νP ,n can change the 

(12)µ̂db,PV =
∑N

n=1 wP ,n

∫

θP
(

θ , η|yn, zn
)

dθdη
∑N

n=1 wP ,n

(13)

σ̂2db,PV =
∑N

n=1 wP ,n

∫ (

θ − µ̂db,PV

)2
P
(

θ , η|yn, zn
)

dθdη
∑N

n=1 wP ,n
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representativity of a sample regarding a target population 
of students. Corresponding sample estimates in such a 
hybrid design-model-based (dmb) are given by:

It might be tempting to identify subgroups of students 
that do not fit the IRT model as a threat to validity and, 
subsequently, to eliminate these students from the final 
analysis by effectively setting νP ,n to zero. Clearly, the 
estimates µ̂db,PV and µ̂dmb,PV will turn out to be different 
in practice and likely target different estimands. There is a 
danger that estimates in Eqs. (14) and (15) generalize to a 
different population of students compared to the model-
assisted design-based estimates in Eqs. (12) and (13). In a 
hybrid design model-based inference, the specification of 
a model allows the target estimand to differ from the esti-
mand in a design-based approach because, in the former, 
observations are weighted by wP ,nνP ,n , while in the latter 
observations are weighted by wP ,n . This hybrid approach 
should also be clearly distinguished from model-assisted 
design-based inference in which the model is only con-
sidered as a tool that is used to implement a design-based 
inference approach.

Standard errors can be computed by resampling meth-
ods (e.g., jackknife or balanced repeated replication 
methods; Kolenikov, 2010; Rust et  al., 2017) in which 
subgroups of students are resampled. The multi-stage 
clustered sampling with explicit and implicit stratifica-
tion can easily be accommodated in these resampling 
methods (Meinck, 2020).

We argue that a fully design-based inference should be 
the first analysis option in LSA studies. Obviously, this 
could only be realized if an infinite (or very large) num-
ber of items would be administered in the ability domain 
of interest so that the variance of the measurement error 
is negligible. However, the number of administered items 
in most applications is not large enough such that meas-
urement errors in abilities can be neglected. Hence, the 
statistical inference employed in LSA studies (i.e., model-
assisted design-based inference) depends on measurement 
error assumptions in the IRT model and the specified 
LBM. However, we would argue that misspecifications in 
the IRT model can be accepted (see Functional form of 
item response functions section) because the choice of the 
IRT model should be driven by the meaning of the abil-
ity variable (e.g., equal weighting of items in the scoring 

(14)

µ̂dmb,PV =
∑N

n=1 wP ,nνP ,n

∫

θP
(

θ , η|yn, zn
)

dθdη
∑N

n=1 wP ,nνP ,n

(15)

σ̂
2

dmb,PV
=

∑N

n=1
wP,nνP,n ∫

�

𝜃 − μ̂dmb,PV

�2
P
�

𝜃,���n, �n
�

d𝜃d�

∑N

n=1
wP,nνP,n

rule) and not by the model fit. In contrast, the degree of 
misspecification in the LBM should be minimized, even 
though it can be challenging to adequately treat the high 
dimensionality of the predictor variables (Grund et  al., 
2021; von Davier, Khorramdel, et  al., 2019). Overall, we 
believe that the hybrid design-model-based inference 
poses threats to validity because the fit of each subject in 
a model can redefine the contribution of subjects by addi-
tionally incorporating weights νP ,n in the analysis. Thus, 
a statistical model (and, hence, psychometrics) is allowed 
to change the target of inference. We prefer a design-
based approach that is less sensitive to specific modeling 
assumptions when reporting LSA results.

Design‑based or model‑based inference for items?
In the previous subsection, we discussed the kind of sta-
tistical inference for the population of persons. It is not 
apparent which kind of statistical inference is needed to 
represent the process of choosing test items in LSA stud-
ies. The test items should cover the ability domain defined 
by the test framework (test blueprint; see also Pellegrino & 
Chudowsky, 2003; Reckase, 2017). It might be legitimate to 
assume that there exists a larger population of test items 
(henceforth, labeled by I  ) from which the items are cho-
sen in a particular study, and true ability values would be 
defined as outcomes in a study in which all items from the 
population would have been chosen (Cronbach & Shavel-
son, 2004; see also Ellis, 2021, Kane, 1982; Brennan, 2001). 
Interestingly, it has been argued that classical test theory 
(CTT) or generalizability theory (GT; Cronbach et  al., 
1963) treats items in a study as random and, as a conse-
quence, allows the inference to a larger set of items in a 
population of items (see also Nunnally & Bernstein, 1994; 
Markus & Borsboom, 2013). In contrast, IRT treats items as 
fixed (Brennan, 2010) and restricts the statistical inference 
to the items chosen in a test. This distinction is strongly 
related to the question of whether the representation of 
item responses in the ability θn follows a design-based (i.e., 
CTT or GT) or a model-based inference (i.e., IRT). In CTT 
or GT, items are treated as exchangeable by posing assump-
tions about the sampling process. Notably, if the selection 
(or sampling) of items from the domain of test items is 
appropriately conducted, the inference for the ability from 
the chosen items to the population of items would be valid. 
From a design-based perspective, substantive theory (e.g., 
by test domain experts, item developers) should define the 
contribution of each chosen item. In more detail, there are 
a priori defined item-specific weights wI,i that enter the 
scoring rule for the ability estimate θ̂n:

(16)θ̂n = f

(

I
∑

i=1

wI,ixni

)
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If the administered test mimics the population of items, 
all item weights will be set to be equal to each other; that 
is wI,i = 1 for all i = 1,…,I, and θ̂n is given by monotone 
transformation of the sum score. If the item selection in a 
study is adequately made, a subsequent post hoc elimina-
tion of items based on a fit in the IRT model (e.g., item fit 
statistics for the IRT model in Eq. (2)) potentially changes 
the target of inference (Brennan, 1998; see also Uher, 
2021). By choosing an IRT model, there are model-based 
derived item weights νI,i(θ) (so-called locally optimal 
item weights) that define a local scoring rule for the abil-
ity (see Eq. (45) in Appendix 1)

where the item weights νI,i(θn) are given by (Birnbaum, 
1968; Chiu & Camilli, 2013; Yen & Fitzpatrick, 2006):

The main consequence of the local scoring rule in Eq. 
(17) is that the choice of the IRT model implicitly defines 
the contribution of items in the ability, and the model-
based approach (see Eq. (17)) can deviate from the 
design-based approach (see Eq. (16)) in which weights 
wI,i are defined by sampling considerations (Camilli, 
2018). By posing a particular IRT model, locally opti-
mal item weights νI,i(θ) are determined that provide the 
best-fitting model in terms of the potentially misspecified 
maximum likelihood function (White, 1982). Items that 
are most informative for θ in the IRT model receive the 
largest weights, which, in turn, can influence the inter-
pretations of the ability score. The item weights νI,i(θ) 
are locally defined for every ability value θ. To summarize 
the effects of item scoring at the country level, Camilli 
(2018) defined effective country-specific item weights 
νI,ic that integrate locally optimal item weights for the 
country-specific ability density fc:

The quantity νI,ic allows the evaluation of whether the 
effective contribution of an item in the ability score θ var-
ies across countries.

If an IRT model were used for scoring, the measure-
ment error in estimated abilities θ̂n is mainly driven 
by the observed information function (Magis, 2015). 
Hence, the statistical model defines the extent of error 
associated with ability scores. In contrast, in a design-
based approach of CTT or GT, sampling assump-
tions regarding selecting items from the population 
of items define the extent of measurement errors. In 

(17)θ̂n = f

(

∑I

i=1
νI,i(θn)xni; θn

)

,

(18)νI,i(θ) =
P′
i(θ)

Pi(θ)[1− Pi(θ)]
.

(19)νI,ic =
∫

νI,i(θ)fc(θ)dθ .

such a design-based perspective, no assessment of the 
model fit for the set of item responses xn is required. 
For example, the use of Cronbach’s alpha (Cronbach, 
1951) as a reliability measure for the sum score does 
not require that a model with equal item loadings and 
uncorrelated residual errors have to fit the data of item 
responses (Cronbach, 1951; Cronbach & Shavelson, 
2004; Ellis, 2021; Meyer, 2010; Nunnally & Bernstein, 
1994; Tryon, 1957). In the same manner, as for persons, 
resampling methods for items can be used to determine 
standard errors in estimated abilities (Liou & Yu, 1991; 
Wainer & Thissen, 1987; Wainer & Wright, 1980) by 
resampling items or groups of items for which abilities 
are reestimated (see also Michaelides & Haertel, 2014). 
It is also possible to include additional dependence 
by item stratification (e.g., multiple test components; 
Cronbach et al., 1965; Meyer, 2010) or item clustering 
(e.g., due to the arrangement of items in testlets, that is, 
several items share a common item stimulus such as a 
common reading text; Bradlow et al., 1999)1 in resam-
pling methods for items.

We tend to favor the scoring rules from a design-based 
perspective in Eq. (16) over the model-based perspec-
tive in Eq. (17) because, in our view, substantive theory 
should define the contribution of items in the ability 
score for carefully constructed test items.

We also want to emphasize that item fit statistics are 
related to the local fit of single items in an IRT model that 
treats items as fixed. Notably, the assessment of item fit 
statistics does not follow the perspective that treats items 
as random, and removing items (due to poor model fit) 
from the computation of the ability has the potential to 
change the target of statistical inference. We elaborate on 
these issues in detail in Specific analytical choices in scal-
ing models section.

A plea for a symmetric role of persons and items
In the last two subsections, we discussed statisti-
cal inference for the populations of persons and items 
in LSA studies. For both populations of persons and 
items, (model-assisted) design-based, model-based, or 
hybrid variants of statistical inference can be employed. 
In most LSA studies, statistical inference for the 
population of persons is primarily handled under a 
design-based perspective. At the same time, the model-
based inference is also present for the population of 
items. We argue that persons and items should have 

1  As mentioned by an anonymous reviewer, local dependence of m dichoto-
mous items within a testlet can be avoided by forming a single item with 
m + 1 categories that is defined as the sum of the single items. This poly-
tomous item can be used the IRT modeling without violating the local inde-
pendence assumption.
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symmetric roles in LSA studies based on previous argu-
ments. We believe that design-based inference should 
rule out model-based inference for both facets. There 
seems to be a consensus among researchers that stu-
dents who do not fit a particular IRT model should not 
be removed from the analysis in LSA studies. By doing 
so, the sample of students would no longer be repre-
sentative of the population of students. We argue that 
the same perspective should be taken for items: one 
should not simply remove items from the scoring rule 
for ability or country comparisons because they do not 
follow a particular IRT model. In contrast, items should 
be considered random, and IRT models should be 
regarded as statistical devices to achieve the inferential 
goals of LSA studies. In this sense, these psychometric 
models merely define estimating equations, and the fit 
of the chosen model is not of central relevance. The 
employed likelihood functions in estimating abilities in 
LSA studies are likely to be misspecified. We argue that 
their sole role is the (implicit) definition of target esti-
mands of interest (Boos & Stefanski, 2013). Statistical 
inference should preferably rely on resampling meth-
ods for persons and items because these do not rely on 
a correctly specified statistical model. Also, note that 
local fit statistics can be computed for each person and 
item. However, atypical persons or items (with respect 
to a model) do not invalidate statistical inference from 
a design-based perspective.

Specific analytical choices in scaling models
In the following, we discuss five topics that are of central 
relevance in the specification of the scaling modeling in 
LSA studies: (1) the choice of the functional of the item 
response function, (2) the role of local dependence and 
multidimensionality, (3) the treatment of additional 
information from the test-taking behavior (e.g., response 
times), (4) the role of country DIF in cross-country com-
parisons, and (5) trend estimation. In this discussion, we 
highlight the consequences of a design-based perspective 
for the specification of the scaling model.

Functional form of item response functions
As argued in Model-assisted design-based inference 
section, the choice of the IRT model can affect the 
meaning of the latent ability variable θn. Of particular 
importance is the specification of the item response 
function (IRF) that describes the relationship between 
item responses and ability. In the following, we discuss 
the most common IRFs and use locally optimal weights 
(see Design-based or model-based inference for items? 
section) to show how the choice of different IRFs affects 
item contributions in the scoring rule for the latent abil-
ity variable (see Eq. (21)).

Probably the most popular IRT model is the one-
parameter logistic (1PL) IRT model (also known as the 
Rasch model; Rasch, 1960), which employs the IRF:

where Ψ(x) = exp(x)/[1 + exp(x)] denotes the logistic dis-
tribution function and bi is the item difficulty. For the 
1PL model, the sum score is a sufficient statistic; that is, 
the scoring rule in Eq. (17) is given by:

Hence, all items are equally weighted in the ability 
variable θn and receive the local item score νI,i(θ) = 1 . 
Note that this weight is independent of θ. If the set of 
selected items in the test adequately represents the 
population of items (i.e., wI,i = 1 ), it can be argued 
that the 1PL should be the preferred measurement 
model because the uniform weighting in the sum 
score in Eq. (21) can be considered as a proxy of an 
equally weighted sum score for the population of items 
(see also Stenner et  al., 2008, 2009). The 1PL model 
was used in PISA as a scaling model until PISA 2012 
(OECD, 2014).

In the two-parameter logistic (2PL; Birnbaum, 1968) 
model, items are allowed to have different item discrimi-
nations ai:

The sufficient statistic is given by the weighted sum 
score in which locally optimal item weights νI,i(θ) are 
given by ai that are independent of θ:

In most applications, item discriminations ai are esti-
mated from data and are determined to maximize model 
fit in terms of the log-likelihood function. However, the 
empirically determined weights can differ from a priorily 
specified item weights wI,i in Eq. (16) in a design-based 
inference. In this case, model-based and design-based 
inference will not provide the same results. However, if 
a design-based inference and the scoring rule in Eq. (16) 
are desired, the 2PL model can be utilized as a meas-
urement model with fixed item discriminations; that 
is, ai = wI,i (see, e.g., Haberkorn et  al., 2016). The 2PL 
model is used in PISA as a scaling model since PISA 2015 
(OECD, 2017; see also Jerrim et al., 2018).

In the three-parameter logistic (3PL; Birnbaum, 
1968) model, an additional guessing parameter gi is 
included in the IRF:

(20)P(Xni = 1|θn) = �(θn − bi),

(21)θn = f

(

I
∑

i=1

1 · xni

)

(22)P(Xni = 1|θn) = �(ai(θn − bi))

(23)θn = f

(

I
∑

i=1

aixni

)
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For the 3PL model, locally optimal item weights indeed 
depend on the ability θ (Chiu & Camilli, 2013):

Note that the contribution of item i in the abil-
ity value θ increases as a function of θ. In this sense, 
the model-implied effective item scores for coun-
tries depend on the country-specific ability distribu-
tions (Camilli, 2018). Another objection against the 
3PL model is that gi is not the probability of guess-
ing for multiple-choice items (Aitkin & Aitkin, 2006; 
von Davier, 2009). Alternative IRT models have been 
proposed that circumvent this issue (Aitkin & Ait-
kin, 2006). Occasionally, arguments against using the 
3PL model are made for reasons of a lack (or weak 
empirical) identification of model parameters of the 
3PL model (Maris & Bechger, 2009; San Martín et al., 
2015). However, these concerns vanish with suffi-
ciently large samples, distributional assumptions for 
the ability variable, or weakly informative prior dis-
tributions for item parameters. The 3PL model is in 
operational use in PIRLS (Foy & Yin, 2017) and TIMSS 
(Foy et al., 2020).

In the psychometric literature, there is recent interest 
in the four-parameter logistic (4PL; e.g., Culpepper, 2017; 
Loken & Rulison, 2010) that also allows a slipping param-
eter si in the IRF:

Students can receive a very large ability θn, even though 
their item response probabilities can be substantially 
smaller than one due to the presence of slipping param-
eters. As a consequence, a failure on some items is not so 
strongly penalized in the 4PL model because a wrong item 
response can be attributed to a slipping behavior. Like in 
the 3PL model, the locally optimal item weights in the 4PL 
model also depend on the ability (see Magis, 2013). It is 
unlikely that these θ-dependent item weights in a model-
based perspective will coincide with apriori specified item 
weights in a design-based perspective. To our knowledge, 
the 4PL model is not currently in operational practice in 
any international LSA study.

Alternatively, asymmetric IRFs (Bolt et  al., 2014; 
Goldstein, 1980) can be used that allow item weights to 
depend on item difficulty (see also Dimitrov, 2016). The 
most flexible approach would be achieved by a semipa-
rametric or a nonparametric specification of IRFs (Falk 
& Cai, 2016; Feuerstahler, 2019; Ramsay & Winsberg, 
1991). These IRFs imply model-based item weights that 

(24)P(Xni = 1|θn) = gi +
(

1− gi
)

�(ai(θn − bi))

(25)νI,i(θ) =
ai

1+ gi exp [−ai(θ − bi)]

(26)
P(Xni = 1|θn) = gi +

(

1− si − gi
)

�(ai(θn − bi)).

might strongly differ from weights that are specified 
under a design-based perspective and may therefore dis-
tort the test composition that is defined in test blueprints 
(Camilli, 2018).

Brown et  al. (2007) showed that using the 3PL model 
instead of the 1PL or the 2PL model might have non-
negligible consequences for low-performing students. 
Hence, country comparisons involving low-performing 
countries in LSAs or low-performing subgroups of stu-
dents can be affected by a particular choice of a scaling 
model. Overall, country standard deviations and per-
centiles (Brown et al., 2007; Robitzsch, 2022c) are much 
more affected by choosing a particular IRT model than 
country means (Jerrim et al., 2018).

To summarize, choosing a particular IRF implies dif-
ferent item weights and scoring rules for the ability 
variable θ. It can be questioned whether IRFs should 
be chosen for the sole purpose of increasing reliabil-
ity (and model fit) because different IRFs correspond 
to different estimation targets. In our view, the choice 
of an IRF should be mainly a question of validity and 
cannot be answered by model fit or item fit statistics. 
However, if the superior model fit is defined as the 
primary goal of model choice in LSA studies, more 
complex IRFs (3PL, 4PL, semiparametric IRFs) will 
almost always outperform simpler IRFs (1PL, 2PL) 
(see Robitzsch, 2022c). The switch from the 1PL to 
the 2PL model in recent PISA studies can, therefore, 
in our opinion, not be defended for reasons of better 
model fit because the 4PL model or alternative flexible 
IRT models outperform the 1PL, 2PL, and 3PL model 
in PISA in terms of model fit (Culpepper, 2017; Liao 
& Bolt, 2021; Robitzsch, 2022c). However, the crucial 
question is whether the derived ability from the 4PL 
model is constituted valid. Following Brennan (1998), 
we believe that a psychometric model should not pre-
scribe the contribution of items in the ability score. If 
items in the test represent items in a (hypothetical) 
larger item domain, the 1PL model can be defended 
even though it will likely not fit empirical data. From a 
design-based inference, the employed likelihood func-
tion in the ability estimation is intentionally misspeci-
fied (see Model-assisted design-based inference for 
persons section). Overall, we tend to favor the oper-
ational use of the 1PL model in LSA studies because 
the ability score primarily reflects an equal contribu-
tion of items that appear in the test. Nevertheless, the 
likelihood part associated with the misspecified IRT 
model has to be modified adequately to reflect the reli-
ability (see Model-assisted design-based inference for 
persons section). Two further misspecifications—in 
addition to the functional form of the item response 
function—will be discussed in the next section.
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Local dependence and multidimensionality
In the previous section, we discussed the choice of the 
IRF in unidimensional IRFs. Typical abilities assessed 
in LSA studies will be multidimensional, which, in 
turn, causes a violation of the local independence 
assumption. In Model-assisted design-based infer-
ence for persons section, we argued that a misspeci-
fied unidimensional IRT model could be defended 
from a design-based inference point of view. However, 
the model-implied reliability obtained from fitting a 
unidimensional model can be incorrect. If an ability 
domain is multidimensional (e.g., subdimensions in 
reading ability), and the multidimensionality is con-
sidered construct-relevant (Shealy & Stout, 1993), the 
model-implied reliability from a fitted unidimensional 
model will underestimate the true reliability (Zinbarg 
et  al., 2005). Moreover, items are frequently arranged 
in testlets such that different items share the same 
item stimulus. This deviation from local independence 
can introduce additional error (Monseur et  al., 2011) 
if testlet effects are considered construct-irrelevant2 
(Sireci et al., 1991). In this case, the reliability of abil-
ity scores decreases (Zinbarg et  al., 2005). There will 
be construct-relevant multidimensionality and con-
struct-irrelevant testlet effects in empirical LSA data. 
However, the unidimensional IRT model is used as a 
scoring model because a unidimensional summary is 
required for country comparisons. Resampling meth-
ods for items (see Design-based or model-based infer-
ence for items? section) can be used for determining 
standard errors associated with estimated abilities θ̂n . 
The estimated standard errors can be used to adjust 
the likelihood part of the measurement model to gen-
erate plausible values (see Model-assisted design-
based inference for persons section; Bock et al., 2002; 
Mislevy, 1990).

Current operational practice in LSA studies ignores 
deviations from local independence in the scaling of item 
responses. While we do not think this introduces a large 
bias in country means or individual ability estimates, 
the estimated uncertainty associated with plausible val-
ues might be incorrect. However, the reliability estimate 
obtained from the misspecified IRT model could be 
defended on the rationale that the residual covariance 
of items is assumed to be zero in IRT modeling. In prac-
tice, positive and negative residual covariances cancel out 
on (a weighted) average. Continuing this argument, the 
recent practice of ignoring local dependence could be 

defended if the underestimation of reliability due to the 
multidimensionality is compensated by an overestima-
tion due to testlet effects. However, there is no chance to 
test this property with empirical data. One always has to 
make assumptions about the true average residual cor-
relation in latent variable models (Westfall et  al., 2012). 
This view on latent variable models corresponds to a 
design-based perspective in which one defines the inter-
changeability of items by design assumptions that cannot 
be guaranteed by any statistical test.

For example, for fitting items in an LSA mathemat-
ics test, a multidimensional IRT (MIRT) model with 
exploratively defined dimensions will likely fit the data. 
However, a unidimensional summary mathematics score 
is vital to reporting, and the dimensions obtained from 
the MIRT model cannot be easily interpreted. The MIRT 
model can be interpreted as a domain sampling model 
(McDonald, 1978, 2003). In our view, reporting a sum-
mary scale score from a misspecified unidimensional 
IRT model if a MIRT model holds is justified because 
statistical models are not used to fit the data but to ful-
fill particular purposes defined by researchers and prac-
titioners. A bifactor model with a general factor and 
specific dimensions might also be attractive for applied 
researchers (Reise, 2012).

We argue that the approximate unidimensional-
ity assumption for ability in the scaling model can be 
defended in practice due to the following two empirical 
findings. First, there is frequently only a low amount of 
multidimensionality found in data (e.g., for subdimen-
sions in reading or mathematics in PISA data; OECD, 
2017). Second, when the number of items tends to infin-
ity (with a bounded number of items in testlets), the local 
dependence of testlet effects asymptotically vanishes in 
the estimation of model parameters (Ellis & Junker, 1997; 
Stout, 1990). For example, with about 100 administered 
items per domain and at most 5 to 7 items per testlet, 
biases in scaling models due to local dependence might 
be small to moderate.

The role of test‑taking behavior in the scaling model
It has frequently been argued that measured student per-
formance in LSA studies is affected by test-taking strat-
egies (Rios, 2021; Wise, 2020). For example, in a recent 
paper that was published in the highly-ranked Science 
journal, Pohl et al. (2021) argued that “current reporting 
practices, however, confound differences in test-taking 
behavior (such as working speed and item nonresponse) 
with differences in competencies (ability). Furthermore, 
they do so in a different way for different examinees, 
threatening the fairness of comparisons, such as country 
rankings.” (Pohl et al., 2021, p. 338). Hence, the reported 
student performance (or, equivalently, student ability) 

2  For testlets administered for the ability domain reading, one might argue 
that testlets effects are (partly) construct-relevant because the common item 
stimulus (i.e., the whole reading text) have to be processed for answering the 
items.
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would be confounded by a “true” ability and test-taking 
strategies. Importantly, the authors question the valid-
ity of country comparisons that are currently reported 
in LSA studies and argue for an approach that separates 
test-taking behavior (i.e., item response propensity and 
working speed) from a purified ability measure. In the 
following, we clarify that the additional consideration 
of test-taking behavior has the potential to change the 
meaning of the measured abilities substantially (within 
and also between countries). As the proposed approach 
focuses on the modeling of omitted responses (Pohl et al., 
2021), we start with a brief summary of how missing 
responses are treated in LSA studies.

Missing item responses can be classified into omitted 
items within the test and not-reached items at the end 
of the test (see Rose et  al., 2017). Until PISA 2012, not 
reached items were treated as incorrect in ability estima-
tion, while they were not scored as incorrect since PISA 
2015 (OECD, 2017). The proportion of not reached items 
is used as a covariate in the LBM since PISA 2015 while 
recoding all not-reached item responses as not admin-
istered in the scaling. We would argue that this treat-
ment of not-reached items can decrease the validity of 
ability scores because countries can easily manipulate 
the scores on not-reached items by advising test takers 
to work slowly through the test and only produce miss-
ing item responses if there are many items they do not 
know. Thus, we would not concur with Pohl et al. (2021, 
p. 339), who conclude that “[…] scoring not-reached 
items as incorrect—as done in some LSAs—results in 
scores that differ in their meaning, depending on whether 
examinees do or do not show missing values. This jeop-
ardizes the comparability of performance scores across 
examinees and, thus, fairness.”. Unfortunately, the role of 
not-reached items becomes even more critical in scaling 
with the implementation of multi-stage testing because 
the proportion rates of not reached in some modules in 
recent PISA studies are considerable.

Pohl et al. (2021) propose the speed-accuracy and omis-
sion (SA+O) model (Ulitzsch et  al., 2020b) that simulta-
neously models item responses, response indicators that 

indicate whether students omit items, and response times. 
Not-reached items are treated as non-administered. In the 
SA+O model, these observed variables are associated with 
four latent variables: an ability, a response propensity vari-
able, and two speed variables (for observed and omitted 
items). In the following, we discuss the potential implica-
tions of using this model in LSA studies. Let Xni be the item 

response of person n on item i, and Rni be the response 
indicator that takes a value of 1 if the item is observed and 
a value of 0 if it is missing (i.e., omitted). Moreover, let Tni 
be the logarithmized response time for person n on item i. 
In the SA+O model, the joint distribution of indicator vari-
ables (Xni, Rni, Tni) is modeled as (Ulitzsch et al., 2020b)

where ξn denotes the response propensity, η1n is the 
speed variable associated with observed items, η0n is the 
omission speed, and f1 and f0 are normal densities for 
response times of observed and omitted items, respec-
tively.3 To further illustrate the meaning of Eq. (27), 
we first consider the decomposition for observed item 
responses (i.e., Rni = 1):

For missing item responses (i.e., Rni = 0 and Xni = NA), 
Eq. (27) simplifies to

In a model-based estimation approach of the SA+O 
model, effectively, missing item responses Xni have to be 
imputed based on the latent variables (θn, ξn, η1n, η0n) and 
response time Tni. We now derive how item responses, 
response indicators, and response times are used for esti-
mating the ability in the SA+O model. For the derivation, 
it is convenient to reparametrize the vector of latent vari-
ables (θn, ξn, η1n, η0n) to 

(

θn, ξ
∗
n,η

∗
1n,η

∗
0n

)

 , where ξ∗n , η∗1n and 
η∗0n are residualized latent variable in which the ability θn 
is partialled out:

Then, the IRT model in Eq. (27) can be equivalently 
written as:

For item responses Xni, a 2PL model is assumed (see 
Eq. (22)). The probability of responding to an item is 
assumed to be

(27)

P
(

Xni = xni ,Rni = rni ,Tni = tni|�n, ξn, η0n, η1n
)

= P
(

Xni = xni|�n
)rni

P
(

Rni = rni|ξn

)

f1

(

tni|η1n

)rni
f0

(

tni|η0n

)1−rni

(28)
P
(

Xni = xni,Rni = 1,Tni = tni|�n, ξn, η0n, η1n
)

= P
(

Xni = xni|�n
)

P
(

Rni = 1|ξn

)

f1

(

tni|η1n

)

(29)
P
(

Xni = NA,Rni = 0,Tni = tni|�n, ξn, η0n,η1n
)

= P
(

Rni = 0|ξn

)

f0

(

tni|η0n

)

(30)ξn = α
ξ��n + ξ

∗

n
and ηhn = α

ηh�
�n + η

∗

hn
for h = 0, 1

(31)
P
(

Xni = xni,Rni = rni,Tni = tni|�n, ξ
∗

n
, η

∗

0n
, η

∗

1n

)

= P
(

Xni = xni|�n
)rni

P
(

Rni = rni|�n, ξ
∗

n

)

f1

(

tni|�n, ξ
∗

n
, η

∗

1n

)rni
f0

(

tni|�n, ξ
∗

n
, η

∗

0n

)1−rni

3  It might be possible to included separate distributions for response times of 
correct and incorrect item responses (see Bolsinova et al., 2017).



Page 11 of 20Robitzsch and Lüdtke ﻿Measurement Instruments for the Social Sciences             (2022) 4:9 	

Logarithmized response times Tni are modeled as con-
ditional normal distributions:

In Appendix 2, local item scores are derived that define 
local sufficient statistics of indicator variables for θn. For 
observed item responses, the item weight is given by the 
item discrimination from the 2PL model (i.e., ai). The 
local item score for θn for a missing item response (see 
Eq. (53) in Appendix 2) is given by:

From Eq. (34), it can be seen that two (in general) 
positive terms will be subtracted from the item score 
aiPi(θ). Note that aiPi(θ) would be considered as an 
appropriate item score if the missingness mecha-
nism is ignorable (i.e., treatment of omitted items as 
non-administered provides a valid strategy; Pohl & 
Carstensen, 2013; Pohl et  al., 2014). In case of a posi-
tive correlation of θ and ξ, the imputed score is adjusted 
by the value αξθγi. Furthermore, because omitted items 
are typically associated with shorter response times, 
the adjustment term 

(

αη1θ�i1 − αη0θ�i0
)

tni also plays a 
role in the scoring rule. Hence, the ability variable θn 
also enters the log-likelihood contributions of response 
indicators and response times. Consequently, response 
indicators and response times contribute to the imputa-
tion of omitted item responses and influence the model-
based estimation of abilities defined in Eq. (27).

Like in our discussion for not-reached items, we would 
argue that the scoring rule implied by the SA+O model has 
substantial consequences for the interpretation of ability 
scores in LSA studies. Study results can be simply manip-
ulated at the country level if students are advised to skip 
items they do not know or to produce very short response 
times in such cases. In our opinion, the possibility of influ-
encing students’ test-taking behavior severely threatens the 
validity and fairness of country comparisons. Furthermore, 
in our research with LSA data, we found that the condi-
tional independence assumptions of item responses and 
response indicators in the SA+O model are strongly vio-
lated, resulting in a worse model fit of the SA+O model (see 
Robitzsch, 2021b). There is empirical evidence that students 
who do not know the answer to an item have a high prob-
ability of omitting this item even after controlling for latent 
variables. This seems to be particularly the case for con-
structed response items. Thus, we believe that the depend-
ence of responding to an item from the true but unknown 
item response must be considered even after conditioning 
on latent variables (Robitzsch, 2021b). Given these concerns 

(32)P(Rni = rni|ξn) = �(γi(ξn − βi))

(33)Tni ∣ η1n, η0n,Rni = h ∼ N
(

ηhn − τih, λ
−2

ih
for h = 0, 1.

)

(34)aiPi(θ)− αξθγi −
(

αη1θ�i1 − αη0θ�i0
)

tni

about the less plausible assumptions of the SA+O model 
and its consequences for the validity of country compari-
sons, we would argue that it cannot be recommended for 
operational use in large-scale assessment studies.

It is important to emphasize that the adjustments—and 
hence the scoring rules for ability—in the SA+O model will 
differ from country to country because the relationships 
between ability, response propensity, and speed differ across 
countries (Sachse et al., 2019; Pohl et al., 2021). In our view, a 
country comparison that does not employ the same scoring 
rule for each country cannot be considered valid (or fair).

Much psychometric work seems to imply that simu-
lation studies demonstrate that missing item responses 
should never be scored as incorrect (Pohl & Carstensen, 
2013; Pohl et al., 2014; Rose et al., 2017). We oppose such 
a perspective because simulation studies are not helpful 
in decisions about how to handle missing item responses 
(Rohwer, 2013; Robitzsch, 2021b). One can simulate data 
that introduce missing item responses only for incorrectly 
solved items (Rohwer, 2013). In this case, all IRT mod-
els that score missing item responses as incorrect provide 
biased model parameter estimates (Robitzsch, 2021b). 
Moreover, the scoring of items should always be conducted 
under validity considerations. We think that omitted (con-
structed response) items should always be scored as incor-
rect because alternative scoring rules decrease validity.

We would like to note that our discussion of always treat-
ing omitted responses as incorrect is mainly related to 
the reporting of country comparisons of ability variables. 
It might be valuable to investigate different missing data 
treatments to study the validity of the ability construct. 
In particular, it is interesting whether and how log data or 
response times are related to the omitted items. Moreover, 
not scoring omitted items as incorrect might be more valid 
for studying relationships of ability with covariates (e.g., 
student motivation). However, we nevertheless insist that 
one should not choose a scoring method (i.e., not scoring 
omitted items as incorrect) that can be simply manipulated 
at the country level to increase the country’s scores in an 
LSA (see Robitzsch, 2021b).

In addition, continuing the arguments of Pohl et al. (2021), 
other test-taking behaviors could be used for purifying abil-
ity. For example, response effort such as rapid guessing 
(Deribo et  al., 2021; Ulitzsch et  al., 2020a) or performance 
decline (Debeer & Janssen, 2013; Jin & Wang, 2014) could 
be taken into account. Moreover, the ability variable θ could 
also be redefined in a scaling model in which item responses 
and response times load on θ, resulting in a purified latent 
variable for speed (Costa et  al., 2021). Furthermore, meas-
urement models could also involve an additional student 
latent variable αn that characterizes person fit (Conijn et al., 
2011; Ferrando, 2019; Raiche et al., 2012):
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Such a model would weigh persons in the log-likelihood 
by a model-based weight αn, and the model would certainly 
be justified by reasons of model fit against simpler alterna-
tives. As a consequence, the local scoring rule for abilities 
also depends on the person fit variable αn, which would 
further complicate the interpretation. We strongly believe 
that including latent variables that capture test-taking 
behavior in measurement models should be avoided in the 
official reporting of LSA results. In our view, the explicit 
modeling of test-taking behaviors leads to the opposite 
of fairer country comparisons. A design-based approach 
should be preferred for inferences regarding abilities in 
LSA. Test-taking behavior is always coupled with a real-
ized test design in this approach. Researchers (as well as 
the public and policy) have to judge whether the assessed 
abilities—under the given design—are deemed valid.

Country DIF and cross‑sectional country comparisons
For most international LSA studies, the comparability 
of test scores across countries is of crucial importance 
(Rutkowski & Rutkowski, 2019). We understand compa-
rability as the possibility to conduct valid comparisons 
of statistical quantities across countries. Conceptual 
and statistical approaches for assessing comparability 
are distinguished in the literature. Statistical approaches 
include the assessment of differential item functioning 
(DIF; Holland & Wainer, 1993; Penfield & Camilli, 2007), 
focusing on the heterogeneity in item parameters across 
countries. In the 2PL model, there is empirical evidence 
that item difficulties vary from country to country (von 
Davier, Khorramdel, et al., 2019):

where the index c denotes the country, and discrimina-
tion parameters ai are assumed to be constant across 
countries (uniform DIF) in our treatment. Note that 
country-specific item difficulties bic (i.e., uniform DIF) 
are allowed. The presence of DIF with respect to coun-
tries is denoted as (cross-sectional) country DIF (see 
Monseur et al., 2008; Robitzsch & Lüdtke, 2019). If only 
a few item difficulties bic are allowed to deviate from a 
common item difficulty bi, it is said that partial invariance 
holds (von Davier, Khorramdel, et  al., 2019). Uniform 
DIF effects eic can be defined as:

DIF in item difficulties is more apparent in practical 
applications than DIF in item discriminations. Therefore, 
we decide only to discuss findings for uniform DIF. In the 
case of nonuniform DIF, the arguments will not change, 

(35)P(Xni = 1|θn, αn) = �(aiαn(θn − bi))

(36)P(Xnci = 1|θnc) = �(ai(θnc − bic)),

(37)eic = bic − bi.

but some derivations do not result in closed formulas, as 
presented in the following.

Since PISA 2015, the assumption of partial invariance 
(Oliveri & von Davier, 2011; OECD, 2017; von Davier, Yama-
moto, et  al., 2019) has been incorporated into the scaling 
model. Non-invariant item parameters are determined uti-
lizing item fit statistics such as the root mean square devia-
tion (RMSD) statistic (Tijmstra et  al., 2020). In the partial 
invariance approach, the majority of item parameters are 
assumed to be equal (i.e., invariant) across countries (e.g., 
more than 70% of the item parameters are invariant; see 
Magis & De Boeck, 2012), and there is a low proportion of 
country-specific item parameters. In PISA, the proportion 
of non-country-specific item parameters is defined as the 
comparability of a scale score (Joo et al., 2021). For exam-
ple, Joo et al. (2021) noted that less than 10% of the items 
would be declared as misfitting items in PISA if default cut-
offs of the RMSD statistic were used in PISA. In contrast, 
until PISA 2012, the 1PL scaling model with invariant item 
parameters was assumed, and country DIF was ignored 
unless it could be attributed to technical issues in item 
administration (e.g., translation errors; Adams, 2003).

The assumption of country-specific item parameters 
effectively eliminates some items from pairwise country 
comparisons (Robitzsch & Lüdtke, 2020a, 2022). Moreo-
ver, the set of effectively used items differs across com-
parisons (e.g., the comparison between country A and 
country B could be based on different items than the 
comparison between country A and country C; see also 
Zieger et al., 2019). It has been argued that this property 
poses a threat to validity, and researchers are comparing 
apples and oranges when pursuing the partial invariance 
approach (Robitzsch & Lüdtke, 2022). We believe that 
the decision of whether an item induces bias for country 
comparisons is not primarily of statistical nature. Camilli 
(1993) pointed out (see also Penfield & Camilli, 2007) that 
expert reviews of items showing DIF should accompany 
DIF detection procedures. Only those items should be 
excluded from country comparisons for which it is justifi-
able to argue that construct-irrelevant factors caused DIF 
(see also El Masri & Andrich, 2020; Zwitser et al., 2017). 
However, the purely statistical approach since PISA 2015 
based on partial invariance disregards that DIF items 
could be construct-relevant. Also, note that PIRLS and 
TIMSS do not use country-specific item parameters and 
rely on a scaling model that assumes full invariance of 
item parameters across countries (Foy et al., 2020). From 
a validity perspective, we would prefer the approach that 
ignores country DIF if the DIF cannot be attributed to 
test the administration issues. This strategy more closely 
follows a design-based inference perspective for items 
because the test design and not a psychometric model 
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should guarantee whether the set of items in a test is pre-
sentative for a specific item population (Brennan, 1998).

In contrast to the partial invariance approach that 
assumes that most items do not show DIF (and only a 
few items possess large country DIF), the assumption of 
full noninvariance can be made, which assumes that all 
items show country DIF effects (Fox, 2010; Fox & Ver-
hagen, 2010). In our experience and in line with other 
researchers, we find the partial invariance assumption 
unlikely to hold in empirical data. Instead, in our experi-
ence from empirical studies, DIF effects (see Eq. (37)) are 
frequently symmetrically distributed and closely follow a 
normal distribution (Robitzsch et al., 2020; Sachse et al., 
2016). Moreover, a preference for partial invariance over 
the full nonivariance assumption with symmetrically dis-
tributed DIF effects is unjustified because there is always 
arbitrariness in defining identification constraints for DIF 
effects (Robitzsch, 2022a). Importantly, different identifi-
cation constraints are employed by choosing different fit-
ting functions (or linking functions) (Robitzsch, 2022a).

To acknowledge the dependence of country compari-
sons on the chosen set of items due to country DIF, linking 
errors (LE; Robitzsch, 2020, 2021c; Robitzsch & Lüdtke, 
2019; Wu, 2010) have been proposed to quantify the het-
erogeneity in the country means due to the selection (or 
sampling) of items. The inclusion of the item facet for 
describing the uncertainty in group means has been stud-
ied in GT for a long time (Brennan, 2001; Kane & Brennan, 
1977). Assume that the 2PL model with uniform country 
DIF effects (see Eq. (36)) holds and that the country-spe-
cific item parameters bic can be decomposed into a com-
mon item difficulty bi and country-specific deviations eic:

where τ2DIF,c is the country-specific DIF variance. For I 
items, the uncertainty due to the selection of items in the 
2PL model is quantified in the following cross-sectional 
linking error:

Moreover, due to E(eic) = 0, estimated country means 
are unbiased for a large number of items I. For the 1PL 
model that assumes equal item discriminations ai, Eq. 
(39) simplifies to (see Robitzsch & Lüdtke, 2019):

Instead of establishing a scaling model assuming par-
tial invariance, we prefer the additional error component 

(38)
bic = bi + eic, where E(eic) = 0 and Var(eic) = τ2DIF,c

(39)LEcs,c =

√

√

√

√

√

∑I
i=1 a

2
i

(

∑I
i=1 ai

)2
τDIF,c

(40)LEcs,c =
1√
I
τDIF,c

associated with items for reporting in LSA studies. The 
total error TEcs, c for a cross-sectional country mean con-
tains the standard error SEcs, c due to the sampling of per-
sons as well the linking error LEcs, c due to the selection of 
items (Wu, 2010)4:

The uncertainty of item selection also affects other 
statistical parameters (e.g., standard deviation, quantile, 
regression coefficient). Linking errors can be more flexibly 
obtained by resampling items (Brennan, 2001). It should 
be emphasized that linking errors also occur if invariant 
item parameters are assumed in the scaling model. There 
are still consequences of heterogeneity in item selection 
for the country means, even if no country-specific item 
parameters are explicitly modeled in the scaling model.

Previous studies have shown that the choice of how to 
handle DIF items can impact country means (Robitzsch, 
2020, 2021c; Robitzsch & Lüdtke, 2020a, 2022). It is also 
possible that different DIF treatments can also impact 
country comparisons of relationships of abilities with 
covariates. Moreover, it could be argued that demonstrat-
ing partial invariance of item parameters across countries 
does not guarantee the invariance of relationships of abili-
ties with covariates across countries. In such a case, invar-
iance analysis must be performed for items by testing for 
potential interaction effects of countries and the covari-
ate of interest (Davidov et al., 2014; Putnick & Bornstein, 
2016; Vandenberg & Lance, 2000). Unfortunately, incor-
rect statements that metric invariance in a multiple-group 
model ensures the comparability of covariances of abilities 
and covariates across countries can be frequently found 
in the literature (e.g., He et al., 2017, 2019). In our view, 
we think that the assessment of measurement invariance 
is neither necessary nor sufficient for comparability (see 
also Robitzsch, 2022a). However, we would like to note 
that the reasoning is even inconsistent in the literature on 
measurement invariance (Davidov et al., 2014).

In this section, we argued against a partial invariance 
approach that removes items from particular country com-
parisons (see Robitzsch & Lüdtke, 2022). In empirical data, 
country DIF effects will almost always occur. There are two 
options for handling the presence of DIF effects in the scal-
ing models. First, DIF effects can be ignored in a concur-
rent scaling approach in which the incorrect assumption of 
invariant item parameter is posed. Second, separate scaling 
can be performed at the country level, and linking methods 

(41)TEcs,c =
√

SE2cs,c + LE2cs,c

4  The estimated linking error LEcs, c in Eqs. (39) or (40) also contains a stand-
ard error associated with sampling of students. Hence, this variance contribu-
tion should be subtracted in Eq. (41). In practice, the positive bias in TEcs, c 
might be regarded as negligible.
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are used to compare countries (Robitzsch & Lüdtke, 2020a, 
2022). Notably, concurrent scaling can only be more effi-
cient than separate scaling for correctly specified IRT mod-
els, that is, in the absence of country DIF. In the presence 
of DIF, DIF effects are weighted by a likelihood discrepancy 
function in concurrent scaling. The estimates of country 
means can generally be less precise than separate scaling 
with subsequent linking. In these approaches, the weigh-
ing of DIF effects is determined by choosing a linking func-
tion. We think that a linking function should be chosen 
that does not automatically eliminate items with large DIF 
effects from comparisons (i.e., in robust linking; see He & 
Cui, 2020; Robitzsch & Lüdtke, 2022). Moreover, the con-
current scaling approach is probably based on a misspeci-
fied IRT model that can result in a biased estimation of the 
latent ability distribution parameters (i.e., standard devia-
tion, quantiles). Interestingly, concurrent calibration or the 
anchored item parameter estimation approach that does not 
allow country-specific item parameters frequently results in 
less stable country mean or country standard deviation esti-
mates than a linking approach (Robitzsch, 2021a). Finally, 
we believe that the sample sizes in typical LSA studies are 
large enough to apply a separate scaling approach with sub-
sequent linking for the 1PL or the 2PL model.

Country DIF and trend estimation
One of the primary outcomes in LSA studies is trend esti-
mation which enables monitoring of educational systems 
concerning students’ abilities. The original trend estimate 
for two time points is computed by subtracting the cross-
sectional country mean of the first time point from the 
second time point. As an alternative, a marginal trend esti-
mate has been proposed that performs the linking across 
the two time points only on the link items administered 
in both studies (Gebhardt & Adams, 2007; Robitzsch & 
Lüdtke, 2019). Original trends have the advantage that 
officially reported cross-sectional country means can be 
utilized for computing the trend estimate (e.g., the differ-
ence). However, Robitzsch and Lüdtke (2019, 2021) showed 
analytically and with simulation studies that original trend 
estimates can be less precise than marginal trend estimates 
if there is a sufficiently large number of unique items; that 
is, items that are only administered at one of the two time 
points (see also Gebhardt & Adams, 2007). The primary 
reason for the increased precision of marginal trend esti-
mates is that cross-sectional country DIF turns out to be 
relatively stable across time points. Consequently, unique 
items introduce additional variability in the country means 
due to DIF effects (Robitzsch & Lüdtke, 2019). In PISA, 
there is a switch from major to minor domains (or the other 
way around) for two of the three primary domains mathe-
matics, reading, and science. If the number of unique items 
is large compared to the number of link items, original 

trend estimates in PISA tend to be much more variable 
than marginal trend estimates (Carstensen, 2013; Gebhardt 
& Adams, 2007; Robitzsch & Lüdtke, 2019; Robitzsch et al., 
2020). On the other hand, by relying on the link items, 
country DIF effects are automatically controlled for in mar-
ginal trend estimates because the stable country DIF effects 
occur to the same extent at both time points and therefore 
cancel when calculating achievement trends.

We would like to note that marginal trend estimates 
were originally proposed at the country level, based on 
separate scaling with subsequent linking for each coun-
try (Gebhardt & Adams, 2007). In our experience based 
on simulation studies, it can be demonstrated that this 
requirement is not the essential reason that marginal 
trends can be more efficient than original trends (Rob-
itzsch & Lüdtke, 2021). The linking could be conducted 
at the (international) level of all countries (i.e., in a joint 
scaling approach that involves all countries and assumes 
invariant item parameters across countries). However, 
the crucial point is that it should only involve the link 
items and not the unique items (see the analytical and 
simulation findings of Robitzsch & Lüdtke, 2019, 2021).

The variability in trend estimates due to the selection of 
items is quantified by linking errors (Gebhardt & Adams, 
2007; OECD, 2017) in LSA studies. The linking error 
employed in PISA until PISA 2012 quantifies the uncer-
tainty in trend estimates for the 1PL model based on the 
variance of item parameter drift (IPD; i.e., a difference of 
item difficulties across time; OECD, 2017). Notably, this 
error only assesses variability due to link items, ignoring 
the variability due to country DIF. Robitzsch and Lüdtke 
(2019) proposed a linking error for the 1PL model that 
also reflects the variability of original trend estimates due 
to item selection. Since PISA 2015, the computational 
approach for the linking error changed by utilizing a 
recalibration method (OECD, 2017; see also Martin et al., 
2012). The motivation for the change in computation was 
that it should also apply to the recently implemented ana-
lytic changes (i.e., the 2PL model and the partial invariance 
approach). In the newly proposed method, data from the 
first time point are recalibrated using item parameters 
from the second time point. The linking error is defined as 
the variance of the average squared difference of original 
and recalibrated country means (OECD, 2017). If all item 
parameters were assumed invariant, the same item param-
eters as in the original calibration for the link items would 
be used. Hence, it can be shown that the newly proposed 
linking error will be small if most of the item parameters 
are assumed to be invariant. We would like to emphasize 
that there has been an essential conceptual change in how 
linking errors are defined in PISA since PISA 2015. In 
our opinion, the recalibration method might be helpful 
in defining an effect size of the extent of noninvariance in 
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item parameters in terms of variability in the recalibrated 
country means. Hence, in case of perfect comparability in 
the definition of PISA (Joo et  al., 2021), no country-spe-
cific item parameters were used, and the newly proposed 
linking error would be zero. However, we do not believe 
that the new approach (implemented since PISA 2015) 
correctly reflects the variability in original trend estimates 
due to item selection because variability cannot vanish by 
assuming invariant item parameters. Consequently, the 
new linking error approach must differ from the previous 
approach. It has been shown analytically and in simulation 
studies that the newly proposed linking error substantially 
differs from the previously employed linking error in PISA 
(Robitzsch & Lüdtke, 2020b). While we admit that the 
computation of linking errors has to be modified in recent 
PISA cycles due to the use of the 2PL model, we would 
question that the recently proposed linking error provides 
a solid basis for statistical inference for trend estimates.

Finally, it can be discussed how several cycles of an LSA 
study should be optimally analyzed when trend estimates 
are of primary interest. While previous PISA cycles link 
subsequent PISA studies to each other in a chain link-
ing (OECD, 2017), other researchers opted for a multiple 
group IRT concurrent scaling approach that assumes that 
most item parameters are invariant across time points 
and countries (von Davier, Yamamoto, et al., 2019). It has 
been argued that the concurrent scaling approach pro-
vides more stable trend estimates (von Davier, Yamamoto, 
et al., 2019; p. 485) by relying on the assumption of partial 
invariance (i.e., only a few item parameters are not invari-
ant) because more stable item parameter estimates would 
be obtained. However, it should be noted that the claimed 
superiority of concurrent scaling was not confirmed by 
simulation studies. Moreover, the validity of such a state-
ment would require that the partial invariance assumption 
holds. As for cross-sectional LSA data, we suppose there 
is no empirical evidence for this assumption. Hence, we 
would argue that there is lacking support for the higher 
efficiency of the concurrent scaling approach compared 
to separate scalings for each time point with subsequent 
linking (see also Robitzsch & Lüdtke, 2021).

Discussion
In this article, we reflected on several analytical choices 
in LSA studies. We illustrated that it could be crucial to 
distinguish between a design-based or model-based per-
spective on statistical inference. When it comes to official 
reporting in LSA studies, we argued that a design-based 
perspective should predominate a model-based perspec-
tive. In a part of the methodological LSA literature, there 
is a tendency to prefer more complex psychometric mod-
els with the promise that these complex models produce 
more stable and less biased estimates of student abilities. 

However, these claims are primarily made from a model-
based perspective, and we clarified that model-based 
approaches often redefine the meaning of the abilities of 
interest. For example, using the 2PL model instead of the 
1PL model implies a different weighing of items primar-
ily defined through optimizing model fit. This contradicts 
a design-based perspective in which the contribution of 
items in a score is a priorily defined by a test framework. 
The reliance on a partial invariance model for scaling is 
another example of how a model-based perspective can 
change the meaning of country comparisons. In some 
sense, it can be argued that the partial invariance approach 
compares apples and oranges because the set of effectively 
used items differs across country comparisons.

From a design-based perspective, the likelihood function 
that involves the IRT model and the LBM is typically mis-
specified in LSA studies. It can always be acknowledged 
that models are only approximately true. However, we even 
do not believe that the concept of approximate fit makes 
sense when favoring the 1PL model over the 2PL model. 
The 1PL model is preferable because the main goal is to 
use an equally weighted sum score as a sufficient statistic 
for θ. The specified likelihood function can be interpreted 
as a pseudo-likelihood function that is only used to provide 
an estimating equation for the parameters of interest. As 
a consequence, we argue that model fit should not play a 
(primary) role in choosing psychometric models for LSA 
studies. Also, note that the likelihood-based inference (i.e., 
standard errors) obtained from a misspecified model will 
also be incorrect. We believe that resampling techniques 
for persons (see Model-assisted design-based inference for 
persons section) and items (see Design-based or model-
based inference for items? section) allow valid statistical 
inference, even if the model is misspecified (Berk et  al., 
2014; White, 1982). In our view, scaling models for LSA 
studies should be defended from a design-based perspec-
tive. Hence, different researchers might opt for different 
psychometric models for modeling LSA data if the model 
fit is not considered the primary criterion. Note that there 
are typically very different approaches for assessing model 
fit. Depending on how model fit is defined, the complex-
ity of chosen psychometric models will vary considerably. 
Hence, there will also be disagreement among psychom-
etricians with respect to model choice in the case that 
model fit would serve as the main criterion.

The concept of model weighting (or model uncertainty) 
can quantify the extent of consequences in an uncertain 
space of models (Robitzsch, 2022b; Simonsohn et  al., 
2020; Young & Holsteen, 2017). For example, it might be 
beneficial to study the sensitivity of trend estimates for 
a country for different choices of the linking function. 
Researchers would be less confident in trend estimates 
that strongly depend on the chosen estimation method.
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Appendix 1
Locally optimal item weights

In this appendix, we derive the locally optimal item 
weight that is based on the individual log-likelihood 
function ln(θ) =

∑I
i=1lni(θ) . The log-likelihood contri-

bution lni(θ) of item i for person n is given by:

We now derive a Taylor approximation of ln(θ) around 
an ability value θ0 for deriving the contribution of items 
in a local sufficient statistic for θ. The derivative lni with 
respect to θ is given by:

where item weights νi(θ) are contributions of items in the 
weighted sum score and are denoted as locally optimal 
item weights (Birnbaum, 1968; Chiu & Camilli, 2013), 
where:

Using (43) for a Taylor approximation of the log-likeli-
hood function, we obtain:

From Eq. (45), it can be seen that 
∑I

i=1 νi(θ)xni is a 
local sufficient statistic for θ. We now derive the locally 
optimal item weights for the 3PL model (see Eq. (24)). It 
holds that:

We now use the short notation ψ = Ψ(ai(θ − bi)). Then, 
we obtain:

(42)lni(θ) = xni log Pi(θ)+ (1− xni) log (1− Pi(θ))

(43)
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A further simplification of (47) provides:

For the 2PL model, we get νi(θ) = ai because it holds that 
gi = 0. Furthermore, we get νi(θ) = 1 in the 1PL model.

Appendix 2
Local item scores in the SA+O model
In this appendix, we derive local item contributions for 
the ability score θ for the SA+O model studied in Pohl 
et al. (2021). The log-likelihood contribution for student 
n and item i in the reparametrized SA+O model (see Eqs. 
(30) and (31)) is given by:

Using a Taylor approximation around θ = θ0, we obtain:

Where const(θ0) is a function of θ0. Using the approxi-
mation in Eq. (50), it can be seen that the multiplication 
factors of θ in Eq. (49) are given by:

where Pi(θ) = Ψ(ai(θ − bi)). We can extract the local item 
scores for θ from Eq. (51):

These statistics are defined on the logit metric and are 
unique up to the addition of a constant c; that is:

By defining c = −
(

αξθγi + αη1θ�i1tni ), the local item 
scores for observed and omitted item responses in Eq. 
(52) can be equivalently rewritten:

(48)νi(θ) =
ai

1+ gi exp (−ai(θ − bi))

(49)

lni(�) = const(�) + xnirniai� + rni�ξ�γi�

+

(

1 − rni

)

log
(

1 + exp
(

ai

(

� − bi

)))

+ rnitni�i1�η1�� +
(

1 − rni

)

tni�i0�0��

(50)
log

(

1 + exp
(

ai

(

� − bi

)))

≃ const
(

�0
)

+ ai�
(

ai

(

� − bi

))(

� − �0
)

(51)
xnirniai + rni���γi +

(

1 − rni

)

aiPi(�)

+ rnitni�i1�η1� +
(

1 − rni

)

tni�i0��0� ,

(52)

Observed item responses (rni = 1) : ai + αξθγi + αη1θ�i1tni

Omitted item responses (rni = 0) : aiPi(θ)+ 0+ αη0θ�i0tni.

(53)

P
(

Xni = 1
)

=

exp
(

p1

)

exp
(

p0

)

+ exp
(

p1

)

=

exp
(

p1 + c
)

exp
(

p0 + c
)

+ exp
(

p1 + c
)

(54)
Observed item responses (rni = 1) : ai

Omitted item responses (rni = 0) : aiPi(θ)− αξθγi −
(

αη1θ�i1 − αη0θ�i0
)

tni
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