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Abstract
In today’s fast-paced financial industry, knowledge management and data-driven decision 
making have become essential for the success of financial technology (FinTech) compa-
nies. Big data (BD) is a prevalent phenomenon that can be found across many industries, 
including finance. Despite its complexity and difficulty to comprehend, big data is a criti-
cal component of financial services enterprises and technology architectures. We examine 
BD from various aspects, considering data science (DS) techniques and methodologies 
that can be applied during the operation of an enterprise. Our aim is to provide an over-
view of knowledge management (KM) practices and data analysis (DA) strategies and 
techniques in the daily operations of financial companies. We address the role of knowl-
edge management, data analytics in a financial institution. The paper demonstrates finan-
cial institutions’ enablement for new services resulting from technological advancements.

Keywords Financial-technology knowledge management · Business  
intelligence · Organizational science · Data science · Human–computer  
interaction · Digital transformation

Introduction

Due to digitalization and digital transformation (DT), the financial industry has 
undergone a massive change during the previous decade (Scardovi, 2017; Chanias 
et al., 2019; Goldstein et al., 2021). This change is characterized by increased agility in 
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the back-office operations of the bank and increased connectivity and information pro-
cessing speed on the customer side too (Buckley & Webster, 2016; Joshi et al., 2017). 
There has been a movement toward the usage of data in financial organizations 
recently, partly owing to DT, and partly due to improved regulation and standardiza-
tion (Payment Services Directive Two PSD2). Big data has brought an abundance of 
new forms of commercial operations, the main structural drivers for these trends are 
new patterns of mobile device and media use, as well as reduced fear of or unwilling-
ness to utilize the Internet, especially among the different ages and consumer groups 
(Lee, 2015; Dapp & Slomka, 2015; Aslanian & Fischer, 2019; Gai et al., 2018).

Financial technology as FinTech refers to financial industry disruptors and innova-
tors who employ ubiquitous technologies, the Internet, and automated data processing 
to create new products and services (Gomber et al., 2017). These new solutions might 
come from a variety of places, including new businesses (most typically startups), cur-
rent financial service providers, and even established technological firms (Zavolokina 
et al., 2016a, b). Because the finance business has traditionally relied on a large amount 
of data, computer science has always been favored in this area, and financial companies 
are always on the lookout for new ways to support existing operations (De Brentani & 
Cooper, 1992; Trelewicz, 2017). SMEs (small- and medium-size enterprises, includ-
ing micros) have insufficient resources (financial, human, organizational, etc.) to seri-
ously engage in the adoption of new, frequently disruptive technology, while financial 
companies may have the resources, but may not be able to implement the variety of 
e-services based on data analytics, due to strong technical competence needed.

Improvement of processes is one of the most recent key objectives of knowledge 
management inside an organization; furthermore, the obtained information resulting 
from the improvement experiment should be efficiently and effectively distributed 
across business processes stakeholders (Haddad & Hornuf, 2019). Nowadays, there 
are numerous tools derived from information and communication technologies (ICT) 
that can be used to acquire knowledge through process mining, utilizing traditional 
transactional systems such as enterprise resource planning, customer relationship 
management, and human capital management, and applying a set of algorithms 
from data science (Jones, 2017; Vercellis, 2009). Data can be further collected from 
social media, Internet of Things (IoT) sensors, e-mail, and instant messaging. The 
data science toolboxes that are available and exploitable published and proposed 
in this reference (Pisoni et al., 2021), for instance, allows the companies to obtain 
knowledge and, as a result, support strategic and operational decision-making 
inside their company. A combination of existing technologies—both internal and 
external to the company—can be used as source systems to extract, prepare, ingest, 
and then store data (Molnar et al., 2020). The data is reorganized and converted so 
that it may be analyzed to obtain information and knowledge using advanced data 
science algorithms that are tailored to the unique requirements for new company 
concepts. Large data sets with heterogeneous structures may be analyzed fast 
using data science and modern information architectures (Fang,  2015). Like this, 
one can construct data-intensive workflows for gathering, analyzing, interpreting, 
and reviewing the results and can put new business and technical approaches and 
solutions in place. Exploratory data analysis gives financial industry companies the 
ability to develop new ways of generating revenues, based on data. Data coming 
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from a variety of sources is collected, and a data analytics platform is established to 
meet the needs of financial companies (Ceaparu, 2020). Social media data, sensor 
data, and internet-based statistics are some examples of such potential sources 
of data. Different kinds of services can benefit from such data, digital financing, 
including algorithms related to digital factoring, invoicing, and loan calculations, as 
well as the technology supporting it, digital investments, trading and crowdfunding, 
digital money, virtual currencies, and digital payments (Gomber et  al., 2017; 
Pisoni, 2021; Molnar et al., 2020).

Knowledge management (KM) involves the systematic collection, organiza-
tion, and dissemination of information and knowledge within an organization. 
KM helps to ensure that the right information is available to the right employee/
decision maker at the right time. By implementing KM, financial companies can 
ensure that their employees have access to the latest information and insights, 
which can help to improve decision-making processes and support the develop-
ment of new services and products. This is particularly important in a rapidly 
changing industry where new technologies and business models are constantly 
emerging. By capturing and sharing the collective knowledge and skills of its 
employees, a FinTech company can build a culture of innovation and continuous 
improvement. Knowledge management also helps companies to maintain a com-
petitive edge by allowing them to respond quickly to changes in the market and 
capitalize on new opportunities.

Data-driven decision-making is the process of using data and analytics to inform 
business decisions. Financial companies generate large amounts of data, which can 
be analyzed to gain valuable insights and make informed decisions; on the other 
hand, it revolutionized the way financial companies operate. By adopting a data-
driven approach, financial companies can improve the accuracy and efficiency of 
their decision-making processes, reduce the risk of incorrect decisions, and gain a 
competitive advantage. This allows them to identify trends, forecast future perfor-
mance, and optimize business processes in real time. For example, predictive ana-
lytics can be used to identify potential fraud, while customer behavior analysis can 
help companies to develop more personalized financial products and services.

One of the key benefits of data-driven decision making in FinTech is the ability 
to make decisions quickly and accurately. In a fast-paced industry, having access to 
real-time data can give companies a significant advantage over their competitors. 
By automating routine tasks and processes, companies can also increase efficiency, 
reducing costs and increasing profitability.

To implement KM and data-driven decision-making, financial companies need to 
have the right infrastructure and technology in place. This includes data storage and 
management systems, data analytics tools, and data visualization software. Addi-
tionally, it is important to have a clear and defined data strategy, as well as a dedi-
cated team responsible for data management and analysis.

Given the above, in this paper we try to understand and conduct a literature 
review and perform case studies with companies in the finance domain regarding 
their knowledge management and data analysis techniques and processes as well as 
suited architectures for this aim. We set our research question:
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RQ1: Which are knowledge management practices and data analytics techniques 
currently applied in the domain of finance?

Reconciled and different views regarding these aspects were collected from both, 
literature and interviews.

The outcome of the study is a consolidated view of how knowledge management 
and data-driven decision-making can be implemented in financial companies.

The rest of the paper is as follows. The second section presents the methodology, 
the third section presents the findings, that is the knowledge management practices 
and data analysis techniques in the financial industry. The fourth section critically 
examines the consequences of the use of data-driven decision-making in financial 
companies, and the fifth section closes the paper.

Methodology

To evaluate the underlying practices regarding knowledge management and data 
analysis, as well as the gathering and usage of consumer data in the generic data sci-
ence finance ecosystem, we used a two-step qualitative process.

We conducted a literature review, identifying, and summarizing different 
knowledge management and data analysis current practices for future researchers 
or practitioners in the domain. To do so, we took SCOPUS as a database of ref-
erence, identified the occurrence, and scanned for publications containing the fol-
lowing keywords: “data-driven” and “finance,” and “knowledge management” and 
“finance,” respectively (Table 1). We searched for publications between 2015 and 
2023 in both cases. The search produced 381 papers and 340 papers, respectively; 
out of these we eliminated all the false positives and kept only the relevant for the 
study, which amounted to 275 and 220, respectively.

The second step consisted of an exploratory multiple case study (Eisenhardt & 
Graebner, 2007), with a particular focus on SME-s (small- and medium-size enter-
prises, including micros). We used the data sources listed in Table 1 as a guide. We 
report the answers provided by the interviewers on the knowledge management and 
data analytics techniques employed or in process of setting in their companies.

The data were collected from the interviews with the case studies (Table 2).

Table 1  Table detailing the queries used in the literature review

Subdomain Query N. of results N. of 
papers 
analyzed

Data analytics TITLE-ABS-KEY (“data-
driven” AND “finance”)

381 275

Knowledge management TITLE-ABS-KEY 
(“knowledge management” 
AND “finance”)

340 220
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Findings

The goal of our analysis is to outline the knowledge management practices and data 
analysis techniques already used or can be used in data-driven decision-making in 
the finance domain by the case studies. We first present the summarized findings 
from the literature review, on both knowledge management practices in contempo-
rary finance company and data analysis techniques, and later we present the findings 
from the case studies, on the data analytics approaches already used, and show prac-
titioners view on the subject matter.

Knowledge Management in Contemporary Finance Company

The competition and digital transformation enforce the use of knowledge manage-
ment in the most modern form. These market forces motivate the utilization of 
knowledge that is stored and contained in an enterprise. Knowledge management in 
FinTech advances the productivity and innovation capability of the company. The 
disciplined data science methods provide a sound grounding in business decision-
making (Stodden, 2020; Suryn et al., 2003; Zhang & Zhou, 2004).

There is a reference model for the business process of knowledge management 
(Yu et al., 2009; White & Miers, 2008) that supports the understanding of the nature 
of e-commerce. The methodologies of data science and the reference model of 
knowledge management can be reconciled. The objective is to buttress the business 
process of decision-making that aims at either rivalry or innovation. The integration 
of the CRISP-DM methodology Wirth and Hipp (2000, April), that is a proposed a 
comprehensive process model for carrying out data mining projects, and the knowledge 
management process lays the foundation for a reference model (Hotz,  2022). 
Knowledge management in the recent technology and competitive environment 
exploits intensively the available technologies that are designated under the umbrella 
of AI, and this set of technologies consists of computational intelligence, data science, 
machine learning, and decision theory. The business decision goals are formulated 
through strategic planning, e.g., balanced score card or business canvas with a focus 
on innovation in the initial phase of the knowledge management model (Kaplan, 
2009; Osterwalder & Pigneur, 2010). Then the business goals are decomposed into 
sub-goals and thereby sub-tasks of decision making that take into account the specific 
requirements of AI/data science approaches considering the properties and structures 
of data collections in the phase of “investigation of the problem domain.”

The data understanding is a significant step in CRISP-DM methodology and the 
use of data lake for the business goal realization of enterprises (Molnár et al., 2020; 
Ma & Molnár, 2020). Firstly, raw data should be ingested then transformed into a 
proper structure and placed into the appropriate zone. The selected data collections are 
required to assist in solving the problem identified in the previous phase. The impor-
tant activities in this phase are as follows: data cleaning, data structuring, and transfor-
mation to fit the purpose, i.e., to adjust to the data structure demand of the potential 
algorithms and approaches (Ilyas & Chu, 2019; Cheon & Baek, 2016; Cleff, 2014).
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In the phase of “method selection and data preparation,” the goal is to find suit-
able algorithms and approaches in “AI” that supports knowledge acquisition from 
the data collections. There are different methods that can be contemplated to be 
used for knowledge discovery as follows: statistical learning, deep learning, machine 
learning including various neuron network solutions, soft computing, genetic algo-
rithms, etc. There is an iteration to fulfill the data architecture requirements within 
this phase to approximate the expected objectives (see Fig. 1).

In the phase “assessment of results,” the activity of “discoveries of data and 
knowledge pattern” is embedded into a positive feedback loop. The selected algo-
rithms and approaches are made operational on the prepared data architecture. 
Depending on the problem and the capability of the selected algorithms, various 
patterns can be identified through classification, association rule, and interdepend-
encies between “feature” variables or vectors and the target variable. There is again 
a positive feedback loop for variable selection to tune the model to achieve high 
performance in the light of the appropriate metrics.

Fig. 1  Knowledge management reference model in the context of data science
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In the activity of “assessment of acquired knowledge,” the validation of the 
acquired knowledge should be carried out, since the verification of the elaborated 
model happened in the previous step. The validation means that the potential users 
of the acquired knowledge will compare it to empirical experiences. The potential 
users will overarch a wide spectrum of business units of an enterprise, e.g., market-
ing, finance, customer relationship, information logistics, production, and various 
level of management.

If the business environment and the acquired knowledge do not fit together then 
again, a feedback loop must be started. This refinement and fine tuning of models 
include amendment of models, restructuring the data models, modifying the data 
architecture, and adjusting the hyperparameters of the used algorithms.

In the “realization” phase, the acquired knowledge must be explicitly formalized 
and “codified” (Nonaka & Toyama, 2015) in the activity of “knowledge codifica-
tion.” Codification means that the knowledge discovered, validated, and approved is 
transformed into a form that can be read by both humans and machines, and stored 
in a repository or dictionary within a data lake.

The “knowledge deployment” activity involves the dissemination and proper 
use of knowledge. Some knowledge may be shared with partners such as custom-
ers, consumers, suppliers, and other stakeholders. The exploitation of the acquired 
knowledge emerges in solving business problems, making decisions, and handling 
the relationships with partners as finishing or initiating partnerships.

Data Analysis Techniques and Strategies

When planning the implementation of data-intensive flows, first, a suited storage 
structure should be employed that can store the following types of data: documents, 
images, videos, and any other unstructured format. Because metadata exist inside 
the data acquired, coupled with precise information on the entities and thus the data 
themselves, the concept of metadata plays an important role in the administration 
of information. Data science algorithms can generate metadata from unstructured, 
semi-structured, and even structured data since metadata is linked to aggregated 
data as well. The information items and collections have versions that allow the 
data engineers to reconstruct the results and re-run the analysis for your working 
partners. The first step lies in data collection, metadata definition, metadata mainte-
nance, data quality, data gathering, and data entry into the system. This set of tasks 
is completed in a systematic manner to ensure data security, processing, and compli-
ance (Witt et al., 2009; Baca, 2016; Bach et al., 2019).

An important aspect for finance companies is to include several business and 
IT objectives in this framework as follows: information security, monitoring, and 
availability, as well as the performance of the data management system, and the 
integrity and dependability of the data. Professional activities include assuring 
the information architecture’s business continuity, saving/restoring, archiving, 
realizing the data structure during the physical design phase, and enforcing the 
organization’s technical standards and rules. This method enables the creation of 
pipelines for data science methods. Data engineers are responsible data collecting 
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design, development, testing, integration, management, and optimization. In the 
same time, information architecture may even define the enterprise architecture 
technology layer that generates the data. The suited databases to support data 
analytics (either relational or NoSQL) are programmed and built, so that the data 
later can be cleansed and prepared, and last, the data is analyzed. Suited data 
analysis models are chosen so that the users can comprehend and perceive the 
outputs of them (Beheshti et al., 2017; Beheshti et al., 2018).

One of the central systems at the various company decision-making levels is 
the cognitive information system (CIS), which supports the use of information 
and knowledge management and the creation of appropriate decisions (Molnár & 
Mattyasovszky-Philipp, 2019). One variable in decision-making is the time factor, 
as the right decision has to be made at the right time and with the right speed since 
companies can create a business competitive advantage by making fast decisions 
(Mattyasovszky-Philipp et  al.,  2022). In the context of decision-making, speed 
and effectiveness are essential during human–computer interaction (HCI). During 
planning architecture and the knowledge management techniques used, there is a 
need to consider how humans and computers work together. There are no differences 
in the case of FinTech companies either. The central knowledge management 
supporting the cognitive information system involves several additional subsystems 
and knowledge-based agents, which can employ this paradigm to solve problems 
and assess hypotheses. The ontology from the knowledge base describes the types 
of objects or concepts in the application domain, like the relationships between 
them (Tecuci et al., 2016). Ontologies are crucial in supplying shared knowledge 
models to semantic-driven applications, which are the focus of the semantic web. 
Due to their ability to evaluate and qualify an ontology, ontology metrics represent 
a significant methodology. From the perspective of ontology developers, by 
evaluating ontology quality, they can automatically identify areas that may need 
more work and identify some ontology components that may cause issues (García 
et  al., 2010). The instances of these concepts, together with their properties and 
relationships, are included too. Deep learning (DL) and machine learning (ML) 
are important technologies to be used by agents, as they play an essential role in 
generating information for a given decision (Tecuci et al., 2016). They can also be 
grouped according to their role and function in basic learning strategies:

• Inference: deduction, induction, abduction, analogy
• Computational or representational mechanism: rules, trees, neural networks (NN)
• Learning goal: to learn a concept, discover a formula, acquire new facts, acquire 

new knowledge about an entity, and refine an entity (Tecuci et al., 2016).

Along with the development of big data lifecycle analysis, knowledge graphs 
(KGs) have also become a major area of artificial intelligence (Paulheim, 2017). 
Graphs have always been present in the broader AI literature, but with the emergence 
of big data on the web and other spheres, the need has arisen to enable machines to 
understand and use this data in a productive analytical way to enable further use and 
results. As an example, the search system is not optimal for other kinds of tasks that 
involve knowledge discovery, comprehension, and learning which require iteration, 
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comparison, and reflection by a user (Karanam et al., 2017). A technological aid to 
this use of knowledge management is the knowledge graph and associated AI-based 
technologies, such as natural language processing (NLP) for natural language value 
representation. A knowledge graph is a graph-theoretic representation of human 
knowledge such that it can be ingested with semantics by a machine from this point. 
Knowledge graphs have become a popular data representation that sits at the inter-
section of knowledge discovery, data mining, semantic web, and the aforementioned 
natural language processing (Kejriwal, 2019).

We present what came out to be a generic data analysis process for data-empowered 
financial companies, based on the literature review, in Fig. 2. As Fig. 2 shows the flow 
of data in a finance company that can be perceived as a knowledge management cycle. 
The ever-changing market landscape influenced by digital transformation enforces a 
dynamic process and knowledge management (Bouafia & Molnár, 2018).

Understanding the current economic environment through information gathering 
provides the opportunity for companies to set up models for data analytics that are 
capable of forecasting and thereby dynamic modeling to adjust the strategic and tac-
tical objectives of the enterprise. The results of the models support decision-making 
and selecting future actions from them. The major aim of the regular data analysis 
exercise is to collect experiences and enhance the situational knowledge of the peo-
ple in the enterprise to aid critical thinking and the ability to create reasonable pro-
posals exploiting the aggregated tacit knowledge (Grant et al., 2009). Thus, correct 

Fig. 2  Generic representation of the data analysis process of financial company
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assessments of future actions are augmented. Another advantage for financial com-
panies from using dynamic knowledge management is the overarching perception 
of the dynamically changing market environment that the enterprises can come 
across. In organizations the accumulated information and knowledge is disseminated 
among the members of the human resource of the enterprise that emerges in the 
form of organizational memory and is analyzed with specialized data mining tools 
and processes.

The shared image of the current environment, the history, and the outputs of 
previous activities as gathered experience, and the forecasted outcomes of future 
actions facilitate the staff of data analytics to collaborate in problem solving with 
the entire organization. This information and knowledge exchange is embedded 
into data-intensive workflows and dynamic business processes that concentrate on 
knowledge acquisition and data gathering; thereby, these processes facilitate track-
ing the current situation and adjusting to the changing business and security envi-
ronment (Lui & Lamb, 2018). We derive the following important aspect to bear in 
mind when implementing enterprise architectures for big data use and analysis in 
financial companies:

• Dynamic business processes for knowledge management. The data-intensive 
workflows and business processes that can be modified dynamically maintain 
the situation awareness and the collection of correct data. Modern data archi-
tectures assist in developing the quality, accuracy, and frequency of updating to 
attain rigor control. The applicable toolset includes traditional statistics, quality 
management (Al-Hakim,  2007), data collection about the demand for services 
and products, and then stored in data lake, data warehouse, furthermore, the mar-
ket trend prediction, too.

• Critical, systems thinking. The organizational-wide critical thinking underpins 
exploratory data analysis, the investigation of alternative hypotheses, options of 
decisions and actions, and the results. Computational finance and data science 
offer methods for market dynamics modeling, forecasting, predicting supply and 
demand, and cost-risk analysis based on data stored in the data lake. The recent 
computational intelligence algorithms enable the analysis of competing hypoth-
eses and multiple courses of action.

• Shared vision of operation. It is a typical (knowledge) management task to dis-
seminate and apply the acquired knowledge effectively. The IT solutions help to 
distribute the information and the acquired knowledge company-wide in proper 
format and content. Besides the simple e-mail systems, there are sophisticated 
collaborative work tools, modern database management systems such as SQL-
NoSQL, and content management systems.

• Knowledge creation. The information architecture supports the logistics of infor-
mation and the business processes that utilize the collected data in data ware-
houses and data lakes. The data-intensive workflows and business processes 
can be improved to aid the conversion of information into actionable knowledge 
concerning the handling of velocity, accuracy, uncertainty, and decision-making. 
The modern data management systems data warehouse, data marts, data lakes, 
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and the algorithms of computational intelligence lay the foundation for effective 
information and knowledge management.

• Guarding of intellectual properties. The protection of the data and information stored 
in the systems of the enterprise is crucially important against corruption, eavesdrop-
ping, and deterioration. Besides the traditional data backup, the toolset of cryptogra-
phy can be used to ensure the security, safety, and protection of information and data.

Use Cases

Based on the research and the interviews we defined the following knowledge man-
agement practices and data-driven (data analysis) techniques that can be used or 
being used.

Case 1: ReadID Payments via Phone

Knowledge Management 

– Creating a knowledge base or repository of information related to the company’s 
products, services, and customers can help employees access information quickly 
and easily.

– Documentation of business processes, workflows, and policies.

Data‑Driven Techniques 

– Customer segmentation and behavior analysis are used to understand the pur-
chasing behavior of customers, identify trends and patterns, and develop targeted 
marketing materials, strategies.

– Predictive analytics is applied to identify potential customer behavior based on 
past trends and patterns, allowing the company to develop personalized experi-
ences for customers and improve their overall experience.

– Text mining and sentiment analysis can be used to process and analyze large 
amounts of unstructured data like customer feedback and reviews to gain insights 
into customer satisfaction and preferences.

– An enterprise architecture framework like Zachman can be used to organize the 
data and information within the company and ensure that the data collected and 
analyzed is aligned with the company’s goals and objectives.

Case 2: Automated (Robo) Financial Advisory Services

Knowledge Management 

– Document management: Organizing and storing financial advice documentation, 
such as financial plans, investment strategies, and client information.
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– Collaboration and sharing: Encouraging cross-functional collaboration and shar-
ing of information between teams to improve decision-making and productivity.

– Knowledge capture and reuse: Documenting and sharing best practices, experi-
ence, and lessons learned from previous projects and experiences.

– Competency management: Identifying and developing the skills, knowledge, and 
expertise required for financial advisory services.

– Performance support: Providing training, coaching, and guidance to support the 
performance of financial advisors in providing advice to clients.

Data‑Driven Techniques 

– Predictive modeling: Using algorithms to analyze historical data and predict 
future market trends and client behavior.

– Customer segmentation: Analyzing customer data to identify and group similar 
customers to personalize financial advice and investments.

– Sentiment analysis: Analyzing customer feedback and sentiment data to under-
stand customer opinions and preferences.

– Market basket analysis: Identifying patterns and relationships between financial 
products and services to optimize product recommendations.

– Text mining: Analyzing and extracting valuable information from unstructured 
data sources, such as customer feedback and reviews.

Case 3: Data Lakes Technology Provider for Banks and Insurance Companies

Knowledge Management Practices 

– Data governance: Establishing policies, processes, and standards for managing 
data assets: defining roles and responsibilities, creating data dictionaries, and 
monitoring data quality.

– Data cataloging: Creating a centralized repository of data assets, including descrip-
tions of data elements, lineage, and usage: a metadata management tool to.

– Data sharing: Facilitating the sharing of data between different teams, depart-
ments, and stakeholders: a data sharing platform to enable data discovery, access, 
and collaboration.

Data‑Driven Techniques 

– Data visualization: Representing data graphically to enable insights and under-
standing. Business intelligence system to create interactive visualizations and 
reports for decision makers.

– Predictive modeling: Building models to make predictions about future out-
comes based on historical data: machine learning algorithms to predict cus-
tomer behavior or loan default rates.
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– Data mining: Analyzing large datasets to identify patterns and relationships: 
to uncover hidden patterns in customer behavior or to offer new insurance 
packages to customers.

– Data warehousing: Storing data in a centralized repository optimized for que-
rying and analysis.

Case 4: C2C Money Transferring Service

Knowledge Management Practices 

– Document management: Store and organize relevant data and information 
related to the company’s processes, systems, and services: including user 
manuals, process flows, and training materials.

– Knowledge sharing: Encourage and facilitate the sharing of knowledge and 
information among employees to ensure consistency and accuracy in all busi-
ness operations: including regular team meetings, internal forums, and peer-
to-peer mentoring.

– Collaboration platforms: Implement collaboration tools that allow employees 
to share information and work together on projects: project management plat-
forms, chat apps, and shared document repositories.

Data‑Driven Techniques 

– Predictive analytics: machine learning algorithms to analyze past data and 
make predictions about future trends and patterns, helping the company to 
identify opportunities for growth and improve decision-making processes.

– Customer segmentation: Divide customers into different groups based on their 
behavior, preferences, and demographics in order to better understand cus-
tomer needs and develop targeted marketing strategies.

– Data visualization: Present data and insights in a visual format that is easy to 
understand and interpret.

– Fraud detection: Utilizing machine learning algorithms and data analysis tech-
niques to detect fraudulent activities.

– A/B testing: Test different marketing and product strategies by randomly 
dividing customers into two groups and comparing the results to determine 
which strategies are most effective and optimize their offerings.

Case 5: Company Delivering Solutions for FinTech Regulation

Knowledge Management Practices 

– Document management: Creating and maintaining a centralized repository of 
all regulatory documents, guidelines, and policies.
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– Collaboration platforms: Implementing collaboration tool (SharePoint) to 
facilitate cross-functional teamwork and information sharing.

– Knowledge retention: to retain institutional knowledge and avoid the loss of 
expertise when employees leave the company.

Data‑Driven Techniques 

– Predictive analytics: Building predictive models to analyze the impact of regu-
latory changes on the business and make proactive adjustments.

– Sentiment analysis: Conducting sentiment analysis on social media and other 
unstructured data sources to gauge public sentiment on regulatory issues.

– Data mining: Mining regulatory data to identify patterns, trends, and relation-
ships that may inform future compliance strategies.

Case 6: Smart Investments Platform

Knowledge Management Practices 

– Documentation and knowledge sharing: Documenting processes, workflows, 
and procedures to share knowledge among employees and stakeholders.

– Collaboration and communication: Encouraging collaboration and communica-
tion among teams to ensure that knowledge is shared and utilized effectively.

– Continuous learning and training: Providing ongoing training and develop-
ment opportunities to employees to help them stay up-to-date with the latest 
trends and technologies in the industry.

– Data governance: Implementing data governance policies to ensure that data is 
collected, stored, and used in a consistent and secure manner.

Data‑Driven Techniques 

– Data warehousing: Storing large amounts of data in a centralized repository to 
support data analysis and decision-making.

– Predictive analytics: Using statistical models and machine learning algorithms 
to predict future outcomes based on historical data.

– Data mining: Analyzing large amounts of data to identify patterns and trends 
that can inform investment decisions.

– Data visualization: Using visual representations of data, such as charts and graphs, 
to help stakeholders understand complex data sets and make informed decisions.

The smart investment platform uses these techniques to gather and analyze data on 
market trends, investment strategies, and customer preferences to provide personalized 
investment recommendations to clients. The platform could also use data visualization 
tools to present this information in an easily understandable format, and use data gov-
ernance policies to ensure that client data is securely stored and protected.
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Case 7: Crowdsourcing Company for the Collection of Money from Families and Friends

Knowledge Management Practices 

– Document management: maintaining organized, up-to-date, and secure docu-
mentation to ensure the effective management of information. Store all transac-
tion records and legal agreements in a centralized database.

– Collaboration and communication: the company use instant messaging tools and 
an AI chatbot.

– Process management: creating a set of defined business processes, for example, 
pre-defined business process within the ERP system for accepting payments, ver-
ifying user profiles, and distributing funds.

Data‑Driven Techniques 

– Customer segmentation: dividing customers into groups based on common charac-
teristics such as demographics, behavior, or interests to create targeted marketing 
campaigns or improve customer experience (different designs for each segment).

– Business intelligence: Dashboard reporting—interactive dashboards to visualize 
data and support decision-making.

Discussion

Stakeholders are seeing a significant shift in their work resulting from practices and 
strategies regarding knowledge management and data analysis based on big data. 
This trend requires a comprehensive understanding of how the ecosystem will 
evolve to implement new knowledge management and data analysis approaches.

This paper provides valuable new insights by precisely determining the role 
of knowledge management and data analytics approaches in the FinTech domain, 
the applications, and everyday use cases in which the companies use these tech-
nologies in the financial sector. While the previous literature has a generic char-
acter, this work presents a more in-depth analysis of the use of data analytics for 
FinTech companies and knowledge management practices that might be in place 
in finance companies.

These findings can be used by practitioners to analyze changing business infor-
matics requirements and practices in the domain of financial technology. There is 
a need to understand how to translate stakeholder competencies into new enterprise 
architectures, suited for improved business operations based on new trends in knowl-
edge management and data analytics. The problem arises from the reconciliation 
of knowledge related to different domains to provide integrated decision-making, 
strategy, and technique formulation support. This work provides a more in-depth 
examination instead of the general approach of the use of data-driven knowledge 
management and data analysis for FinTech companies. Finance companies’ existing 
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information architectures are complex structures, which only adds to the complexity 
and necessitates more attention to the development of new data science approaches. 
Practitioners can use these findings to analyze changing business informatics prac-
tices. Practitioners can then change their current ways of thinking and practices into 
methodologies that are already well suited to the application of modern data science 
approaches to their data.

Our work focused on knowledge management and data analysis practices that 
may need to be extended in future work examples of application domains in the dif-
ferent sub-domains of finance.

Future research into scenarios, deployment strategies, and corporate software 
could help to improve the current findings.

Conclusion

As a result of our research, we were able to better understand how financial insti-
tutions are currently using big data approaches for their work. A literature review 
of recent fields in digital finance was the first step in our research. We looked at 
data-driven analysis processes and the big data collection, analysis, and exploita-
tion approach.

We examine practical applications of data-driven processes in finance and conse-
quently, our paper contributes to the literature by creating the basis for companies to 
use data science to make value. “Big data” and “knowledge management” for finan-
cial businesses are based on providing unique or more efficient solutions. These 
knowledge management and data analysis procedures provide significant commer-
cial value to the study’s participants and help them strengthen their market position.
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