
                                                                      

                                          

                                               

                                                   

Digital sand core physics: Predicting physical properties of sand cores 

by simulations on digital microstructures 

Florian Ettemeyer a , Philipp Lechner b , Tobias Hofmann 

c , Heiko Andrä c , Matti Schneider d , ∗, 
Dominik Grund 

a , Wolfram Volk 

a , b , Daniel Günther a 

a Fraunhofer Research Institution for Casting, Composite and Processing Technology (IGCV), Germany 
b Technical University of Munich, Chair of Metal Forming and Casting, Germany 
c Fraunhofer Institute for Industrial Mathematics (ITWM), Department of Flow and Materials simulation, Germany 
d Karlsruhe Institute of Technology (KIT), Institute for Engineering Mechanics, Germany 

                      

                 
                      
                          
                           
                                 

                

                                                                                                  
                                                                                                           
                                                         

                                                                                                       
                                                                                                            
                                                                                                      
                                                                                                             
                                                                                                        
                                                                                                        
                                                                                                            
                                                                                                           
                                                     

                                                                                                   
                                                                                                     
                                      

                                                                                                     
                                                                                                     
                                                                                                     
                  

                                                                                                 
                                                                                                        
                         

                                         

1

 

e  

p  

r  

b  

c  

e  

a  

t  

c  

t  

o

 

d  

m  

t

e  

s  

 
 

. Introduction 

Fabricating sand-cores for metal castings is an established and

conomically viable process for manufacturing via molding of com-

lex shapes ( Rao, 1996 ). Still, the connection between various pa-

ameters, such as the sand type, chemical properties, amount of

inder and the molding process, and the quality of the final sand

ore is still not well-established, relying upon tedious calibration,

xpert’s knowledge and, typically, several iterations. Understanding

nd predicting the physical properties strength, permeability and
∗ Corresponding author. 

E-mail address: matti.schneider@kit.edu (M. Schneider). 
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hermal conductivity from geometric parameters is expected to ac-

elerate the development process and to aid the transition from

he conventional tool-based production to additive manufacturing

f sand-cores. 

We rely upon a multi-scale approach for gaining a deeper un-

erstanding of sand core microstructures, as is standard for other

aterial classes, such as metals ( Feyel and Chaboche, 20 0 0 ), par-

icle reinforced composites ( Köbler et al., 2018 ) and rocks ( Andrä

t al., 2013a; 2013b ). This so-called digital sand core physics shall

tart from the individual sand grains, taking into account the com-

lex binder network connecting the individual sand grains and

ventually set up a full simulation chain for computing the effec-
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tive physical properties of interest from characteristics of the sand

and binder used. 

1.1. State of the art 

Modeling and simulation of rock physics serves as a source

of inspiration for the microstructural investigations performed

in this study. Experimental results for the properties for sili-

cate glasses in homogeneous state are available ( Martinsen, 1969 ).

Models for rock fracture ( Perras and Diederichs, 2014; Coviello

et al., 2005 ) or multi-physical properties ( Mavko et al., 2009;

Provis et al., 2009 ) as well as theoretical investigations for the

binder phase ( Polzin, 2013 ) or modeling of the casting process

( Vergnano et al., 2019 ) can be found in the literature. However,

we did not find a complete model for macroscopic investigations

based on computer-generated grain agglomerates. 

There are different approaches for the microstructure modeling

of agglomerates. Approaches based on Voronoi tesselations, like in

Schüler et al. (2016) , suffer from two shortcomings. Firstly, pre-

scribing the grain shape is difficult, because this shape is a result of

the tesselation. Rather, the seed points (and weights for Laguerre

tesselations) need to be prescribed, and the connection to the fi-

nal shapes is non-trivial. Secondly, the resulting microstructures

are not mechanically stable, because the modeling is explicit. 

In contrast, approaches based on the DEM (discrete element

method) using a description of the grains either by polyhedra

( Cundall, 1988a; 1988b ) or non-overlapping spheres ( O’Sullivan,

2011; Das, 2007 ) ensure mechanical stability by heaping up indi-

vidual sand grains until the final (stable) configuration is reached.

However, the speed (and, thus, the usefulness) of the DEM is

closely tied to the complexity of the particle description. Thus,

particular approaches for modeling the shape of sand grains ac-

curately, see ( Mollon and Zhao, 2012; 2014 ), are incompatible

to large scale DEM simulations. A compromise was found in

Schneider et al. (2018) , where particles of complex shape are rep-

resented by clusters of overlapping spheres, leading to a fast col-

lision detection for particles of complex shape. The latter work is

also the starting point for the investigations of this article. 

The thermal conductivity of several minerals has been ana-

lyzed extensively in Horai and Simmons (1971) . Furthermore, the

influence of grain size on the thermal conductivity of a com-

posite material has been investigated in Woodside and Mess-

mer (1961) and Midttomme and Roaldset (1998) . Chen (2008) and

Zych et al. (2015) conducted experimental studies on the ther-

mal conductivity, especially of sand and binders. These studies laid

their focus on the mineral models, with a transfer to applied ques-

tions like the casting process missing yet. 

For gas permeability in casting forms only few contributions ex-

ist. For practical investigations a test rig was proposed by Reuß and

Ratke (2010) . The connection to the inner geometric structure of

the material is disregarded by the state of the art. 

While the linear elastic properties of sand core materials have

been intensively analyzed in Schneider et al. (2018) , this work tries

to extend the model by including damage effects in order to pre-

dict the mechanical strength. Due to similarity of the fracture be-

havior of bound sand to concrete failure ( Grassl and Jirásek, 2006 )

or rock fracture ( Shanthraj et al., 2017 ), such models can also been

applied to sand core materials ( Provis et al., 2009 ). The mechanical

behavior of the binder water-glass, on the other hand, will be de-

fined in this study with a damage model inspired by ones success-

fully used for steel-reinforced-concrete ( Lubliner et al., 1989 ) and

glass-fiber-reinforced-polymers ( Spahn et al., 2014 ). It was origi-

nally developed and applied for rock physics ( Andrä et al., 2013a ).

In the literature no hint can be found how the statistics of the

fracture mechanics can be explained on consideration on the mi-
roscale. The study claims to disclose a new approach to explain

hese characteristics statistically. 

.2. Design of this study 

In this work we investigate computer simulations to obtain ef-

ective physical properties from digital microstructures, and com-

are these to corresponding experiments. More precisely, the phys-

cal properties under consideration are the most relevant for the

asting process: thermal conductivity, permeability and strength.

or the microstructures, we use both X-ray micro-computed to-

ography ( μCT) images and computer generated microstructures.

nfortunately, for strength simulations, we cannot solely rely upon

CT images because the binder cannot be separated from the sand

rains by imaging techniques because of the similarity in absorp-

ion rate of binder and sand. 

Typically, sand cores consist of natural sand, for example silica

and ( Quartz Sand Haltern plant H31 - H35; Foundry sands ). For

pecial purposes, artificial sands, like bauxit-sand type W65, are

mployed. W65 sand consists mainly of Al 2 0 3 and has its melting

oint at 1820 ◦C ( Recknagel and Dahlmann ). Because of their fre-

uent usage in the casting industry, this study considers the three

and types H32, GS14 and W65. In addition to the sand grains, a

inding agent is added for connecting the grains to finally form

he sand core. This study focuses on sand cores bound by wa-

er glass because of their potential to increasing sustainability and

co-friendliness of the casting process. 

We extend the microstructure generation method of

chneider et al. (2018) two-fold. Firstly, we utilize high-fidelity

epresentations of the individual sand grains to dispense with

he time-consuming morphological dilation that was necessary

n Schneider et al. (2018) . More precisely, the representation of

he grains by clusters of overlapping spheres led to a bumpy

urface which had to be corrected by using mathematical mor-

hological operations. Secondly, we conduct an additional μCT

can of unbound sand, together with modern image processing

ools, to identify volumetric representations of over 10 0 0 different

and grains. Up to the resolution of the μCT-scan (and issues

f segmentation), these volumetric images exactly represent the

hape of the sand grains. In particular, our approach goes beyond

lassical two- and three-dimensional shape descriptors which are

sed, aided by two- and three-dimensional imaging techniques,

or characterizing the sand. For instance, we get more refined data

han available by a classical sieve analysis. Due to the anisotropy

f the sand grains, results of the sieve analysis may be random. In

ontrast, we have the full volumetric description at our disposal. 

With these high-fidelity microstructures at hand, we set up

imulation scenarios for computing the effective thermal conduc-

ivity, effective permeability, and the effective strength of bound

and with state-of-the-art solvers specialized for large scale regu-

ar voxel data, cf. Section 2 . The numerical treatment is comple-

ented by dedicated experiments, cf. Section 3 , where we spec-

fy the image analysis methods and the experimental techniques.

inally, the experimental and numerical results are presented in

ection 4 , augmented by interpretation and evaluation of the data.

ach of these three sections is divided into the subsections volume

omposition, thermal property analysis, permeability analysis and

echanical properties analysis. The key findings are wrapped up

n the conclusions section. 

. Simulation setup 

This section gives an overview of the simulation approaches as

ell as the equations to be solved for thermal transport, gas per-

eability and the damage mechanics of bound sand. 



                                                                                                                           

Fig. 1. Visual comparison of μCT data and a computer-generated volume element for H32 sand. 
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.1. Volume composition - Generation of volume elements 

As the basic computational domains for our simulations we rely

pon 

1. X-ray micro-computed tomography ( μCT) data of bound sand, 

2. computer-generated digital volume elements of sand cores. 

Modern μCT techniques permit a detailed three-dimensional

haracterization of bound sand after casting. However, due to

imilarity in absorption rate, binder and sand grains cannot

e distinguished on such an image. Still, these geometries can

e used for permeability analysis and also for calibrating the

omputer-generated volume elements. The latter was carried out

n Schneider et al. (2018) , where the μCT-data of bound sand we

re using in this work originates from. 

To model the sand and binder phases separately, we improve

pon the method introduced in Schneider et al. (2018) , which

orks as follows. Three-dimensional volumetric images of individ-

al sand grains serve as the basic input. With the total number of

rains fixed, different types of grains are rescaled and mixed, de-

ending on the grain size distribution (either known from the spec

heet or determined by a sieve analysis). Then, these grains are

andomly distributed into a large volume, which is subsequently

ompressed, accounting for inter-grain contacts, until the desired

olume fraction (about 62%) is reached. For the collision detection,

he individual grains were approximated by a rigid cluster of over-

apping spheres. Once the grains have reached their final position,

hey are rescaled to the target volume fraction (about 58.55%). In a

nal step, binder is added by morphological operations (also, with

he correct volume fraction of about 0.7%). 

For this work, the latter procedure was improved in two ways.

n Schneider et al. (2018) , the individual sand grains needed to be

egmented by hand, resulting in a low variety of possible grain

hapes. In this work, we conduct μCT scans of unbound sand,

hich enable modern image processing techniques to identify al-

ost all sand grains within the sample, leading to a large variety of

nown sand grain shapes. The procedure is detailed in Section 3.2 .

elying upon real sand grain shapes obtained by μCT analysis is

 crucial technological advance. Classically, a set of shape descrip-

ors is chosen which “characterize” the sand grains, e.g. Fourier de-
criptors ( Mollon and Zhao, 2012; 2014 ) or geometric characteris-

ics ( Das, 2007 ). Here, characterization is just an euphemism for

easurement. It is by no means clear that these shape descriptors

niquely characterize the sand grain’s physical behavior. We cir-

umvent the latter immensely difficult question by working on the

ndividual sand grains themselves. Of course, not all characteristics

re captured (like surface roughness or pre-fractured areas). Still, a

arge source of uncertainty is eliminated that way. 

The second improvement concerns the volumetric description

f the sand grains. In Schneider et al. (2018) , after the compres-

ion procedure, the sand grains were voxelized based on their rep-

esentation by a cluster of overlapping spheres. To rectify the artifi-

ially introduced bumpiness, morphological operations were used.

n contrast, we rely upon a description of the sand grains either by

 CAD model or a high-resolution voxel image. Indeed, upon rescal-

ng and compression, the initial sand grain differs from the final

onfiguration by an affine motion x �→ Qx + b, that is the composi-

ion of an isotropic dilation and an Euclidean transformation. The

atter affine transformation is applied to the original CAD or voxel

odel to transfer a highly detailed sand grain description to the

enerated sand core. 

In Fig. 1 , an example of a μCT image and a computer-generated

tructure are shown. In terms of complexity, both structures are

omparable. For the computer-generated structures, binder and

and grains can be separated. On the μCT image, the defects

ithin the sand grains are clearly visible. Comparing the structures

n a more quantitative fashion, i.e. in terms of their effective phys-

cal properties, led to this article. 

For the microstructure generation, grain size data was taken

rom the sieve analysis of the different sands according to their

espective spec sheets ( Quartz Sand Haltern plant H31 - H35;

oundry sands; Recknagel and Dahlmann ). The binder volume frac-

ions were chosen from the 0.5% to 2% in 0.5% steps, which is

lose to real casting conditions. For studying the influence of the

nderlying numerical resolution, three different voxel counts were

hosen: 128 3 , 256 3 and 512 3 . For each structure, the grain sizes

ere chosen quasi-randomly and according to the sieve analysis of

he sand. The number of grains was specified to 5 3 = 125 , which

as found representative in Schneider et al. (2018) . As all struc-

ures were compressed to one and the same volume fraction of



                                                                                                                           

Fig. 2. Simulation portfolio: computing thermal conductivity, permeability and the elastic tensor for a single grain-binder aggregate. 
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58.55%, the representative volume element varied slightly in size,

from 370 to 385 μm. To introduce stochastic effects in our model,

for each parameter set ten virtual realizations were generated. This

resulted in a total of 

3 sieve lines × 4 binder vol. frac. × 3 disc. × 10 Reals. = 360 

microstructures. (1)

If not mentioned otherwise, each of the microstructure simula-

tions was conducted for all ten realizations, and the resulting mean

value was reported. 

Due to the experimental boundary conditions for measuring the

thermal conductivity, the specimens were crushed. To account for

this effect, the virtual specimens were modeled as a powder form

without binder. These models are called “virtually re-grained” in

this article. 

2.2. Thermal property analysis 

During casting, both the inserted sand cores and the casting

forms are heated up rapidly. The mechanical properties of the

casting part are mainly controlled by the thermal conductivity. A

higher cooling rate of the casting part corresponds to a finer grain

size in the microstructure of the casting part, which in turn leads

to an improved mechanical strength. Therefore, detailed knowledge

of the temperature conditions vs. time and, in particular, the ther-

mal conductivity during casting are of special interest. 

Suppose a microstructure Y ⊆ R 

3 is given, together with a mi-

croscopic field of isotropic thermal conductivities λ : Y → R (mea-

sured in W m 

−1 K 

−1 ). For our application, λ takes three different

values, one for each of the three constiuents. To compute the effec-

tive thermal conductivity tensor, three linear experiments need to

be solved. More precisely, we seek, for i = 1 , 2 , 3 , a periodic tem-
erature fluctuation field θi : Y → R , s.t. the microscopic static heat

quation 

 = 

�
 ∇ · λ( � e i + 

�
 ∇ θi ) , (2)

here � e i denotes the unit vector in the i -th coordinate direction, is

atisfied. Then, the effective thermal conductivity tensor is calcu-

ated by the Fourier-type law 

eff 
i j = −�

 e j · 〈 λ( � e i + 

�
 ∇ θi ) 〉 Y , 

here 〈 · 〉 Y denotes taking mean values. The static heat Eq. (2) is

iscretized on a regular voxel grid by a finite volume scheme

nd solved by the EJ-HEAT method, as outlined in Wiegmann and

emitis (2006) and implemented in the ConductoDict module of

eoDict (2019) . A typical result of such a simulation can be seen

n Fig. 2 (b). 

.3. Permeability analysis 

During casting the metal is flowing fast into the cavity through

he gating system. During this process, air can be entrapped and

oved by the melt front. If the gating has more than one open-

ng towards the cavity, several melt fronts can coalesce, creating

as bubbles in the finally solidified part. A second source of such

efects is gas generated under heat influence, for example by the

umidity present inside the cores. To minimize such defects in the

asting part, gas should flow through the sand core and run out

hrough the core marks instead of leaking into the melt. 

Stokes’ model for incompressible fluids with constant density

s suitable for describing the air-flow through the porous struc-

ure. Of primary interest is the pore space � within the computa-

ional box Y . To compute the effective permeability, for i = 1 , 2 , 3 ,

 periodic velocity field 

�
 v : � → R 

3 and a periodic pressure field
i 



                                                                                                                           

Table 1 

Young’s modulus and Poisson’s ratio for 

the sand and the binder according to 

Schneider et al. (2018) . 

H32 sand Water glass binder 

E 66.9 GPa 71.7 GPa 

ν 0.25 0.17 

μ
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Table 2 

Damage parameters for water glass, cf. 

Section 4.4 . 

γ ˜ ε 0 d max α β

3 10 −4 0.98 0.98 282 
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i

p i : � → R are sought solving the system of equations 

��
 v i + 

�
 ∇ p i = −�

 e i in �, 
�
 ∇ · � v i = 0 in �, 

�
 v = 0 on ∂�. 

(3) 

hese equations encode balance of linear momentum, mass con-

ervation and the no-slip boundary condition along the “inner”

oundary, disregarding parts on Y . Then, the effective permeabil-

ty is computed from 

eff 
i j = − 1 

μ
�
 e j · 〈 � v i 〉 Y . (4) 

otice that the shear viscosity μ enters linearly in (3) , and in-

ersely in (4) . Thus, the effective permeability is independent of

he viscosity μ, and is completely determined by the geometric

istribution of the porous phase � within the cell Y . 

The Stokes system (3) , together with the no-slip boundary con-

itions, is discretized by a finite volume method ( Wiegmann, 2007 )

nd solved by the LIR solver ( Linden et al., 2015 ) implemented in

he FlowDict module of GeoDict 2019 . A typical result of such a

imulation can be seen in Fig. 2 (c). 

.4. Mechanical property analysis 

The strength of the blown sand cores is of principal interest for

asting applications, as too low strength may lead to failure of the

ore during casting, and too high strength exacerbates extracting

he final casting. Thus, the choice of sand, binder and processing

onditions for manufactoring sand cores needs to be taylored to

ield sand cores with a strength lying in this narrow window. 

To gain deeper insight into the relationship between the sand

ore microstructure, where we can control a variety of parameters

uch as volume fractions and grain size distribution, and the re-

ulting fracture mechanical parameters of the blown material, we

onduct simulations on appropriate microstructure models of the

and-binder aggregate. 

Sand cores are known to behave in an almost perfectly brittle

ay ( Griebel et al., 2016 ), i.e. the material behavior is linear elastic

ntil the critical strain is reached. Upon reaching this strain, the

aterial fails suddenly in a brittle way. Furthermore, sand cores

xhibit a strong tension-compression anisotropy, i.e. when sub-

ected to tensile loading, the material fails at extremely low strain

evels, whereas when compressed, the material is able to with-

tand much higher strain levels until final failure. 

In the previous subsections, only the distinction between pore

pace and solid material was needed. For mechnics, the scope of

he investigations requires a more detailed description. The pore

pace does not contribute to the mechanical stability of the struc-

ure at all. Thus, its elastic properties are set to zero. Whereas the

and grains are assumed as a solid material with a maximum frac-

ure stress above the level considered in this work, the binder is

onsidered to be much more fragile. We have seen in a previous

tudy ( Schneider et al., 2018 ), where both binder and sand grains

ere modeled as linear elastic, that the highest strains are reached

n the binder regions. Thus, the sand material is modeled as linear

lastic, cf. Table 1 , and the binder obeys an isotropic damaged ma-

erial law with initial elastic domain. The isotropic linear elastic
arameters of the binder are collected in Table 1 . The stress field

ithin the binder is given by an isotropic local damage model 

= (1 − d) C : ε (5) 

here ε is the strain field, C stands for the linear elastic tensor

nd the damage variable d is driven by 

( � x , t) = min { max { f ( ̃  ε ( � x )) , max 
0 ≤τ≤t 

d( � x , τ ) } , d max } , (6)

.e. the damage value is bounded from below by its maximum past

alue, and bounded from above by a maximum threshold value. 

The latter evolution involves an equivalent scalar strain measure

˜  ( � x ) , to be determined below, and a damage degradation function

 , following ( Mazars and Pijaudier-Cabot, 1989 ), defined by 

f ( ̃  ε ) = 

{
0 if ˜ ε < ˜ ε 0 , 

1 − ˜ ε 0 
˜ ε ( 1 − α) − α exp [ −β( ̃  ε − ˜ ε 0 ) ] otherwise. 

(7) 

or this model, which is conventionally used for modeling con-

rete, the material remains intact unless a value of ˜ ε 0 is reached.

or higher ˜ ε , the damage value increases monotonically with expo-

ential rate subject to f ( ̃  ε ) ↗ 1 as ˜ ε → + ∞ . Notice, however, that

he maximum value of damage is constrained to d max by (6) . Fur-

hermore, due to the history-dependence in (6) , the damage evo-

ution is irreversible. 

It remains to specify the form of the equivalent strain measure

˜  as a function of the strain tensor ε . To take into account the

ifferent behavior of brittle materials when subjected to tension

nd compression, respectively, we follow the suggestion of de Vree

t al. (1995) and define 

˜  = f 1 I 1 + f 2 
√

f 3 I 
2 
1 

+ f 4 J 
′ 
2 

(8) 

here 

 1 = tr ( ε ) and J ′ 2 = 

1 

2 

∥∥∥ε − 1 

3 

tr ( ε ) Id 

∥∥∥2 

,

enote appropriate invariants of the strain tensor involving the

robenian norm ‖ S‖ 2 = tr (S T S) and 

f 1 = 

γ − 1 

2 γ (1 − 2 ν) 
, f 2 = 

1 

2 γ
, f 3 = 

(γ − 1) 2 

(1 − 2 ν) 2 
, f 4 = 

12 γ

(1 + ν) 2 
,

enote shape factors depending on the Poisson’s ratio of the mate-

ial and the ratio of tensile and compressive strength γ ∈ [1, ∞ ). 

Thus, the entire damage model involves - in addition to the lin-

ar elastic moduli - only four adjustable parameters, whose values

re specified in Table 2 . 

For computations on the unit cell Y ⊆ R 

3 and given macro-

copic strain E : [0 , t max ] → R 

3 ×3 
sym 

we seek a microscopic displace-

ent fluctuation 

�
  : Y × [0 , t max ] → R 

3 

nd a damage field 

 : Y × [0 , t max ] → R , 

.t. the (quasi-static) balance of linear momentum 

�
 

 · σ(x, t) = 0 , x ∈ Y, 0 ≤ t ≤ t max , 

s satisfied, where the stress field 

: Y × [0 , t max ] → R 

3 ×3
sym 

s given by the constitutive law within the respective phases, i.e. 



                                                                                                                           

Fig. 3. Equivalent strain measure and damage distribution for uniaxial extension in x -direction and β = 280 resulting from one of the computations of Section 4.4 . 

Fig. 4. Micrographs of different sand types, including the mean diameter d 50. Within every box, the same sand grain is shown, photographed from different angles. Different 

boxes show different sand grains. 
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1. σ(x, t) = 0 if x lies in the pore space, 

2. σ(x, t) = C 

sand : ε if x lies within the sand grains, 

3. σ(x, t) = (1 − d(x, t)) C 

binder : ε if x lies in the binder region,

and the evolution of damage is governed by the model follow-

ing equation (5) , 

where ε (x, t) = E + 

1 
2 ( 

�
 ∇ 

�
 u (x, t) + 

�
 ∇ 

�
 u (x, t) T ) denotes the total

strain. The effective stress is computed by volume-averaging 

σ(t) = 〈 σ(·, t) 〉 Y . 
The balance of linear momentum is discretized on a regular

voxel grid, and solved by FFT-based computational micromechan-

ics, where the kinetic equations for the evolution of damage are

discretized in time by a backward Euler discretization and solved

for any voxel, see ( Spahn et al., 2014 ) for details. For the imple-

mentation we rely upon the ElastoDict module of GeoDict 2019 . 

A typical result of a linear elastic simulation can be seen in

Fig. 2 (d). For the damage model, in Fig. 3 the distribution of the

equivalent strain and the damage variable in the binder phase is

shown. 

3. Setup for experimental investigations 

This section specifies the physical test procedures, the equip-

ment and the parameters. We start off with detailing the prepara-

tion of the test specimens, serving as the foundation for the sub-

sequent investigations. 

3.1. Preparation of the sand test specimens 

For the experimental investigations, inorganically bound sand

core specimens are used. These cores were produced by a Lo-

ramendi core-shooting machine with a shooting volume of 25

liters (Loramendi SLC-25L) and by a Voxeljet VX500 3D-printer. 
Our investigations rely upon two different specimen geome-

ries. The first geometry is a bar-shaped specimen with a quadratic

ross-section, with an edge length of 22.4 mm and a length of 170

m. The second geometry is cylindrical, where both the diameter

nd the height equal 50 mm. 

Three different types of sand are used for the experimental in-

estigations. Specimen type A is produced by core-shooting with

ilica-sand H32 from Quarzwerke Haltern, with a mean diameter

f 320μm and 2 wt % water glass fluid binder and 1.9 wt % silicate

dditive. Specimen A is produced in both available shape, bars and

ylinders. Specimen type B is also produced by core-shooting in

hape of cylinders using W65 sand and an amount of binder and

dditive that is identical to specimen A. Specimen type C is pro-

uced by 3D-printing in shape of cylinders with GS14 silica sand

rom Quarzwerke Strobel with a mean diameter of 140 μm as base

aterial. As binder a water glass based solution with a solid con-

ent of 30% by weight is used. 

In Fig. 4 typical shapes of the investigated sands are shown,

easured by the optical measurement device PartAn3D from Mi-

rotrac. A qualitative comparison shows differences in both mean

iameter d 50 and roundness factor of the sands. Whereas the nat-

ral sands H32 and GS14 are characterized by sharp fracture edges

f individual sand grains, the artificially produced W65 exhibits a

igher degree of roundness. Details about the specimens and its

roduction recipes are gathered in Table 3 . 

.2. Volume composition - 3D image analysis 

To complement the two-dimensional shape analysis of the

and grains, cf. Fig 4 , we identify three-dimensional volumet-

ic representations of individual sand grains. In a previous study

 Schneider et al., 2018 ), micro-computed tomography ( μCT) scans

f the sand-binder-aggregate was performed. However, although



                                                                                                                           

Fig. 5. Illustration of the image processing steps for segmenting individual sand grains. 
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(  
he contrast between solid and pores is large enough to distinguish

hese phases, due to the similar absorption rates of sand grains and

inder, the individual sand grains could not be separated from the

inder easily. Only by a tedious manual identification procedure, a

ew individual sand grains could be identified. 

For this work, we chose to dispense with the binding phase for

he grain identification altogether, i.e. we investigate unbound sand

hich is heaped up in a containing box. More precisely, a μCT scan

ith a resolution of 4 μm per voxel was carried out for the silica
and H32, resulting, after segmentation, in a 1500 × 1500 × 2000

oxel image, cf. Fig. 5 (b) for a cross section view. 

Subsequently, a granulometric analysis was carried out.

e use the method described in Tek et al. (2005) and

edenbach et al. (2014) for separating touching particles, combin-

ng the Euclidean distance transform ( Maurer et al., 2003 ) with

he watershed transform ( Vincent and Soille, 1991 ). The algo-

ithms, implemented in the Fraunhofer ITWM software MAVIkit

 Fraunhofer ITWM, Department of Image Processing, 20 05; 20 09;



                                                                                                                           

Table 3 

Relevant parameters for production setup and the recipe of the specimens. 

Fig. 6. 3D view of the identified sand grains. 
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2013 ), were used to segment 10590 grains. First, possible grains are

identified by the classical watershed algorithm, see Fig. 5 (b). The

algorithm tends to overestimate the number of grains, i.e. a grain

may be incorrectly fragmented by the algorithm. Thus, a heuristic

re-connection algorithm is applied based on the expected spheric-

ity of the grains. If the contact area relative to the volume of two

grains is too large, they are reconnected into a single, larger grain,

see Fig. 5 (c). In a final step, sand grains intersecting the boundary

are removed, see Fig. 5 (d). A three-dimensional representation of

the identified grains is shown in Fig. 6 . 

Care has to be taken, because the volume composition of bound

sand may differ from the unbound case. For instance, for the un-

bound sand, very small particles may be ignored, distorting the

overall grain size distribution. However, we use only the shape of

the identified grains, scaling them properly to match the grain size

distribution of the spec sheet. The previous study ( Schneider et al.,

2018 ) has shown that using this grain size distribution and the cor-

rect volume fractions of binder and sand grains lead to a good pre-

diction of the effective elastic properties of the sand core compos-

ite. 
.3. Thermal property analysis 

The simulations compute the effective thermal conductivity. To

ompare these results to experiments of the binder-sand aggregate,

e make use of the relationship 

(T ) = a (T ) × ρ(T ) × c p (T ) , (9)

xpressing the (temperature-dependent) thermal conductivity λ( T )

s a function of the specific heat capacity c p ( T ), the density ρ( T )

nd the thermal diffusitivity a ( t ). 

For the specific heat capacity c p ( T ) we use differential scanning

alometry (DSC), the density ρ( T ) is measured at room tempera-

ure with gaspycnometry and expansion coefficients are used from

iterature while the thermal diffusivity a ( T ) is measured by laser

ash analysis (LFA). Each method and the corresponding parame-

ers will be described in the following. 

.3.1. Differential scanning calometry 

To determine the specific heat capacity c p ( T ), measurements

ere conducted according to the sapphire method analogous to

IN 51007 on a Netzsch DSC 204 Phoenix. For the sapphire

ethod, three measurements are performed with identical mea-

uring programs. In a first step, the empty crucible is measured.

hen, a sapphire sample with known course of the specific heat ca-

acity is measured. In the final step, the same crucible is measured

his time with the sample to be determined. The specific heat ca-

acity of the sample is obtained by comparing the recorded DSC

ignals and correcting the crucible signal. 

Aluminum crucibles with perforated lids were used as crucibles.

he samples were available in granular form for the measurements

n order to ensure appropriate dosing. The temperature program

as a cycle from 0 to 600 ◦C with a heating rate of 10 K / min and an

sothermal state both for the beginning and the end of the mea-

urement. Nitrogen was used as the purge gas. 

.3.2. Thermo-mechanical analysis 

To determine the density for the investigated temperature

ange, measurements with a gas pycnometer (Quantachrome Ul-

rapyc 1200) were conducted at room temperature with nitrogen

s filling gas. For the temperature-related changes in density, the

radient of expansion was taken from Recknagel and Dahlmann .

hose expansion coefficients were used to calculate the density by

eans of (10) : 

(T ) = 

ρ0 (
1 + 

�L 
L 0 

(T ) 
)3 

. (10)

.3.3. Laser flash analysis 

The thermal diffusivity was determined in a Netzsch LFA 457

icro Flash using a sapphire sample holder. The bottom side of

he sample holder was affected by a laser pulse of 40ms at laser

oltages between 20 0 0 and 230 0V. The temperature rise over time



                                                                                                                           

Table 4 

Relevant parameters for permeability. 

Atmospheric Specimen Reservoir volume Through-flow Dynamic viscosity 

pressure diameter of the test rig specimen height of air ( Sutherland, 1893 ) 

p 0 in Pa d in m V c in m 

3 h in m μ in Pa s 

9.662e4 5e-2 2.9e-3 5e-2 18.26e-6 

1
2 3

4

5

6

7 8

Fig. 7. Schematic of the test rig used for the permeability measurement. 
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Fig. 8. Schematic of the three-point-bending-test used for measuring the mechani- 

cal strength. 
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as recorded on the top side by means of an IR detector. The ther-

al diffusivity was calculated from the half-life of the increase

n the fit of the IR measurement signal. This was determined for

 temperature range from room temperature to 800 ◦C in steps

f 50 K. 

.4. Permeability analysis 

To characterize the gas permeability, we investigate the outflow

f gas from a pressured specimen once the applied pressure is re-

eased instantaneously. This method is more robust compared to

tate of the art instruments, which measure a volume flow, and

hus appropriate for fast use under rough conditions in industrial

asting applications. 

To interpret the measured data, an underlying modeling as-

umption is necessary. If the pore flow is modeled by Stokes’ equa-

ion, a linear relationship between velocity and pressure differ-

nce is obtained, resulting in a constant permeability. For a flow

odeled by the Navier-Stokes equation, velocity and pressure dif-

erence are related in a non-linear way, leading to a velocity-

ependent permeability. In this section, we rely upon a linearized

elocity-pressure difference relationship valid for small pressure

ifferences. 

A schematic of the test rig is shown in Fig. 7 . An inorganically

ound sand core (8) with a diameter and height equal to 50mm,

s described in Section 3.1 , is fixed via a clamping device (6) and

ealed at the margin by a pneumatic collar (7). By opening valve 1

2), the pressure tank (3) can be filled with air through the pres-

urized air supply (1) until the desired pressure in the tank is

eached. By closing valve 1 and opening valve 2 (5), the air inside

he tank can stream through the specimen and the time-dependent

ressure loss in the tank is measured and recorded by a digital

ressure gauge (4). The relevant parameters for the experimental

nvestigations on the test rig are summarized in Table 4 . With de-

reasing gas permeability of the specimen, the time to exhaust the

ank is increasing. 

In contrast to the work of Reuß and Ratke (2010) , the test rig

sed in this article uses an excess pressure compressor instead of

 vacuum pump to induce a gradient between the pressure in the

est rig and the ambient pressure. The pressure in the pressure

hamber can therefore be varied between ambient pressure and

bar. In addition to allowing for a wider range of test scenarios,

his setup is closer to the actual processing conditions during cast-

ng when gas flows out of the sand cores into the melt. 

As a result, a time series of pressures inside the tank is

ecorded. For the following derivation, it is assumed that the air
eaves the pressure tank with the average velocity v at the outlet

f the porous medium. Let ρ denote the density of the air inside

he pressure tank. Then, the mass m equals density ρ times vol-

me V c . The mass change with time is then given as ˙ m = ˙ ρV c , as

ell as by the mass flow through the porous medium, ˙ m = ρA v ,
here A = r 2 π denotes the are of the cross-section. The outlet ve-

ocity can therefore be calculated from the pressure difference via

 = 

V c 

A 

˙ p

p 
. (11) 

he values acquired by the transformation can be compared with

imulation results, as the average velocity is an observable quantity

ndependent of the specimen thickness. Using this procedure, com-

aring to simulations on representative volume elements is sensi-

le. Permeability can finally be calculated from the average flow

peed by 

 = 

Qηl 

A �p 
= 

A v ηl 

A �p 
= 

v ηl 

�p 
, (12)

here Q denotes the flow rate in m 

3 s −1 , η stands for the dynamic

iscosity in Pa s, l is the length of the specimen in m, A refers to

he cross-section in m 

2 and �p symbolizes the pressure difference

n Pa. For air, the dynamic viscosity of η = 18 . 26 μPas is deter-

ined from Sutherland’s formula ( Sutherland, 1893 ). The perme-

bility K has the standard units m 

2 , but is usually given in terms

f Darcy with 

D = 9 . 86923 · 10 

−13 m 

2 . (13)

.5. Mechanical property analysis 

For measuring mechanical properties, bending experiments 

ere performed. Due to the strongly brittle nature of sand cores,

ensile experiments lack reproducibility. 

As test specimen we use bending bars of dimensions 22.8 mm

22.8 mm × 175 mm. We examine three-point bending, where

he bearing positions are located in a distance of 150 mm relative

o each other. The measurement force is applied on the top of the

pecimen, as shown in Fig. 8 . 

All measurements were performed on a universal testing ma-

hine type Zwick Z020 equipped with a 20kN force sensor. The

ending test was performed with a feed rate of 1 mm/s. The start

orce is set to 20 N and the deflection is determined. Standard at-

ospheric conditions were used for these tests. 

The maximum inner stress of loaded standardized specimens

an be calculated from the macroscopic force for 3-point-bending

y 

= 

3 F L 
2 
. (14) 



                                                                                                                           

Fig. 9. Distribution of the grain diameter. 
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where F denotes the force and L, h and b stand for the length,

height and width of the specimen, respectively, cf. Fig. 8 . 

Lechner et al. (2018) showed that the failure probability of the

specimens, as a function of the applied stress σ , may be described

by a Weibull distribution W σN ,m 

, i.e., the failure probability p ( σ )

can be expressed in the form 

p(σ ) = 1 − exp 

(
−( σ / σN ) 

m 

)
, (15)

where σ N denotes the nominal strength (in units of stress) and the

non-dimensional shape parameter m . 

Given an ascending series { σ1 , σ2 , . . . , σK } of empirically ob-

tained (scalar) failure stress values, the empirical failure probability

is given by p i = p(σi )= 
i − 1 

2 
K 

. Then, Eq. (15) can be rewritten in the form

log ( − log ( 1 − p i ) ) = m log ( σi / 1 MPa ) −m log ( σN / 1 MPa ) ,
y i = mx i −m log ( σN / 1 MPa ) ,

(16)

where the reference stress 1MPa was chosen to render the quo-

tients σ i /1MPa and σ N /1MPa dimension-free, and the parameter

pair ( m, σ N ) is obtained by linear regression of the pairs 

(x i , y i ) = 

(
log 

(
σi 

1 MPa 

)
, log ( − log ( 1 − p i ) ) 

)
, i = 1 , . . . , K. 

(17)

The Weibull relationship (15) is only meaningful for a fixed vol-

ume and a homogeneous stress state. To account for the former,

the relationship (15) needs to be extended ( Danzer et al., 2007 ) to

account for a homothetic change in volume 

p(σ , V ) = 1 − exp 

(
−( σ / σN ) 

m 

V 

V 0 

)
. (18)

Here, V 0 is a reference volume, and the quotient V / V 0 accounts

for the well-known smaller-is-stronger effect observed in strength

measurements. More precisely, the relationship (18) may also be

interpreted as a change in nominal strength σN �→ σN (V 0 /V ) 
1 
m 

upon a volume change V 0 �→ V . In this form, the decrease of the

nominal strength upon increasing volume is apparent. 

Furthermore, to account for a heterogeneous stress state, the re-

lationship (18) needs to be further extended, cf. ( Klein, 2009 ), 

p(σ , V ) = 1 − exp 

(
− 1 

∫
( σ / σN ) 

m dV 

)
. (19)
V 0 V p  
. Results 

In this section, the results of the physical experiments and the

imulations are presented, compared and discussed. 

.1. Volume composition - Sieve analysis 

Fig. 9 compares the equivalent grain diameters of H32 sand ac-

ording to the spec sheet ( Quartz Sand Haltern plant H31 - H35 )

nd determined from the CT analysis. Apparently, the CT-analysis

etects fewer grains for the smallest diameters considered. This is

aused by our way of measurement: we heaped up the sand grains

or the CT scan. The tiny “dust” particles accumulate at the bottom

f the domain of interest and are ignored by the image analysis.

s the larger sand grains are responsible for the formation of the

and-binder microstructures, this is no problem, as the relative size

f the three largest grain size bins is captured well. 

After segmentation and cleansing the scanned volume was split

nto 64 equally-sized elements with dimensions 375 × 375 × 500

oxels. As mentioned, these images cannot distinguish binder and

and phase. For this reason, they can only be directly used for the

umerical simulation of permeability, as only the pore phase needs

o be resolved. For both thermal property analysis and strength

nalysis, numerical simulation on digitally generated microstruc-

ures is inevitable. 

.2. Thermal property analysis 

The DSC measurements of the specific heat capacities of the

hree investigated sands is shown in Fig. 10 . Qualitatively, GS14

nd H32 behave similarly except for an offset of approx. 0.3 to

.5 J/(g · K). The specific heat capacities depend linearly on the

emperature up to approx. 570 ◦C, where a sharp peak manifests,

hich is caused by the transformation from low-temperature to

igh-temperature subpolymorphs taking place at 573 ◦C for quartz

 Pabst and Gregorová, 2013 ). In contrast, the specific heat ca-

acity of W65 depends linearly on the temperature for the en-

ire temperature range considered. Notice that the DSC furnace

s limited to 600 ◦C, in contrast to the LFA. This behavior is

ypical for the specific heat capacity, and is also observed in

ang et al. (2014) and Baumann and Zunft (2015) . Whereas

 Wang et al., 2014 ) report a heat capacity of 1.25 J/(g · K) at

0 ◦C, Baumann and Zunft (2015) measure a heat capacity of 0.8

/(g · K) at 50 ◦C for silica sand. Our measurements tend to sup-

ort ( Baumann and Zunft, 2015 ). These authors also describe



                                                                                                                           

Fig. 10. Specific heat capacity vs. temperature. 
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Fig. 11. Experimental results for the temperature diffusivity for the three investi- 

gated sands with error bars. 

Table 5 

Densities of the specimens at T = 20 ◦C and T = 50 ◦C in g / cm 

3 with de- 

viation. 

Material ρ(20 ◦C) in g / cm 

3 ρ(50 ◦C) in g / cm 

3 Deviation in % 

GS14 2.6032 2.6001 0.12 

H32 2.6309 2.6282 0.23 

W65 6.2002 6.1964 0.28 
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hat measuring the specific heat capacity may be influenced both

y the compression of the granular medium and by the phase-

omposition of the silica sand-grains, explaining the differences in

easured values between the mentioned articles. 

The values for the thermal-dependence of the density were

alculated using the change of length reported by Recknagel and

ahlmann . For H32, GS14 and W65 the results are shown in

able 5 . 

LFA measurements were conducted to determine the thermal

iffusivity for the three investigated sand materials, cf. Fig. 11 . The

hermal diffusivity is a monotonically decreasing function of the

emperature between 0 o C and about 400 − 500 o C. For higher tem-

eratures, the thermal diffusivity increases, at least in the range up

o 800 o C.The decrease of the measured thermal diffusivities in the

ange 0 − 450 o C is caused by the separated grains with a small
ontact surface at the beginning of the measurements which may

e less conductive than the cavities, because the laser can shoot

hrough the cavities directly to deeper layers and induce energy.

s a result, initially a higher thermal conductivity of the specimens

s measured. With increasing temperature and energy input of the

aser, the cavities slowly become smaller due to expansion of the

and grains, and the impulses of the laser only reach the first lay-

rs of the sample under investigation. The energy must therefore

e forwarded through the entire thickness of the specimen, lead-

ng to lower thermal diffusivities. The increase of the thermal dif-

usivity beyond 550 o C is a result of the transformation from low-

o high- quartz, where the crushed sand grains tend to expand and

re, as a result, compressed stronger against each other. The ther-

al diffusivity of the sand W65, which does not exhibit a transfor-

ation, tends to be linear taking into account measurement un-

ertainties, supporting our interpretation. The measured peaks for

and H32 at 400 o C are considered to be measurement errors with

o need of further interpretation. 

The thermal conductivity of the investigated sands can be de-

ermined as a function of the thermo-mechanical analysis, DSC and

FA measurement results, cf. Eq. (9) . For the simulation the cuboid

odel is parameterized the same way as the real specimens. The

hermal conductivities used as input parameters for the simulation

odel are shown in Table 6 . The results for the thermal conduc-

ivity can be seen in Table 7 . A resolution of 128 3 turned out to

e sufficient for the thermal conductivity simulations. For instance,

or the virtual re-grained GS14 microstructures, for 256 3 and 512 3 ,

onductivities of 0 . 306W m 

−1 K 

−1 and 0 . 314W m 

−1 K 

−1 were com-

uted, which only slightly differ in the second significant digit. 

The results of the simulations on the virtually generated mi-

rostructures, cf. Table 7 , overestimate the experimental data. The

eason might be found in the experimental procedure, because

rushed specimens were used. To accommodate for that, a sec-

nd set of simulations was carried out on the virtually re-grained

tructures, leadin to a higher accuracy of the predicted thermal

onductivities. The remaining error is probably caused by the dif-

erent grain size distributions used for the simulation and the ex-

eriment. Indeed, the virtually re-grained structures are based on

he un-crushed and the experimental results on the crushed speci-

ens. The trend of the simulation results to overestimate the heat

onductivities measured in the experiments could be explained by

he contact conditions and the structure of the sand grains during

he simulation. Whereas for the simulation, the sand grains do not

ary their position and change their contact surfaces between dif-

erent sand grains, in the experimental results, for each measure-

ent a specimen has to be prepared which inevitably leads to dif-

erent contact conditions and structures between the sand grains.

herefore, also a loss of contact pressure is possible which could

ead to lower heat conductivities measured in the experiment. 

.3. Permeability analysis 

Permeability measurements were conducted as specified in

ection 3.4 . The results of five different experiments are shown

n Fig. 12 (a). A certain degree of scattering is apparent from the

ata. However, the lines of best best almost coincide for 4 of the 5

xperiments, emphasizing the robustness of the experimental ap-

roach. 

For comparison, numerical simulations were conducted, as

pecified in Section 2 , both on the μCT image and computer-

enerated structures. For the generated structures, simulations

ere conducted for resolutions of 128 3 , 256 3 and 512 3 . As for the

hermal conductivity, the computed results change only on the sec-

nd significant digit which is much less than the stochastic varia-

ion. Thus, we show the results computed on 512 3 . The results are

ompared to the experimental data, cf. Fig. 12 b. The simulations



                                                                                                                           

Fig. 12. Pressure-velocity curves: experimental and simulated data. 

Table 6 

Material parameters for thermal conductivity of SiO 2 , Al 2 O 3 and water glass. 

H32 (SiO 2 ) GS14 (SiO 2 ) W65 (Al 2 O 3 ) Water glass 

κ / W m 

−1 K −1 1.3 ( Silica - silicon dioxide ) 1.3 ( Silica - silicon dioxide ) 0.425 ( Recknagel and Dahlmann ) 1.36 ( Silica - silicon dioxide ) 

Table 7 

Predicted heat conductivities in W m 

−1 K −1 for dif- 

ferent sands at T = 50 ◦C. 

Sand H32 GS14 W65 

CT 0.327 × ×
Virtual 0.413 0.432 0.171 

Virtual Re-grained 0.274 0.291 0.139 

Experiment 0.255 0.261 0.127 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13. Interpolation of the simulation data for different damage parameters. Eval- 

uation for σmax = 2 . 8 . 
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on the μCT data predict higher permeabilities than the results us-

ing generates microstructures. Still, both simulation results match

the experimental data well in the range from 1.0 · 10 5 to 1.1 · 10 5 Pa.

For pressures exceeding 1.1 · 10 5 Pa, the simulation results based

on the μCT image-segmentation lead to a better prediction of the

measured permeabilities than the results using the digital struc-

tures. Still, both underestimate the permeabilities measured in the

experiments. For even higher pressure, experiments show a strong

non-linearity of the flow-velocities, leading to differing permeabil-

ities. Reuß and Ratke (2010) speculate that this behavior is caused

by the debonding of sand grains. We assume that this effect results

from turbulence in the specimen caused by the high flow velocities

in the pore space present at high pressure. 

4.4. Mechanical property analysis 

In this section, the results of the structural simulation for the

fracture stress are compared to those of three-point bending ex-

periments with H32 bending bars. The continuum damage model

specified in Section 2.4 is solved on ten different microstructures,

each of them discretized by 128 3 voxels. Unless a suitable non-

locality is introduced, the predictions of local damage models are

only reliable for the resolution it has been calibrated on. 

The model was calibrated on a single 128 3 microstructure.

Uniaxial strain loading is monotonically increased up to a strain

level of εxx = 10 −3 . Due to the exponential softening, the effec-

tive stress-strain-curve has a local maximum. We regard this max-

imum stress σ max as the point of structural failure. To determine

the parameter β , we vary β in the range β ∈ (40, 480) for the

simulations, as shown in Fig. 13 . As expected, increasing β de-
reases the failure stress of the composite. To turn this discrete

elationship into a continuous functional form, we make a power-

aw ansatz σmax = c 0 β
c 1 and identify the parameters c 0 = 241 MPa

nd c 1 = −0 . 76 by regression. The resulting fit is very accurate for

≥ 100. 

Using this curve, the non-observable parameter β can be iden-

ified. In the following, we wish to calibrate the modeled micro-

copic test volume to the fracture stress of the test specimen with

.5 % binder. The resulting macroscopic stress is calculated accord-

ng to Eq. (14) . In the experiment, the nominal strength σ N is iden-

ified as 2.88 MPa and the shape factor m reads 25.52. As we

ompare two different volumes (22.8 × 22.8 × 175 mm 

3 in experi-

ent vs. 1.0 × 1.0 × 1.0 mm 

3 in simulation), we rescale the nominal

trength according to Eq. (19) , resulting in σN = 3 . 31 MPa . The cali-

ration with σN = 3 . 31 MPa leads to β = 282 . 00 .

In Fig. 14 , the four different binder volume fractions 0.5 %, 1.0 %,

.5 % and 2.0 % are considered for a resolution of 128 3 voxels. Sta-

istical variation is introduced in the model by working on ten dif-

erent realizations for each combination, resulting in 4 × 10 = 40

imulations. These are used to determine emprical distributions,



                                                                                                                           

Fig. 14. Weibull plot of the failure probability F vs. critical stress comparing simulation results and three-point bending data. 

Table 8 

Shape and scale factors for the Weibull plots in Fig. 14 . 

Type Hardened binder 0.5 % 1.0 % 1.5 % 2 % 

fraction (volume) 

Experiment m x x 25.52 36.36 

σ N in MPa x x 2.88 4.31 

Experiment m x x 25.52 36.36 

(down-scaled) σ N in MPa x x 3.31 4.75 

Simulation m 5.72 8.55 9.81 12.19 

σ N in MPa 1.35 2.30 3.13 4.03 
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f. Section 3.5 , which are then compared to down-scaled three-

oint bending experiments with 1.5 % and 2 % hardened binder vol-

me fraction. For the reader’s convenience, the results of the three-

oint bending experiment are included in Fig. 14 . Notice, however,

hat they consider a different volume , and are thus marked in grey.

he probability distributions predicted by rescaling according to

q. (19) , accounting for the change in volume, are shown in black. 

For fixed binder volume fractions, the simulated failure proba-

ilites of the ten realizations obey a Weibull distribution, as well.

hus, the statistics of the geometrical positioning of the grains

ithin the microstructure may offer an explanation for the failure

robability being Weibull-distributed. Furthermore, this result con-

rms the correctness of the packing algorithm used for microstruc-

ure generation, because the two-point statistics of the sand grains

ppears to be correct. 

The results for the Weibull fits are shown in Table 8 . For the

imulated data, higher binder volume fractions lead to higher nom-

nal strengths. However, the nominal strength is underestimated

or the simulations, in general. For increasing binder volume frac-

ion, also the shape factor m increases. Practically, this reflects

n a decreased variance for increasing binder content. This result

onfirms intuition - for low volume fraction, weak links are ex-

ected to form more easily. Still, the variance in simulation is

uch smaller than for the down-scaled macroscopic bending tests.

uantitatively, for both 1.5% and 2.0% binder volume fraction, the

hape factors are roughly twice as high for the (down-scaled) ex-

eriment compared to the computational model. This may indicate

hat even larger volumes need to be simulated to better reduce the

ariance. 

. Conclusions 

In this work, we have established a complete simulation chain

or modeling the physical properties of sand cores which are of

ost practical interest. Starting from the individual sand grains,
aking into account their specific shapes and sizes, complex three-

imensional models of the sand core microstructures were gener-

ted, which themselves served as the computational domains for

umerical upscaling techniques. More specifically, we investigated

hermal conductivity, gas permeability and mechanical strength,

oth from a simulative and an experimental point of view with

odern state-of-the-art techniques. 

Comparing the results led to a reasonable agreement, which is

xpected to improve if the material behavior of both sand grains

nd binder is characterized more accurately. For instance, we did

ot account for the cracks initially present within a sand grain.

urthermore, as a result of the shrinking during drying the binder

tself may not be considered homogeneous anymore. 

The results presented in this paper already provide a valid

ough estimate of the composite properties. For a more precise

rediction of the expected properties of sand cores, in further re-

earch the results presented in this paper need to be validated

ith a higher number of specimens, improving the statistical pre-

iction. 

Our approach is expected to aid in the digitalization of foundry

pplications, where - as for any other industrial branch - new

rends in the market need to be translated into specific products

uickly. More precisely, the sand type, binder volume fraction and

he processing parameters should be chosen to optimize a user-

efined cost-functional, for instance putting an emphasis on qual-

ty or minimizing cost. 
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