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Chapter 6

Dialect areas and contact dialectology

Péter Jeszenszkya, Anja Hasseb & Philipp Stöcklec
aUniversity of Bern bUniversity of Zurich cAustrian Academy of Sciences,
Vienna

Spatial variation of language has been researched qualitatively and quantitatively
for at least 150 years by different sub-disciplines of linguistics, each defining differ-
ently what dialects and dialect areas are. Linguists agree, however, that the concept
of dialect is vague and the extent of a dialect is fuzzy. With contact being a cru-
cial driver of linguistic change at sub-language levels, we attempt to sketch the
perspective that contact dialectology and related sub-disciplines can offer on this
fuzziness with regard to the spatial variation of dialects and dialect areas. Thus
we address contact processes and patterns characterizing individuals, groups, com-
munities, areas and beyond, at temporal scales spanning from mundane contact
through generations to deeper time enough for dialects to diverge and disappear.

1 Introduction

In this chapter, we aim to position research on dialect areas within the larger
field of language contact studies, and we do so at several scales of space and
time, corresponding to the fuzzy extents of dialects and their areas. We cover
approaches to dialectology that focus on spatial variation, we review processes
leading to the emergent patterns of spatial variation, and we detail factors that
drive the processes, without claiming to be comprehensive. Several sub-fields
of linguistics investigate language varieties pertaining to different social groups,
often independent of spatial context. In this chapter we do not discuss sociolects1

per se, but we do consider the social causes of dialect formation.

1In our conception, the term dialect is not used for varieties defined by factors other than spatial
ones, such as social dialects (cf. Chambers & Trudgill 2004: 7–9).
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Before all else, we review the key terms and concepts that this chapter focuses
on. First, we introduce the notion of dialect area as the main topic and specify
the aims of the chapter. Second, we further explore the terms dialect and dialect
continuum, and third, we establish that notions of dialect contact need to be in-
vestigated in dialectology, as they represent the processes at work within and
across dialect areas.

1.1 Dialect areas, dialects, and dialect continua

Dialect areas, dialect continua, and dialects are spatially bound sub-systems of
languages. Therefore, when examining them, the geographical component is cru-
cial. The spatial structure of linguistic variation follows the first law of geogra-
phy: “Everything is related to everything else, but near things are more related
than distant things” (Tobler 1970: 236), reformulated by Nerbonne & Kleiweg
(2007: 154), who also specified nearness to be spatial: “Geographically proximate
varieties tend to be more similar than distant ones.”

Dialect areas are geographical entities in which, essentially, dialects of a lan-
guage are spoken. Due to the conceptual vagueness of dialect, as we will see later,
it is equally difficult to define dialect areas (Stoeckle 2014: 514–517). All dialects
within a dialect area share a number of linguistic features. Whether all these
dialects are still mutually intelligible depends on the spatial granularity taken
when defining a dialect area. In a very locally defined dialect area, the chance
of mutual intelligibility is higher than in a spatially more extensive dialect area
comprising more local dialects. The definition of dialect areas in linguistics dif-
fers between various sub-fields and their approaches which range from detecting
isoglosses to aggregating dialectometrical data, or analyzing speakers’ perception
of areas and their linguistic features.

Dialect areas can be defined at different spatial granularities (e.g., Montgomery
& Stoeckle 2013), forming an embedded, hierarchical system similar to landscape
names, which, in turn, often lend their names to dialect areas. For example, the
Lötschental is a very local dialect area comprising the closely related varieties
of a few villages in a remote valley in the Alps. This dialect area lies within the
larger dialect area ofWalliser German, spoken in a larger system of valleys which
are part of the canton of Valais in Switzerland. This dialect area is, in turn, part
of the Highest Alemannic dialect area, located in the Swiss cantons of Fribourg
and Valais, parts of the canton of Berne and other alpine areas.

In numerous human phenomena, it is the density of contact within and across
areas that shapes the spatial variation (cf. Hägerstrand 1952). The same holds
true for dialects and dialect areas: the emergent spatial patterns present in the
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investigation of dialects also point towards the crucial role of contact. While
these patterns can be observed at the collective level, they result from long-term
local interactions between individuals (cf. Beckner et al. 2009). Communication
potential and self-identification are both important factors for the processes as
well as outcomes of dialect contact, and they are directly reflected in the spatial
distribution of linguistic features. Spatial proximity, in turn, is essential for inten-
sive communication and for the formation of common identity. Besides, social
networks and a myriad of factors underlie linguistic interactions that form the
dialect.

Given that linguistic patterns are not preordained but emergent, resulting from
human social interactions at several levels, the spatial patterns we find in the
distribution of dialectal variation reflect dynamic changes in the use of varieties
(detailed in Section 3.1), ontogenetic developments in child language acquisition,
diachronic changes, political, societal and cultural factors, among others.

If dialect areas comprise dialects, we need to clarify what is a dialect. Books
could be filled with attempts to define a dialect and to distinguish dialects from
languages. The boundary between a dialect and a language can be fuzzy, and va-
rieties can change their perceived or officially recognized status from dialect to
language and vice versa (Auer & Hinskens 1996: 12). In this chapter, we cannot
offer a complete overview of this terminological issue, but we need to contex-
tualize our notion of dialect. We do not regard every variety of a language as
a dialect, as is often done in the Anglo-American tradition. Instead, we follow
the continental European tradition: we define a dialect as a variety spoken at
a geographically defined place (Berruto 2010: 230). Remaining in the European
tradition, dialects are often characterized as a linguistic variety that has not un-
dergone standardization. It is mainly a spoken variety (mostly in informal situa-
tions) with a non-standardized textual form which might show a wide variation
when written.

Asmentioned, the spatial extent of such a geographically bound variety can be
variable. The spatial granularity at which researchers define dialects corresponds
to the structural similarity and/or phylogenetical relatedness of the varieties. Re-
visiting the example above, if we consider all Highest Alemannic varieties to be
one dialect, we would see a lower number of shared features across this partic-
ular linguistic system than we might find if we consider the varieties spoken in
the valley of Lötschental to form one dialect.2

2The problem of geographical demarcationwhich becomes apparent in this example is discussed
in detail by Lameli (2013: 1–8) under the term areal-typological complexity (Germ.: arealtypolo-
gische Komplexität).
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Dialects often form a continuum in which differences between neighboring
dialects might be small, while distant dialects might no longer be mutually intel-
ligible (cf. Chambers & Trudgill 2004: 5–7).3 Such a continuum features bound-
aries between individual dialect areas that are fuzzy, often similar to a gradual
transition (Pickl 2016: 5). One such example is the West Germanic varieties spo-
ken between the coast of the North Sea and the Alps (Chambers & Trudgill 2004:
5–7).4 The differences between dialects are cumulative, as Bloomfield (1933: 51)
already noted: “The difference from place to place is small, but, as one travels in
any one direction, the differences accumulate, until speakers, say from opposite
ends of the country, cannot understand each other, although there is no sharp
line of linguistic demarcation between the places where they live.” These degrees
of cumulative differentiation are often the basis for distinguishing dialect areas
within a dialect continuum in a quantitative manner, e.g., in dialectometry.

1.2 Dialect areas and contact linguistics

Dialect contact, that is, communication between speakers of different dialects of
a specific language, has a crucial role in shaping areal patterns found in dialect
continua because it may cause diffusion of features within and across dialect
areas. However, the effects of a high number of shared grammatical features
and phylogenetic relatedness, both given between neighboring dialects, are not
clear.5 For instance, structural similarity might take on the role of the facilitator
of contact but it can also be the result of contact (Bowern 2013: 417–420). In turn,
the intensity of contact depends on the potential for contact, which is higher be-
tween certain dialects due to spatial proximity (Thomason & Kaufman 1988: 50;
Matras 2007: 31). This spatial proximity is, of course, also a function of speakers’
movements.With people becomingmoremobile, their contact opportunities also
widen, opening new horizons for dialect contact and change.

In dialectology, contact is rather understudied. Traditional dialectology ad-
dresses questions about the spatial distribution of linguistic features in dialect
areas and, thereby, the characteristics and differences of various dialects. Con-
tact linguistics, especially areal linguistics, on the other hand, often focuses on

3Perceptual dialectology emphasizes the role of perceived differences of dialect features as well
as perceived dialect boundaries (Niedzielski & Preston 2000, Cramer 2016).

4In this particular example, contact occurs across dialects, often termed horizontal contact, and
between dialects and various standard varieties, such as Standard German, often termed verti-
cal contact (Auer et al. 2011).

5For a discussion about the role of structural compatibility vs. phylogenetic relatedness, see
Thomason & Kaufman (1988: chapter 2).
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typologically distant and/or phylogenetically non-related languages (for more,
see Chapter 7).

Furthermore, when dealing with contact, sociolinguists and dialectologists
have typically assumed that contact leads to simplification, while typologists
have described the outcomes of contact-induced change as complexification in
some cases (Trudgill 2011: 13–23).

In the following sections, we reflect on contact scenarios that are relevant for
dialect change, contributing to the spatial variation in dialects. Afterwards, we
review the factors essential for understanding dialect contact.

2 Approaches

In this section, we first discuss different approaches within dialectology that fo-
cus on geography, that is, the spatial distribution of dialectal features and differ-
ent ways of detecting and defining dialect areas based on these features. Second,
we present approaches that focus on the social aspects of dialect variation and
contact, in the spirit of Anglo-American sociolinguistics.

2.1 Geography in focus

In traditional dialectological models (as well as in many modern approaches), ge-
ographic space is generally regarded as a physical container inwhich dialects and
languages are situated. According to this approach, the possibility for speakers to
move within space, and, thus to be in contact with others, is largely determined
by geographic conditions.

Usually, the objects of study are base dialects, commonly understood as “the
most ancient, rural, conservative dialects” (Auer 2005: 7–8). Thinking in terms
of base dialects often means that local speech communities are viewed as homo-
geneous systems, following the “one place — one variety” principle (Stoeckle
2016: 196). Typical research outcomes were meticulous descriptions of the di-
alects of single locations in the neogrammarian tradition (in German dialectol-
ogy called Ortsgrammatik or Ortsmonographie).6 This meant, however, a lack of
a more holistic view of dialect areas. The compilation of dialect atlases addressed
this problem, althoughmaps could only represent individual features rather than
grammatical systems and their interaction.

6Winteler (1876) authored one of the first books of this kind, setting a model for many other
monographs. For an overview of dialect descriptions in the neogrammarian tradition, see Mur-
ray (2010).
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Traditional dialectology aimed to record and document the most archaic and
most typical dialectal forms still viable at a location, usually based on infor-
mation provided by so-called NORMs (non-mobile, older, rural, male speakers)
(Chambers & Trudgill 2004: 29). Despite thoroughly documenting the base di-
alect, descriptions of individual dialects and dialect atlases hardly considered
intra- and inter-speaker variation, atlases visualized variation across locations.
Subsequently, contact was only considered between locations and not within
communities. In these approaches, dialects were conceptualized as homogeneous
systems with villages as their loci. Potential contact between these discrete sys-
tems could be traced by single features shared between two or more places (al-
though these similarities can be due to shared ancestors in a dialect area).

Communication potential, shaped by the possibility of transportation and its
routes, was seen as a precondition for contact. Therefore, topographic factors,
such as mountain ranges or rivers, were always given high relevance (see e.g.
Paul 1880/1975: 40–41, Pickl et al. 2014: 29–33), in addition to artificial constructs
such as political (especially national) borders, former administrative areas, or
older inter-tribal borders (cf. Haag 1898: chap. 2, Derungs et al. 2019)

The spatial distribution of linguistic features was often visualized using bound-
aries, in the case of individual phenomena, isoglosses. They were usually repre-
sented as sharp lines on maps, delineating the areas where a certain variant cor-
responding to a feature is assumed to dominate. In practice, drawing isoglosses
usually entails ignoring sites that would render the resulting areas less homo-
geneous by corresponding to the opposing variant, and thus being located on
the “wrong side” of the theoretical line. Technically, these sites are considered
outliers. It is understood that such “smoothing” is in the interest of a meaningful
interpretation, needed to identify underlying regional linguistic patterns, and is
employed by almost all research in dialectology (Grieve 2014: 82). Importantly,
however, isoglosses leave room for misinterpretations about the possible gradual
nature of the transition between the usage areas of the abutting variants. Francis
(1983: 5) seeks confirmation for the sentiment in the linguistic community that
such boundaries do “not mark a sharp switch from one word to the other, but
the center of a transitional area where one comes to be somewhat favored over
the other.”

While isoglosses present the geographic distributions of individual phenom-
ena, a central goal in dialectology is to construct dialect areas based on multiple
features. In these regards, Lameli (2019: 191–198) distinguishes between evaluat-
ing and quantifying approaches.

In evaluating approaches, dialect data is interpreted, and variants are selected
according to their typicality or their significance in the language system. In some
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cases, individual, mostly phonological phenomena are considered so important
with respect to the structure of a variety that they are used as references for clas-
sifications. An example of this would be the division of German dialects into Low,
Central and Upper German based on the High German consonant shift (such as
maken > machen ‘to do’, dat > das ‘the, that’, Appel > Apfel ‘apple’, from north
to south). In other cases, variants are combined and generalized, often result-
ing in dialectal core areas and transition zones, as can be seen for example in
Wiesinger’s (1983) famous classification of German dialects.

In quantifying approaches, the areal nature of variation in dialects is investi-
gated through the aggregation of numerous dialect features. In this field of re-
search, which dates back to Séguy (1971) and became popular through the work
and different approaches of Goebl (e.g., 1982) and Nerbonne (e.g., 2009), similar-
ity between locations is computed with respect to a large number of features.
Although various methods and computational algorithms have been used to de-
termine similarity, the general outcome of these approaches is groupings of lo-
cations. The spatial patterns in these groupings can then be interpreted along
the approaches of dialect areas and dialect continua (cf. Heeringa & Nerbonne
2001). The dialect area approach advocates the presence of clear-cut boundaries,
and the dialect continuum approach assumes gradual transitions. Similar to di-
alect variation becoming apparent when aggregating several linguistic features,
one can view gradual dialectal variation also at the level of individual linguistic
variables (cf. Pickl 2013b).7

Even if the usage of isoglosses means a spotlight on boundaries, most quantita-
tive studies on spatial variation in linguistics focus on the internal homogeneity
of their groupings and do not explicitly assess the strength of boundaries be-
tween them. As Haas (2010: 664) points out, “the linguistic coherence of a region
is more important than its boundary.” Although transition zones are often de-
scribed and used in dialectology (e.g. Pickl 2013a, Scholz et al. 2016), the concept
itself lacks a clear definition and interdialectal transitions themselves have rarely
been investigated quantitatively or placed along a gradual scale (Jeszenszky et al.
2018).

Recognizing continua and transition zones in data directly leads to the intu-
itive interpretation of the “snapshots” of dialectal landscapes, provided by sur-
veys, as clues about possible ongoing changes. The description of areal patterns
in dialects is a difficult task not only because of the continuous change in lan-
guage but also because of the elusive nature of data that can be obtained. Even
the most prudent data collections might not be representative of the whole popu-
lation of interest, and, in turn, the population of interest varies across studies. In

7Pickl (2013b) also provides a historical overview of the topic.
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addition, the amount of data collected might be too small and it might be biased
towards a certain subset of the population (e.g., NORMs, tech-savvy, extroverts,
depending on the study), therefore a comparative data analysis across surveys is
not always possible.

2.2 Speaker/hearer in focus

While the approaches discussed so far deal with the spatial aspects of dialects and
therefore treat dialect contact as contact between varieties related to geographic
locations (such as municipalities or regions), approaches influenced by sociolin-
guistics focus on the speakers and their behaviour. Although the basic idea of di-
alects as spatially defined varieties is still valid, researchers have come to view di-
alectal variation as a more complex phenomenon which manifests itself not only
between, but also within communities and within a single speaker, influenced by
socio-demographic factors (such as age, profession, education, mobility etc.) (cf.
Chambers 2002). Consequently, dialect contact is no longer seen as contact be-
tween base dialects, but between all types of varieties. Moreover, in most modern
societies, substantial contact-induced changes usually do not emerge primarily
between dialects, but between dialects and an overarching standard variety.8

The traditional focus on base dialects allows for studying contact and change
on the horizontal level, that is, between different locations. The sociolinguistic
paradigm following Labov’s work (e.g., Labov 1966) brought a new, vertical di-
mension to this research. This paradigm focuses on the variation and contact
across social strata, that is, the variation along the dialect-standard axis or be-
tween lower and higher prestige varieties. Some of the main benefits of including
socio-demographic factors into dialectology were new possibilities for the “study
of [language] change in progress” (Bailey 2002: 312). Following the traditional
paradigm, it is extremely difficult for dialectal surveys to investigate the same
features decades apart. There are examples of studies comparing results of sur-
veys from different time periods such as Schwarz (2015) or Streck (2012) who con-
trast maps from the Sprachatlas des Deutschen Reichs (Wenker 1888–1923) with
material from the Südwestdeutscher Sprachatlas (Steger et al. 1989) which was col-
lected about ninety years later. However, these examples are rare and therefore,
dialectology has limited “ground truth” with good spatial granularity regarding
the adoption rate of new forms.

Based on the assumption that language change becomes apparent not only
between different points in time but is – on a smaller scale – also observable

8Auer (2005) delivers an overview of different dialect/standard constellations in Europe.
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between speakers of different generations, different social backgrounds etc. (see
Section 4 for a more detailed overview of the different factors), the apparent-time
model has gained popularity as a surrogate for real-time evidence for capturing
change in language (cf. Labov 1963, Bailey et al. 1991, Cukor-Avila & Bailey 2013).
The concept behind the apparent-time model is the assumption that the variety
used by a certain individual would signal the state of the language that they have
acquired at a young age (Labov 1999, Schilling-Estes 2005), as individual vernac-
ulars are supposed to be less liable to change after adolescence (cf. Bailey 2002:
320). Recordings of people born in different times and surveyed in the same study
could feed apparent-time analyses, where the temporal depth is projected from
the contemporary recorded state. However, since most studies in the research
paradigm of sociolinguistics put their focus on the correlation between linguis-
tic variants and social rather than geographic factors, studies typically took place
at one location or city. The amalgamation of the two approaches started only in
the 1980s, resulting in a field of research named socio-dialectology. In German
dialectology, Mattheier (1980) introduced pragmatic and societal aspects as inte-
gral parts of dialectology. Apparent time evidence minimizes the variation that
might arise from differences in sample populations, in elicitation strategies, and
in the recording and presentation of data when evidence from an existing data
source is compared to data from a new study (Bailey 2002). These properties
brought popularity to the model in dialectology (for a review, see Beaman 2020:
64–65).

Unlike the approaches discussed in Section 2.1 that often treat geography as
a constant, more recent research seeks to “un-trivialize […] the connection be-
tween language and space” and to take speakers’ perceptions and their “construc-
tion of language spaces through linguistic place-making activities” into account
(Auer 2013: 1). The traditional geolinguistic paradigm is therefore criticized for
being too deterministic, neglecting important aspects of linguistic reality such as
the mobility of speakers, multi-varietal competences of individuals or the choice
and systematic use of certain features to create regionalism. Cognitive aspects,
such as salience, are not often considered in such studies.

The idea that speakers’ awareness plays a central role with respect to the per-
petuation or abandonment of linguistic features in contact situations was already
put forward in the early 20th century by Shirmunski (1928/1929).

To date, the concept of salience is still controversial. One main question is
whether salience can be determined objectively or whether it has to be consid-
ered a purely subjective category.9 Labov (1972) distinguishes between different

9For a detailed discussion of the subject, see Christen & Ziegler (2014) and the other contribu-
tions in the same journal issue.
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degrees of awareness and their role in the process of language change, called
indicators, markers, and stereotypes. Building on Silverstein’s (2003) concept of
“indexical order” and combining it with Labov’s approach, Johnstone et al. (2006)
assume three orders of indexicality (first-, second- and third-order indexicality;
cf. Johnstone et al. 2006: 82). In their research in Pittsburgh/USA, they exam-
ine how a set of linguistic features which speakers originally were not aware of
(first order indexicality) undergoes a transformation, becomes available to speak-
ers’ attention and can be linked with locality (second order indexicality). In the
last step, these features function as markers of social affiliation, finally becoming
constitutive characteristics of the concept of “Pittsburghese” (third order index-
icality). This process is called “enregisterment” by the authors (Johnstone et al.
2006: 77).10

A closely related field of research that gained popularity through Dennis Pre-
ston’s work (see Preston 1989, 2005), known under the umbrella term perceptual
dialectology or folk dialectology, focuses on speaker-related factors and the per-
ception of dialects/languages and their variation. Here, to gain a more thorough
understanding of the dialectal variation and change, it is necessary to include
ideas and beliefs of the speakers – not only with respect to particular features
but also regarding the geospatial structuring of the dialects as well as their eval-
uation. Contributions within the field of perceptual dialectology acknowledge
that functioning communication channels may not be the only driving force in
dialect change, but that speakers’ perceptions and ideas about dialects and dialect
boundaries as well as their evaluations play a crucial role (cf. Auer 2004: 160–161,
Kristiansen 2009: 172). A commonly used research method is mental mapping,
including dialect maps drawn by informants (for an account of the methodology
and its application, see Montgomery & Stoeckle 2013). These hand-drawn maps
can deliver insights into categorization principles used by non-experts, and they
can provide useful background information for understanding dialect change.

3 Processes and Patterns

In this section, we first focus on contact processes of various intensities (Section
3.1), moving from examples of contact between single speakers (idiolects) to con-
tact between groups of speakers (dialects). Then, we describe spatial patterns
that result from these dialect contact processes and the linguistic changes they
provoke (Section 3.2).

10Although these steps describe a diachronic development, it has to be noted, however, that not
all features progress from first order indexicals to second or third order indexicals (Auer 2013:
14).
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3.1 Processes

What is considered dialect contact may range from a shop assistant talking to
a customer at the counter to different groups of speakers settling in a newly
built town. The various dialect contact scenarios can be classified by a number of
factors, such as the duration of contact, its intensity, and the number of speakers
involved. These three factors (duration, intensity, and number of speakers) can
occur in different combinations, resulting in many different contact situations.
When dealing with contact-induced change, research focus rather lies on long-
term accommodation, which can be defined as “the adjustments speakers make
to become linguistically more (convergence) or less (divergence) similar to an
interlocutor or to a social environment” (Chapter 2). In this section, therefore,
we focus on long-term contact, of various intensities. The number of speakers
considered in dialect contact studies varies from single speakers or families (e.g.,
Ghimenton 2013) to bigger samples, such as Britain and Trudgill’s (2005) study
on 81 speakers. In addition, we can distinguish between constant and temporary
contact situations.

Research on second dialect acquisition is important for understanding the
mechanisms of single speakers’ long-term accommodation to a majority dialect.
Research usually involves individual speakers or small groups of speakers, such
as families or speakersmatching a set of sociolinguistic features, in constant long-
term contact situations (Siegel 2010: 22–51). Speakers who, for instance, move to
a place with a differing, yet mutually intelligible dialect, acquire the recipient
variety usually incompletely in the first generation. Their linguistic system is
shaped by mixing the varieties and by making use of interdialect or compromise
forms, forms which are neither found in the recipient nor in the source variety
(Trudgill 1986, Wilson 2019: 117).

Single speakers who are sedentary (cf. Britain 2016), but commute to another
place, find themselves in a somewhat different contact scenario. They are in con-
tact with both speakers of their own dialect and, temporarily, speakers of other
dialects. A common consequence of such a contact situation is dialect leveling
during which highly local forms erode in favor of formswith a wider distribution.
In other words: “linguistic variants with a wider socio-spatial currency become
morewidely adopted at the expense ofmore locally specific forms” (Britain 2010c:
193). This process is also known as supralocalization (Milroy 2002: 8-10), suprare-
gionalization (Hickey 2003), or regional dialect leveling (Kerswill 2003) and it has
been described as the spread of urban dialect features to rural dialects (Britain
& Trudgill 2005) and vice versa (Britain 2010b). The tendency of urban forms
spreading, often associated with commuting and the patterns observed in the
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hierarchy of settlements, is also addressed by Trudgill (1974) in the model of
linguistic gravity. Often the majority variant supplants other variants. However,
other factors such as markedness, social or regional stereotyping, and salience
seem to also have an influence on the choice of the variant present in a variety
that has undergone leveling (Britain 2010c: 195). It has been suggested that, apart
from leading to simplification of the emerging variety, for instance by reduc-
ing paradigmatic redundancy, it may also lead to the emergence of new features
(Williams & Kerswill 1999: 13).

The so-called tabula-rasa-situation is the most extreme form of dialect contact,
such as in the case of the colonization of New Zealand (Trudgill 2004), the for-
mation of new towns, for example Milton Keynes (Williams & Kerswill 1999), or
the reshaping of previously uninhabitable areas such as the Fens (Britain 1997).
Dialects engaged in such contact are often classified as high-contact varieties.
Trudgill (2004: 66-67) lists as high-contact varieties of English “colonial and/or
urban and/or shift and/or standardized varieties which have a considerable his-
tory of dialect and/or language contact, and therefore show very many signs
of simplification.” In each scenario involving high-contact varieties, the contact
situation has changed drastically due to colonization, urbanization, changes of
migration and mobility patterns of the speakers or also due to “greater socioe-
conomic interaction” (Croft 2000: 192). Hence, speakers of various dialects who
have previously not or hardly been in contact, suddenly form a speech commu-
nity and new dialects arise through the process of new dialect formation (Brit-
ain 2009, Kerswill 2010, Schreier 2017). New dialect formation passes four stages
(Trudgill 1986):

1. leveling of marked features — markedness can be qualitative, for instance
if a feature is stereotyped, or quantitative, for instance if a feature occurs
less frequently than the one in whose favor it is leveled

2. simplification of the morphological system and of the constraints on vari-
ation on all linguistic levels

3. development of interdialect formation due to contact between adult speak-
ers of various varieties

4. reallocation in which varying forms of one variable are refunctionalized

This process results ultimately in the emergence of a koine.11

11For the differentiation between immigrant and regional koine, see Siegel (2001: 175f.). For more
details about koineization, see Chapter 5
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Two further contact-scenarios to be discussed are the “casual” contact between
neighboring dialects or simply neighboring speakers, and varieties lacking con-
tact, so-called isolated varieties.

Casual contact is not due to any recent changes in the speakers’ behaviour,
but has been on-going and constant. It is usually not researched by contact di-
alectology, but by variationist approaches, because it concerns contact between
idiolects and not an idealized form of a homogeneous dialect. There are no two
identical linguistic systems which are in contact with each other, even if the
communication involves two speakers from the same village. Variationists in-
vestigate how this contact between individual speakers affects the linguistic sys-
tems engaged and its effect on the spread of variants in one idiolect within a
dialect or a dialect area. These questions are discussed in modern sociolinguis-
tics under the notion of transmission, an “unbroken sequence of native-language
acquisition by children” (Labov 2007: 346), in which the differences and similari-
ties of phylogenetically related languages (or dialects) stay stable, and diffusion,
contact-induced “transfer across branches of the family tree” (Labov 2007: 347).12

This is strongly related to general theories of language change, such as the two
traditional models in historical linguistics: the family tree model, in which lin-
guistic features are transferred down the generations, and the wave model, in
which features spread (in the form of innovations) from one variety to the next
in space with decreasing intensity. In contact dialectology, this is embedded in
the research into accommodation.

An isolated variety is by definition in low or no contact with other varieties.13.
Trudgill (1992) defines the prototype of an isolated language as a small speech
community located in a geographically isolated area, with few L2 speakers and
little contact with speakers of surrounding varieties. These communities are char-
acterized by dense social networks, a high social stability and large amounts
of communally-shared information (Trudgill 2011: 146). In such communities,
Trudgill (1996: 6) expects language change to be slower and due to their lack of
contact, less subject to “language change leading to simplification.”14 However,
not only is complexity preserved in isolated varieties, but the linguistic system

12Labov (2007) elaborates on the linking between transmission and diffusion and the twomodels
of language change in historical linguistics, the family tree and the wave model.

13Isolation can be defined spatially, socially, and individually (Schreier 2009, Schreier & Perez-
Inofuentes 2014) The overall concept of isolation still lacks an operationalization (Schreier 2017:
353–355) and it needs to take perceived isolation into account. Speakers might perceive their
variety as more or less isolated than estimated by a linguist (Montgomery 2000). For more
details on isolation, see Sections 3.2.1 and 4.4.

14Mańczak (1988: 349) notes that “it always was evident to linguists that dialects spoken in iso-
lated areas like islands, mountains, etc., show an archaic character.”
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can even be complexified due to the isolation of a variety linked with certain soci-
olinguistic features like a small community with a dense social network (Trudgill
2009).

3.2 Patterns

Spatial patterns in the dialectal landscape, their presence and changes are indica-
tive of linguistic processes, such as new dialect formation or dialect leveling in
progress. As spatial counterparts of the aforementioned processes, areal patterns
of dialects can be investigated through static representation of the areas them-
selves and, conversely, through the characterization of the interfaces between
areas, their boundaries.

3.2.1 Spatial patterns of dialect change

Speakers experience variation in languagemost prominently through differences
present in geographic space. This variation emerges as a result of language
change processes, and is ubiquitous: language does not converge towards sta-
bility or a goal. Thus, the spatial patterns and the perceived state of language are
a mere snapshot of a changing linguistic landscape.

More precisely, the perceived spatial patterns of the variation are the distribu-
tion of different existing variants, and the dynamic patterns of innovation, which
hint at patterns of language variation being strongly related to patterns of con-
tact (cf. Nerbonne &Heeringa 2007, Lee &Hasegawa 2014). Some of the observed
spatial patterns and areal constructs in language are more stable and stay around
longer while others dissolve more easily in the process of language change. Over
time, local dialectal varieties, present in a relatively small area such as a village
or a valley, may diverge from surrounding varieties, or they may converge to
nearby varieties, a regiolect or the local standard language (cf. Auer & Hinskens
1996).

The density of contact is often identified to be the driver of contact-induced
language change (cf. Bowern 2013: 414). Thus, at a micro scale, well-connected,
central people (with higher prestige) are assumed to drive language and dialect
change (e.g., Fagyal et al. 2010, Trudgill 2014, Burridge 2018) and, similarly at a
macro scale, central communities, cities with a high contact density across dif-
ferent idiolects drive linguistic change. Linguistic innovations catching on later
with individuals who are less central and more isolated are also reflected in the
city – hinterland networks with less well-connected, more isolated areas main-
taining original variants and adopting innovations later (e.g., Elfdalian in Swe-
den, cf. Sapir 2005).
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The potential for dialect change is often investigated based on the spatial pat-
terns of dialect variation. The presence of a larger amount of variation (hetero-
geneity) within an area or a speaker’s language usage is often regarded as an
indicator for dynamism and linguistic change, although longitudinal studies are
needed to confirm this connection (cf. Stoeckle 2016). Notably, more dynamism,
with certain variables changing faster and the adoption of innovations being
quicker, while isolated, mostly rural areas seem conservative. Besides, spatial
patterns of the dialect change potential may also depend on the homogeneity of
the dialects used. Sprawling urban areas with masses moving in from different di-
alectal areas (including different sociolinguistic varieties) might develop a more
heterogeneous local dialect landscape (such as urban dialects — Labov 1966, Brit-
ain 2012, Pröll et al. 2019), which often acts as the cradle of dialect change and
innovations. As a consequence of not being exposed to a colorful variation, ru-
ral areas that lack a significant influx (migration or mundane contact through
commute) from other areas may stay or become more homogeneous and resis-
tant to change. The presence of more connected or linguistically more isolated
regions is also highly dependent on the mobility of the population (Britain 2013).
In turn, mobility itself often appears to be a self-reinforcing process based on the
spatial patterns of wealth and economic prosperity. The spatial manifestation
of these processes leads to the formation and presence of areas more suscepti-
ble to language change, and of linguistically conservative dialect “strongholds”,
sustaining older forms that might be considered archaic elsewhere. Furthermore,
state-level language policies (e.g., Valls et al. 2013) and the presence or absence of
strong dialect conservation trends might spur areal trends in the general prestige
of dialect usage, such as the case of Elfdalian (cf. Sapir 2005) which boasted with
a lot of archaisms that Swedish lost a longer time ago.

Relic areas can form at different levels of variation, be it a language, larger
scale dialect area or an individual variable. A linguistic variety (e.g. language,
dialect) can be present in two or more regions, separated by an area in which
a different, or opposing, form dominates. Such a pattern might indicate a late
stage in the displacement of a formerly widespread variety following a migration
of speakers (e.g., Walser dialects within Alemannic German) or an innovation
within a variable (e.g., Lizana et al. 2011).

3.2.2 Areal and linear constructs

Dialect variation displays striking spatial patterns. However, defining areas
within the dialectal landscape and drawing the boundaries between areas of dif-
ferent constructs is almost always difficult. The generally transitional nature of
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language change contrasts with the picture painted by sharp linear boundaries,
often used in dialectology. The need for such classification is fueled by the impor-
tance of dialects in group identity formation.15 One driving force behind linguis-
tic classification, group formation and area definitions appears to be the inherent
human need for categorization, which is broadly discussed in cognitive psychol-
ogy (for a cognitive linguist’s overview, see Lakoff 1987).

Areal constructs in dialects are often described (qualitatively and quantita-
tively) at different levels of granularity, both spatially and in terms of attributes.
Spatial patterns are present at attribute levels ranging from individual linguistic
characteristics to entire grammatical systems. The number of variants expressing
a particular concept may vary depending on the linguistic level, from a few (such
as in the case of syntax, e.g., the expression for ‘the ice begins to melt’ in the Syn-
tactic Atlas of Swiss German Dialects, Bucheli & Glaser (2002)) up to hundreds
(such as lexicon, e.g., ‘snail’ in the Linguistic Atlas of Japan, NLRI, 1966–1974) of
dialectal variants. Often, few dominant variants are present in larger areas, while
less frequent variants are confined to smaller areas. Areas of main variants often
comprise regions where the more frequent variant is used interchangeably with
less frequent regional variants that are locally more characteristic.

Spatial boundaries are very often perceived in dialectal variation. As language
changes gradually in the temporal dimension, a logical assumption is that it is
possible to capture the gradual nature of this change in the spatial dimension as
well, within the spatial patterns of the diffusion of innovations. One personmight
switch to the new form immediately, one might use both variants, and one might
not change at all (depending on features of the speaker that are broadly discussed
by, e.g., sociolinguistics). Dialect atlases and large scale surveys have attempted
to unravel the granularity of spatial variation. Notably, dense networks of survey
sites have led to latent fuzzy looking boundaries.

The uncertainty and fuzziness present in the spatial variation within a lan-
guage spawned a need for defining boundaries quantitatively. Dialectometry of-
ten investigates linguistic variables in an aggregated manner, to characterize the
multidimensional nature of dialects and describe overall spatial patterns (e.g.,
Séguy 1971, Goebl 1982, Nerbonne et al. 1999, Szmrecsanyi 2012). Based on the
aggregation of dialectal differences across survey sites, researchers established
quantitative methods to reveal distinct areas and, conversely, to show their inter-
faces. Most research, however, has focused on the homogeneity of areas and class

15The fact that they are often named after certain areal features (e.g., Wallis German, Gail Valley
Slovene or Bergamasque Italian) also shows the spatial nature of dialects and their importance
in identity.
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affiliations, with boundaries viewed rather as implicit by-products (e.g., Daan &
Blok 1969, Heeringa & Nerbonne 2001, Heeringa 2004, Rumpf et al. 2009). At
the same time, quantitative characterizations of the strength of such linear con-
structs are scarce (e.g. Jeszenszky et al. 2018), mostly due to the coarse spatial
granularity of the data available.

It is possible to position characterizations of spatial dialectal boundaries be-
tween two extremes: watertight, strict, linear boundaries on one end of the scale
and completely fluid, fuzzy boundaries of gradual nature on the other, which are
more properly regarded as transition zones. Researchers often characterize ar-
eas and boundaries in relation to the transitional nature of change. Boundaries
at the level of an individual variable are often represented by clear-cut isoglosses,
which imply an assumption of homogeneous variant usage at each survey site,
thus on the two sides of this isogloss (see Section 2.1). If we consider isoglosses
analogously to boundaries in a dialect continuum as gradual transitions between
two core dialect areas, isoglosses can be viewed as “sharp transitions” between
the dominance zones of variants. Often, however, several related variables and
their isoglosses (Seiler 2005, Glaser & Frey 2006, Stoeckle 2018, Willis 2019) are
aggregated in order to investigate the distribution, transition and different levels
of grammaticalization of certain phenomena.

Patterns aggregated from several, coinciding and nearby isoglosses, so-called
isogloss bundles, were traditionally often used to quantitatively account for di-
alect areas at different spatial and attribute granularities, by highlighting bound-
aries between (mostly) homogeneous dialect areas (Händler & Wiegand 1982).
It has often been noted, however, that isogloss bundles do not fulfil all expecta-
tions as a means of delimiting dialect areas, as individual variables tend to show
different patterns of regional variation (Chambers & Trudgill 2004: 94–103).

Any spatial classification and grouping within language by sharp boundaries
may be, however, inherently flawed, as we determine boundaries within the con-
struct of a language, which essentially varies on a continuous basis across people
and in time. Clear, linear boundaries are useful, however, for the overall visual
interpretation, especially at smaller geographic scales. Data in collections is po-
tentially fuzzy due to its sparse and often biased nature, which is partly due to
the assumption of local internal homogeneity customary in traditional dialect at-
lases. Because of this, simplifications like identifying boundaries are often needed
to make overall interpretations. Modern dialectometry attempts to resolve the
boundary issue by considering as many relevant variables as possible to charac-
terize the spatial patterns within a language area, making it possible to quantita-
tively warrant clear-cut boundaries or gradual transition (e.g., Séguy 1971, Goebl
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1982, Nerbonne et al. 1999, Nerbonne 2009, Burridge 2018). Corpus-based dialec-
tometry usually weighs findings about different phenomena with their relative
frequency (relating it to salience in real-life usage) (e.g., Szmrecsanyi 2011, Wolk
& Szmrecsanyi 2018).

There is agreement in dialectology, however, that linguistic variation is grad-
ual, not abrupt, despite most discussions of dialectology in textbooks dealing
with isoglosses and dialect continua side by side, without addressing their in-
compatibility (Chambers & Trudgill 2004: 105). Experimental research attests
that dialect areas, be it larger-scale areas or areas of abutting variants of a sin-
gle variable, rarely have clear-cut boundaries and are mostly characterized by
a transition towards the dominance zone of neighboring varieties that is grad-
ual to a certain degree (Kessler 1995, Heeringa & Nerbonne 2001, Chambers &
Trudgill 2004, Pickl & Rumpf 2012). Where such transitions take place, wider
or narrower transition zones are found, marked by the mixing of co-occurring
variants (see also Section 2.1). Conversely, transition zones are often regarded as
zones of ongoing change and indicative of the patterns of contact, also in relation
to linguistic features beyond the one that is mapped. Moreover, transition zones
can appear as autonomous areas on their own, with the grammaticalization of
both variants present, possibly at different stages regarding different contexts
(e.g., Seiler 2004, Willis 2017).

Transitional patterns often seem to correspond to further underlying factors
hindering or promoting dialect contact across the areas (e.g., geographic factors)
and the sociodemographic groups using them. Notably, the simultaneous pres-
ence of multiple variants often appears to be associated with groups with dif-
ferent characteristics (age, class, educational background, or dialectal attitude)
(Willis 2017).

4 Factors

In this section we discuss the main factors that affect the realization of dialect
contact by facilitating or hindering it, thus contributing to dialect change, which
in turn may contribute to the modification and formation of dialect areas. We
describe factors related to language and the speakers themselves, after which we
detail interactional and geographic factors.

4.1 Linguistic factors

Although there is no consensus about this topic, historical linguists have specu-
lated that rates of change are different at various linguistic levels (e.g., Longob-
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ardi & Guardiano 2009: 1694–1695) and at finer attribute granularity of structural
linguistic features (Dediu & Cysouw 2013), with syntactic variables often chang-
ing more slowly as opposed to lexical or phonological ones.

Since dialect contact is ultimately based on face-to-face interactions between
speakers of mutually intelligible variants, its fundamental mechanism is accom-
modation (cf. Trudgill 1986). Ruch & de BenitoMoreno (Chapter 2) discuss a num-
ber of linguistic factors regarding accommodation. An additional factor relevant
to the formation and structure of dialect areas is the varying degree of relatedness
between different dialects of one language.

Dialects are per definitionem related and often grouped based on shared fea-
tures. Higher structural similarity makes dialects more prone to contact-induced
change within their grouping (Trudgill 1983: 74–75). Hence, the observation by
Bowern (2013: 413) should be extended to include dialect group boundaries: “We
can observe that most linguistic changes spread easily through speech commu-
nities, less easily (but still fairly easily) across dialect boundaries where speakers
are in contact with one another, and less easily still across language boundaries”.

4.2 Speaker-related factors

A central concept for the notion of dialect is geographic space (cf. the definition
of “dialect” in Section 1.1). However, the relationship between geographic and
social factors regarding the concept of dialect varies according to research tradi-
tion. While in the German, Italian or French research context most consideration
is given to space, and dialects are defined based on their spatial distribution, in
the Anglo-American tradition the social position of the speaker also plays an
important role (cf. Mattheier 2005: 1436f.). Besides, in most modern societies a
connection is assumed between dialect usage and certain social parameters, and
due to their interaction, the two cannot always be separated. For instance, in
many languages, speaking a non-standard variety is associated with low pres-
tige and lower social classes. With the increasing number of studies analyzing
social influences on dialect use and the necessity of implementation in empirical
research, some parameters have emerged which will be discussed below.

4.2.1 Age

Age is commonly regarded as one of the most important factors with respect to
language use and change. It is assumed in the apparent time paradigm (cf. Bailey
2002) that language norms and forms are adopted at a relatively young age and,
depending on the linguistic level, the rate of change will decline by age.
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However, it is assumed that it is not biological age per se which is decisive.
Mattheier (1994) emphasizes an age-related generation model that is sociologi-
cally sensitive to the use of varieties, whereby the age-related change in every-
day socio-communicative relationships seems to be responsible for changes in
the spectrum of varieties. Important phases are the pre-family phase, which is
often characterized by training processes, the (the phase of) entry into profes-
sional life. This often coincides with the time when children are raised and is
characterized by a tendency towards supra-regional language varieties, and the
retirement phase, in which official and formal language contacts decrease.

Age is used as a predictor and indicator against the rates of adoption in studies
of ongoing dialect change (e.g., Willis 2017). As younger people are assumed to
have more connection with other young people outside their home community,
age also tends to indicate spatial patterns of contact and isolation.

4.2.2 Social position

In relation to Labov’s (2001) question about the leaders of language change , the
social position of the individual plays a central role. This can be measured using
various parameters that are of different relevance depending on the social profile,
often interacting with one another. In the Anglo-American tradition, the concept
of social class was used, and corresponding varieties were defined as sociolects
(Dittmar 1997: 190). One problem, however, is that this term has a strongly eval-
uative character and, moreover, the definition of social classes does not always
turn out to be unambiguous, making it difficult to assign individuals to classes.
The level of education and the type of profession have become proven indicators
that are more easily implemented in empirical studies.

With regard to profession, Mattheier (1994) differentiates between script-ori-
ented and craft-oriented professions as well as between those with and without
authority to issue instructions (Germ.: Weisungsbefugnis). Hierarchies can be de-
rived from these parameters that are closely related to the social position of the
speaker and thus also to the corresponding social prestige, which can be decisive
for accommodation and change in the event of contact.

4.2.3 Religion

While the factor of religion or denomination certainly played a more important
role in relation to dialect contact in earlier times, in most modern societies it is
of secondary importance and is therefore not taken into account in most studies.
In principle, religion can play both an isolating and a unifying role. On the one
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hand, distinct religious groups may be isolated from one another, based on areas
with different predominant religions within a language area, or through the pro-
hibition of intermarriage (e.g., Bucheli Berger & Landolt 2014). On the other hand,
religious communities can integrate people using different dialects or languages,
catalyzing change. An example of this is Amish Shwitzer, a mixed language spo-
ken by a group of very conservative Amish in Indiana. It has features from both
Bernese Swiss German and Pennsylvania Dutch, evolving through intense con-
tact between two groups of the Amish (Hasse & Seiler in press).

The study of Manni et al. (2006: 16) finds that, measured at the level of mu-
nicipalities in the religiously segregated Netherlands, religion does not correlate
with dialectal distribution. Yet indirectly, the influence of this factor is visible
today in several contexts, since religious affiliation often corresponded to the ex-
tent of rulers’ territories or other administrative areas, which are still reflected
in political units today and, thus, may influence dialect contact.16

4.2.4 Gender

The gender factor has often been considered in studies as a factor to explain
language variation and change. However, it has been assigned different mean-
ings, which has led to controversial representations of gender-specific language
use (Diercks 1986: 228). Labov (2001: 367) states that women orientate themselves
more strongly to linguistic norms if these are overtly prescribed thanmen. There-
fore, when new prestige variants spread, these are more likely to be used by
women. In other studies, however, it is assumed that women are preservers of
the dialect (see, e.g., Sieburg 1991: 299). Overall, there are many indications that
gender differences are primarily related to social position and aspirations for so-
cial advancement (which vary around the world). Apart from its relevance as a
determinant of linguistic variation, gender has been researched in the framework
of social constructivism (Queen 2013: 368), and it has been argued that it is not to
be seen as a “static social category” (Queen 2013: 383). Because of its controver-
sial status, Mattheier (1994) suggests to leave the gender factor in representative
surveys to random distribution.

16In the context of complexmodern societies, ethnicity andmigration, religion certainly plays an
important role today as well. These are phenomena of multicultural contact that are primarily
important in cities, but in relation to dialect areas they seem to play a subordinate role and are
therefore not discussed further here.
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4.3 Interactional factors

Interactional factors between individuals have lately attracted more attention in
the study of language/dialect contact. One focal approach has been linguistic ac-
commodation. The concept was introduced by the work of Giles (e.g., 1973), Giles
et al. (1991), Giles (2008) in order to account for the fact that speakers sometimes
adapt their way of speaking to their interlocutor in order to gain approval, which
is closely connected to the social status of the speakers (Niedzielski & Giles 1996:
335). Trudgill (1986) distinguishes between short-term and long-term accommo-
dation, with the latter potentially leading to modifications or alterations in the
speech of a group of speakers. For more details on the effects of accommodation,
see Ruch & de Benito Moreno (Chapter 2).

Another, related approach is suggested by Schmidt & Herrgen (2011) in their
theory of linguistic dynamics (Sprachdynamik). The central idea within this the-
ory is the concept of synchronization, which is defined as “the calibration of
competence differences in the performance act, [...] [resulting in a] stabilization
and/or modification of the active and passive competencies involved” (Schmidt
2010: 212). They distinguish between three levels of synchronization, with “mi-
crosynchronization” referring to the processes taking place in single interac-
tions.17 In contrast to linguistic accommodation, they assume prestige of a va-
riety or the social status to play only a minor role; it is rather “the desire to be
understood, or at least not misunderstood” (Schmidt 2010: 212) which is consid-
ered the driving force behind linguistic convergence.

4.4 Geographic factors

Whether considering geography as “geographic distance or as the basis of an
areal division among varieties, it certainly should not be understood as a physical
influence on language variation, but rather as a useful reification of the chance
of social contact” (Nerbonne 2013: 14).

In this subsection we present factors most often investigated in dialectology
and dialectometry, along with quantitative methods to measure these factors,
where relevant.

17The other types which go beyond single communicative events and may potentially result in
dialect change are called meso- and macrosynchronization.
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4.4.1 Physical proximity

Physical proximity – at least until the middle of the 20th century – has been the
only way to maintain close contact between people.18 Therefore, geographic fac-
tors seem to determine contact potential, thus playing a crucial role in the areal
structure of dialectal variation and change, by constraining – or conversely, fa-
cilitating – people’s movement. The connection between the ease or difficulty
of transportation and the spread of cultural artifacts (cf. Hägerstrand 1952) has
become one of the most important explanations of dialect diversity as well. Anal-
ogously, the connection between topography and dialect diversity is often intu-
itively assumed due to the cultural difference observed in the presence of such to-
pographic features that hinder transportation, in the broadest sense, and thereby
contact (Nichols 2013: 5). The effect of geographic factors has been quantitatively
tested in numerous studies, and has shown a predominant influence on dialect
variation in large-scale, quantitative studies (for an overview, see Wieling & Ner-
bonne 2015: 253–255 and Jeszenszky 2018: 24–26).

4.4.2 Isolating features

Natural isolating features, such as those of a topographic nature, are often thought
to pose obstacles for language contact. “Sharp” obstacles, such asmountain ridges
and rivers, can be modeled as lines separating groups within a language area,
such as the river Lech (Pickl et al. 2014: 29-33) or a range in the Swiss Alps (Jeszen-
szky et al. 2017). Rugged terrain, dense vegetation and harsh climate conditions
can influence contact to a remarkable degree, isolating people living within or
separated by such areas. For example, Dogon dialects in Mali are separated by
rocky escarpments (Moran & Prokić 2013), the effect of former marshlands in
the Fens of Eastern England on dialects can be traced today (Britain 2010a: 218)
and impenetrable forests in Amazonia make rivers the main media of communi-
cation (Ranacher et al. 2017). Besides, territorial disputes or hostile inhabitants
(guerrillas, drug lords) may also render areas difficult to traverse. Anthropogenic
modifications of natural pathways, that is, improving transportation infrastruc-
ture or, conversely, creating obstacles to the free movement of people (such as
national borders) influence contact potential crucially.

4.4.3 Realized contact and its quantification by surrogates

It is not possible to quantify all contact occurring betweenmembers of communi-
ties. Besides, all factors exert their influence in an overlapping fashion, strength-

18The effect of media on everyday language is, in fact, contested (cf., e.g., Trudgill 2014).
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ening and weakening each other. To address this difficulty, dialectology attempts
to account for the effect of contact by using surrogates for calculating contact
potential. It is not straightforward to model spatial artifacts (e.g., areas and linear
features that are difficult to traverse) as factors of contact or isolation, because
there might be various potential reasons for actually not wanting to traverse
them. Thus, for the characterization of dialectal variation, it is fruitless to con-
sider contact potential without the realization of contact.

The motivation for non-sporadic travel over relatively long distances (the con-
cept of “long” distance is, of course, related to infrastructure and has therefore
changed throughout history) is, most importantly, the economic or social inter-
est of the traveler. Individual migration and commute is typically driven towards
market and school towns, trading hubs and places with abundant working oppor-
tunities. Vice versa, the lack of such interests keeps outsiders away from certain
places, contributing to potential linguistic isolation. Motivation for contact has
also been shown to correlate with actual dialect similarity, through implicitly
measuring the motivation for contact by the intensity of trade (Falck et al. 2012,
2016, Lameli et al. 2015).

The most intuitive predictor of potential contact between dialect data points
is Euclidean distance: the shortest distance between two points, also referred to
as geographic distance or linear distance. As it is easily calculated, Euclidean
distance has been the predictor variable most often used in dialectometric studies
for explaining linguistic distances (e.g., Séguy 1971, Heeringa & Nerbonne 2001,
Nerbonne 2010, Hadj 2017).

Travel times and travel distance are assumed to better correspond to the po-
tential of people to meet, as they incorporate the isolating factors and obstacles
present in the area of interest. Some studies (Gooskens 2004, Jeszenszky et al.
2017) show a strong correlation between travel times and the spatial distribu-
tion of linguistic distances, while others (Van Gemert 2002, Stanford 2012, Szm-
recsanyi 2012) do not confirm this hypothesis. Calculations with modern travel
times might also be biased, not representing the historical routes of contact that
have influenced dialect change for centuries and led to the contemporary state
of dialectal variation. Although travel times can be obtained today from open
source online routing systems (e.g., osrm – Giraud 2019), creating a travel time
database, especially a historical one, is a tedious process for most places.

The (historical) potential of contact can be further calculated in cost models
where different isolating factors (such as topography or boundaries) are repre-
sented as weights. Using cost distance models, Haynie (2012) compared Califor-
nia Miwok languages, taking elevation, vegetation, surface water, and watershed
boundaries into account. Hiking distance approximates the most natural routes
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of communication, which therefore usually corresponds to historical routes. It
is calculated along least cost paths that are based on a digital elevation model
and a travel speed model (e.g., Tobler 1993). Hiking distance is a better predictor
only in situations where topography significantly impacts the distributional pat-
terns in dialects and it deserves to be noted that different types of land cover or
natural barrier, such as dense vegetation, water bodies, and glaciers have to be
taken into account beside an elevation model (cf. Derungs et al. 2019). Especially
in larger distances, the role of topography and infrastructure seems to fade away,
and in aggregate area studies the explanatory values of the aforementioned dis-
tance measures converge towards each other (Jeszenszky et al. 2019), due to the
overwhelming proportion of indirect contact.

4.4.4 Commute, mobility, migration

Displacement of people in different contexts impacts dialect contact substan-
tially. Non-sporadic short-term contact, such as commute, depends on the in-
frastructure, the availability (including physical connections, such as bridges, fer-
ries, or roads), safety and cost of transportation, and the motivation to travel; in
short, the mobility of people. Thus, political, economic, and topographic factors
play a role in the network formation of potential contact, with self-reinforcing
processes often driving infrastructural changes. With the emergence of global-
ization, people’s increasing mobility can be observed throughout the last few
generations. With “the normalization of long-distance commuting, labor mar-
ket flexibility and the consequent geographical elasticity of family ties and other
social network links, supralocal functional zones are probably larger than ever
before” (Britain 2010b: 20), causing dialectal changes more than ever before (cf.
Sayers 2009).

Migration and commute among communities, and therefore, their effect on di-
alects, are often modelled analogously to gravity (Trudgill 1974), with the weight
in the gravity model replaced by some surrogate, such as population, that mea-
sures the impact or the (economic) importance of communities. Statistical data on
commuter balance, thus, presents itself as a potential metric to which language
change can be compared.

Migration (see also Section 3.1) can occur sporadically or en masse, with differ-
ent effects. For example, migration due to marriage is present all over the world,
impacting language in a sporadic manner. Since women are more often displaced,
and mothers usually have a greater influence on the children’s dialect, these dis-
placements may cause sporadic introduction of innovations from the mother’s
former community into the new one (e.g., Stanford 2012).
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Speakers in minority groups and their offspring tend to assimilate to the ma-
jority variation in a short time. In contrast, the presence of a critical number
of speakers (e.g., through en masse immigration) may retain original dialectal
variety (Fishman 1966: 22) and might exert a greater influence on the language
usage of the majority. Masses migrating to a certain location from multiple dif-
ferent areas and displacement of a critical mass of dialect speakers from one area
to another (e.g., due to conflicts) can result in new contact situations with differ-
ent cross-pollinations taking place between local and incoming variations.When
people from a mix of origins (but speaking the same language) suddenly settle
at a location, leveling of marked features and ultimately koineization of dialects
occurs.19 Examples include Fiji Hindi (Kerswill 2003), which is formed through
the influx of speakers of different Hindi dialects to Fiji, urbanization in the UK as
a consequence of the industrial revolution (Britain & Trudgill 1999), bringing ru-
ral population to cities, or on Japan’s northernmost island, Hokkaido (Kleander
2018), settled by speakers of several different Honshu dialects.

4.4.5 Center vs. fringe situation

If we accept the assumption that linguistic innovations start to spread in high-
contact, central population groups, fringe situations can play a role in dialect
contact not only in the sociolinguistic but also in a spatial context.

Even if an innovation emerges elsewhere first, it is often larger populations
with a lot of contact potential (major cities) that drive large-scale diffusion (Brit-
ain 2002: 622–625). At the same time, fringe situations have a significant role in
retaining dialectal forms before innovations (Mańczak 1988: 349, Schreier 2009).
Examples include Wallis German in Switzerland (topographic fringe: isolated by
mountains from other dialects, cf. Moulton 1941: 39), Amish varieties in the US
(e.g., Louden 2020: 818–821) and areas with a strong caste system in India (so-
cioeconomic fringe), Elfdalian in Sweden (economic fringe, see Sapir 2005) or
the western and northern extremes of Japanese islands (geographic fringe, see
Abe et al. 2018), similarly to individuals with less contact in the sociolinguistic
model on preserving older forms by Fagyal et al. (2010). It has to be noted that
spatial fringe areas may have contact to other languages, introducing a different
confounding factor (Steiner et al. 2022).

Fagyal et al. (2010) scaled the gravity effect introduced by Trudgill (1974) down
to the personal level, and concluded from their agent-based models that people
with many contacts are the drivers of language change. Burridge (2018), using

19The process of koineization is detailed in Section 3.1. For pidgins, creoles and the emergence
of new languages, see Chapter 5.
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an interaction model and based on the laws of surface tension, proved that both
wave-like spread and hierarchical diffusion observed by linguists may be under-
stood in a unified way. His model showed that jumps of linguistic forms between
cities (representing hierarchical diffusion) are followed by a slower evolution,
resembling movements driven by surface tension (representing the wave-like
spread of innovations). He also showed how population mixing and long-range
interactions can destroy local dialects either by overwhelming local linguistic
variantswhen immigration is above a critical level, or by speakers that areweakly
embedded in their social network.

4.4.6 Spatial barriers

Different spatial barriers contribute to several types of isolation between commu-
nities. Boundaries in space, similarly to the extents of geographic land coverage,
can be investigated at different granularities, for example, a forest posing an ob-
stacle between two villages, or a country border between a majority language
and its minority speakers in another country. Gerritsen (1999: 63) concludes that
“political factors can have a strong effect on dialect change.” Man-made bound-
aries, although they are often results of arbitrary decisions, often overlap with
the natural isolating features mentioned above.

For dialect contact, (historical) permeability of barriers has a high importance.
Permeability, that is, the contact potential across the barrier, however, does not
always correspond to the realized cross-boundary contact, hampering the quan-
tification of boundaries’ role in contact. According to Britain (2010a), the varia-
tion of language usage that has patterns in space is the outcome of routine dialect
contact. The boundaries may physically be very permeable, but routinized paths
might still tend not to lead people to cross them, due to the perceived separation
effect or actual large differences regarding political, economic and other factors
on the two sides. De Vriend et al. (2008) show how the intelligibility within the di-
alect continuum of Kleverlandish along the Dutch-German border has decreased
significantly despite the border becoming more permeable. These processes also
seem self-reinforcing, similarly to the gravity-like effects mentioned in Section
3.1.

Perceived boundaries within countries, such as cultural, religious, denomina-
tional and tribal ones, might also often mean a limit to the routinization of move-
ment across them. The historical importance of such boundaries, especially if
they become administrative boundaries, may also have a longer lasting percep-
tual effect on dialect areality, through generating identities, affection, refusal
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or prestige (e.g., refusal of a certain dialect, refusal to be associated with a cer-
tain area). Derungs et al. (2019) tested the effects of several administrative and
denominational boundaries on Swiss German syntax while Valls et al. (2013) in-
vestigated border effects on Catalan.

Communities of speakers of the same language are often not only separated
by national boundaries, but also speakers of different languages in between (thus
forming a Sprachinsel), posing a different level of hindrance in the motivational
and potential components of dialect contact (e.g., diaspora communities of any
language around the world, such as Arabic speakers in Central Asia, see Fischer
1961).

5 Conclusions

The aim of this chapter was to give an overview of the notion of dialect contact
within the larger context of language contact. To this end, we addressed the issue
of how to define the object of our investigation, i.e. what is a dialect, and what
is a dialect area? Within modern linguistics, the study of dialects is one of the
longest-standing traditions, dating back to the second half of the 19th century.
Since then, our societies have changed fundamentally, which in turn had a strong
impact on the linguistic situation in most countries and speech communities. At
the same time, the approaches and methods to study language variation have
developed in different research traditions in various ways, referring to different
concepts by the term dialect. The level of granularity also emerges as a difficulty
with respect to the definition of our research object, involving questions around
the geographic scope of a dialect, for instance how to draw boundaries between
geographically adjacent dialect areas. Considering these difficulties, our chapter
followed the Continental European tradition and used a minimalistic definition
of dialect as a variety spoken at a geographically defined place.

Dialects are generally regarded as historically closely related varieties of a lan-
guage, often (but not necessarily) united under a common standard variety, or,
at least, a common norm. Although dialect contact can occur between dialects
which are geographically distant from each other (e.g., in the case of migration),
dialect contact is mostly regarded and treated as contact between geographically
close or adjacent varieties. Therefore, contact generally takes place between mu-
tually intelligible varieties, which can lead to very fine-grained modifications in
the language systems (also called micro-variation). Since dialects are often ide-
ologically charged, associated with a certain prestige and a common identity,
various social or demographic factors can also be included in the investigation
of dialect contact and variation.

162



6 Dialect areas and contact dialectology

In order to provide a thorough overview of the field of dialect contact, we
discussed different dialectological approaches, including more traditional ones
focusing on base dialects, as well as studies following the sociolinguistic par-
adigm, taking different aspects of modern complex societies into account. We
also discussed the processes that may take place in different scenarios of dialect
contact, which can be classified by factors such as the duration of the contact, its
intensity, and the number of speakers involved. Since dialects can be character-
ized primarily by their geographic extent, they display certain spatial patterns
which may change through contact. A distinction is often made between urban,
linguistically heterogeneous, more dynamic regions and rural, linguistically ho-
mogeneous, more conservative regions.

This has led to the assumption that cities are the drivers of dialect change and
may be regarded as the centers of leveling and diffusion. However, in modern so-
cieties where large parts of the population have access to digital communication
and media and therefore are able to at least virtually participate in linguistically
complex speech communities, the distinction between urbanity and rurality may
play a less important role than it used to. Besides, cities may still be cultural melt-
ing pots, but migration and mobility are certainly aspects of rural life as well. All
in all, there are a lot of linguistic and extra-linguistic factors that may potentially
influence dialect contact and its outcome, which we discussed in Section 4.

Contact dialectology, through approximately 150 years of development within
different fields of linguistics, has itself undergone various transformations and
currently orients itself towards a wide range of related disciplines such as varia-
tionist linguistics, comparative linguistics, dialectometry, and natural language
processing. An issue of ongoing interest is the definition of the object of study,
that is, of the concept of dialect, as well as the classification of varieties or strata
within the spectrum between base dialects and standard varieties. As previous
research has uncovered many aspects of the structure and classification of tra-
ditional dialects, modern studies will keep on focusing on the potential roles,
impact, and changes of regionally bound varieties in complex societies and the
role of dialects in identity-making.

Acknowledgements

We would like to thank Eleanor Coghill and Elvira Glaser for very useful com-
ments on earlier drafts of this chapter.

163



Péter Jeszenszky, Anja Hasse & Philipp Stöckle

References

Abe, Kaori, Yuichiroh Matsubayashi, Naoaki Okazaki & Kentaro Inui. 2018.
Multi-dialect neural machine translation and dialectometry. In Proceedings of
the 32nd Pacific Asia Conference on Language, Information and Computation
(PACLIC 32).

Auer, Peter. 2004. Sprache, Grenze, Raum. Zeitschrift für Sprachwissenschaft
23(2004). 149–179. DOI: 10.1515/zfsw.2004.23.2.149.

Auer, Peter. 2005. Europe’s sociolinguistic unity, or: A typology of European di-
alect/standard constellations. In Nicole Delbeque, Johan van der Auwera &
Dirk Geeraerts (eds.), Perspectives on variation: Sociolinguistic, historical, com-
parative, 7–42. Berlin: De Gruyter.

Auer, Peter. 2013. The geography of language: Steps toward a new approach.
Freiburger Arbeitspapiere zur Germanistischen Lingustik (FRAGL) 16. 1–39.
https://portal.uni-freiburg.de/sdd/fragl/2013.16.

Auer, Peter, Peter Baumann & Christian Schwarz. 2011. Vertical vs. horizontal
change in the traditional dialects of southwest Germany: A quantitative ap-
proach. Taal en Tongval 63(1). 13–41.

Auer, Peter & Frans Hinskens. 1996. The convergence and divergence of dialects
in Europe: New and not so new developments in an old area. Sociolinguistica
10. 1–30. DOI: 10.1515/9783110245158.1.

Bailey, Guy. 2002. Real and apparent time. In Jack K. Chambers, Peter Trudgill
& Natalie Schilling-Estes (eds.), Handbook of language variation and change,
312–332. Malden, MA: Wiley-Blackwell.

Bailey, Guy, Tom Wikle, Jan Tillery & Lori Sand. 1991. The apparent time
construct. Language Variation and Change 3(1991). 241–264. DOI: 10 . 1017 /
S0954394500000569.

Beaman, Karen V. 2020. Coherence in real- and apparent-time: A sociolinguistic
variationist investigation of language change in Swabia. QueenMary University
of London. (Doctoral dissertation).

Beckner, Clay, Nick C. Ellis, Richard A. Blythe, John Holland, Joan Bybee, Morten
H. Christiansen, Diane Larsen-Freeman, William A. Croft & Tom Schoene-
mann. 2009. Language is a complex adaptive system: Position paper. Language
Learning 59(Suppl. 1). 1–26. DOI: 10.1111/j.1467-9922.2009.00533.x.

Berruto, Gaetano. 2010. Identifying dimensions of linguistic variation in a lan-
guage space. In Peter Auer & Jürgen Erich Schmidt (eds.), Language and space:
an international handbook of linguistic variation, vol. 1, 226–241. Berlin: De
Gruyter.

Bloomfield, Leonard. 1933. Language. New York: Holt, Rinehart & Winston.

164



6 Dialect areas and contact dialectology

Bowern, Claire. 2013. Relatedness as a factor in language contact. Journal of Lan-
guage Contact 6. 411–432. DOI: 10.1163/19552629-00602010.

Britain, David. 1997. Dialect contact and phonological reallocation: “Canadian
raising” in the English Fens. Language in Society 26(1). 15–46.

Britain, David. 2002. Space and spatial diffusion. In Jack K. Chambers, Peter
Trudgill & Natalie Schilling-Estes (eds.), Language and space: An international
handbook of linguistic variation, 603–637. Oxford: Blackwell.

Britain, David. 2009. One foot in the grave? Dialect death, dialect contact, and
dialect birth in England. International Journal of the Sociology of Language 196-
197. 121–155. DOI: 10.1515/IJSL.2009.019.

Britain, David. 2010a. Contact and dialectology. In Raymond Hickey (ed.), The
handbook of language contact, chap. 10, 208–226. London: Wiley-Blackwell.

Britain, David. 2010b. Language and space: The variationist approach. In Jack K.
Chambers, Peter Trudgill & Natalie Schilling-Estes (eds.), Language and space:
An international handbook of linguistic variation, 603–637. Oxford: Blackwell.
DOI: 10.1002/9780470756591.ch24.

Britain, David. 2010c. Supralocal regional dialect leveling. In Carmen Llamas &
Dominic Watt (eds.), Language and identities, 193–204. Edinburgh: Edinburgh
University Press.

Britain, David. 2012. Countering the urbanist agenda in variationist sociolinguis-
tics: Dialect contact, demographic change and the rural-urban dichotomy. In
Sandra Hansen, Christian Schwarz, Philipp Stoeckle & Tobias Streck (eds.), Di-
alectological and folk dialectological concepts of space, 12–30. Berlin: De Gruyter.
DOI: 10.1515/9783110229127.12.

Britain, David. 2013. The role of mundane mobility and contact in dialect death
and dialect birth. In Marianne Hundt & Daniel Schreier (eds.), English as a
contact language, 165–181. Cambridge: Cambridge University Press. DOI: 10 .
1017/CBO9780511740060.010.

Britain, David. 2016. Sedentarism and nomadism in the sociolinguistics of dialect.
In Nikolas Coupland (ed.), Sociolinguistics: Theoretical debates, 217–241. Cam-
bridge: Cambridge University Press.

Britain, David & Peter Trudgill. 1999. Migration, new-dialect formation and so-
ciolinguistic refunctionalisation: Reallocation as an outcome of dialect con-
tact. Transactions of the Philological Society 97(2). 245–256. DOI: 10.1111/1467-
968X.00050.

Britain, David & Peter Trudgill. 2005. New dialect formation and contact-induced
reallocation: Three case studies from the English Fens. International Journal of
English Studies 5(1). 183–209.

165



Péter Jeszenszky, Anja Hasse & Philipp Stöckle

Bucheli, Claudia & Elvira Glaser. 2002. The syntactic atlas of Swiss German
dialects: Empirical and methodological problems. In Sjef Barbiers, Leonie
Cornips & Susanne van der Kleij (eds.), Syntactic microvariation, vol. 2, 41–
73. Amsterdam: Meertens Institute Electronic Publications in Linguistics.

Bucheli Berger, Claudia & Christoph Landolt. 2014. Dialekt und Konfession in der
Deutschschweiz. In Elisabeth Frieben, Ulrich Kanz, Barbara Neuber & Ludwig
Zehetner (eds.),Dialekt und Religion: Beiträge zum 5. Dialektologischem Sympo-
sium im Bayerischen Wald, Walderbach, Juni 2012, 73–95. Regensburg: Edition
Vulpes.

Burridge, James. 2018. Unifying models of dialect spread and extinction using
surface tension dynamics. Royal Society Open Science 5(171446). DOI: 10.1098/
rsos.171446.

Chambers, Jack K. 2002. Patterns of variation including change. In Jack K. Cham-
bers, Peter Trudgill & Natalie Schilling-Estes (eds.), The handbook of language
variation and change, 349–372. London: Blackwell Publishing.

Chambers, Jack K. & Peter Trudgill. 2004.Dialectology. 2nd edn. Cambridge: Cam-
bridge University Press.

Christen, Helen & Evelyn Ziegler. 2014. Editorial: Die Vermessung der Salienz-
forschung). Linguistik online 66(4). 3–6. DOI: 10.13092/lo.66.1568.

Cramer, Jennifer. 2016. Perceptual dialectology. Oxford: Oxford University Press.
1–32. DOI: 10.1093/oxfordhb/9780199935345.013.60.

Croft, William. 2000. Explaining language change: An evolutionary approach
(Longman linguistics library). Harlow: Longman.

Cukor-Avila, Patricia & Guy Bailey. 2013. Real time and apparent time. In Jack K.
Chambers & Natalie Schilling (eds.), The handbook of language variation and
change: Second edition, 237–262. London: Blackwell Publishing.

Daan, Johanna C. & Dirk Peter Blok. 1969. Van randstad tot landrand: Toelichting
bij de kaart; dialeten en naamkunde; met een kaart en een grammofoonplaatje.
Amsterdam: Noord-Hollandsche uitg. maatschappij.

Dediu, Dan & Michael Cysouw. 2013. Some structural aspects of language are
more stable than thers: A comparison of seven methods. PLoS ONE 8(1). 1–20.
DOI: 10.1371/journal.pone.0055009.

Derungs, Curdin, Christian Sieber, Elvira Glaser & Robert Weibel. 2019. Dialect
borders—political regions are better predictors than economy or religion. Dig-
ital Scholarship in the Humanities 35(2). 276–295. DOI: 10.1093/llc/fqz037.

de Vriend, Folkert, Charlotte Giesbers, Roeland van Hout & Louis Ten Bosch.
2008. The Dutch-German border: Relating linguistic, geographic and social
distances. International Journal of Humanities and Arts Computing 2(1-2). 119–
134. DOI: 10.3366/edinburgh/9780748640300.003.0007.

166



6 Dialect areas and contact dialectology

Diercks, Willy. 1986. Geschlechtstypisches in Mundartgebrauch und -bewertung.
In Friedhelm Debus & Ernst Dittmer (eds.), Sandbjerg 85: Dem Andenken von
Heinrich Bach gewidmet, 227–255. Neumünster: Wachholtz.

Dittmar, Norbert. 1997. Grundlagen der Soziolinguistik: Ein Arbeitsbuch mit Auf-
gaben. Berlin & Boston: Niemeyer.

Fagyal, Zsuzsanna, Samarth Swarup, Anna María Escobar, Les Gasser & Kiran
Lakkaraju. 2010. Centers and peripheries: Network roles in language change.
Lingua 120(8). 2061–2079. DOI: 10.1016/j.lingua.2010.02.001.

Falck, Oliver, Stephan Heblich, Alfred Lameli & Jens Südekum. 2012. Dialects,
cultural identity, and economic exchange. Journal of Urban Economics 72(2-3).
225–239. DOI: 10.1016/j.jue.2012.05.007.

Falck, Oliver, Alfred Lameli & Jens Ruhose. 2016. Cultural biases in migration: Es-
timating non-monetary migration costs. Papers in Regional Science 97(2). 411–
438.

Fischer,Wolfdietrich. 1961. Die Sprache der arabischen Sprachinsel in Uzbekistan.
Der Islam: Zeitschrift für Geschichte und Kultur des Islamischen Orients 36. 232–
263.

Fishman, Joshua. 1966. Language maintenance and language shift: The American
immigrant case within a general theoretical perspective. Sociologus 16(1). 19–
39.

Francis, W. Nelson. 1983. Dialectology: An introduction. London: Addison-Wesley
Longman.

Gerritsen, Marinel. 1999. Divergence of dialects in a linguistic laboratory near
the Belgian-Dutch-German border: Similar dialects under the influence of dif-
ferent standard languages. Language Variation and Change 11. 43–65. DOI: 10.
1017/S0954394599111037.

Ghimenton, Anna. 2013. Quantitative approaches to Italian / dialect family in-
teractions: Considerations of methodology and language transmission in a
contact situation. Journal of Language Contact 6(1). 106–133. DOI: 10 . 1163 /
19552629-006001010.

Giles, Howard. 1973. Accent mobility: A model and some data. Anthropological
Linguistics 15(2). 87–105.

Giles, Howard. 2008. Accommodating translational research. Journal of Applied
Communication Research 36(2). 121–127. DOI: 10.1080/00909880801922870.

Giles, Howard, Nikolas Coupland & Justine Coupland. 1991. Accommodation the-
ory: Communication, context, and consequence. In Howard Giles, Justine Cou-
pland & Nikolas Coupland (eds.), Studies in emotion and social interaction: Con-
texts of accommodation: Developments in applied sociolinguistics, 1–68. Cam-

167



Péter Jeszenszky, Anja Hasse & Philipp Stöckle

bridge: Cambridge University Press; Editions de la Maison des Sciences de
l’Homme. DOI: 10.1017/CBO9780511663673.001.

Giraud, Timothée. 2019. Interface between R and the OpenStreetMap-based routing
service OSRM. https://github.com/rCarto/osrm.

Glaser, Elvira & Natascha Frey. 2006. Doubling phenomena in Swiss German di-
alects. In Syntactic doubling in European dialects, 1–14. https://www.meertens.
knaw.nl/projecten/edisyn/Online_proceedings/Paper_Glaser-Frey.pdf.

Goebl, Hans. 1982. Dialektometrie: Prinzipien und Methoden des Einsatzes der
numerischen taxonomie im Bereich der Dialektgeographie (Philosophisch-
historische Klasse, Denkschriften 157). Wien: Verlag der Österreichischen
Akademie der Wissenschaften.

Gooskens, Charlotte. 2004. Norwegian dialect distances geographically ex-
plained. In Britt-Louise Gunnarson, Lena Bergström, Gerd Eklund, Staffan
Fridella, Lise H. Hansen, Angela Karstadt, Bengt Nordberg, Eva Sundgren &
Mats Thelander (eds.), Language variation in Europe: Papers from the second
International Conference on Language Variation in Europe ICLAVE Vol. 2. 2004.
195–206. Uppsala.

Grieve, Jack. 2014. A comparison of statistical methods for the aggregation of
regional linguistic variation. In Benedikt Szmrecsanyi & Bernhard Wälchli
(eds.), Aggregating dialectology, typology, and register analysis: Linguistic vari-
ation in text and speech, 1–34. Berlin & New York: Walter de Gruyter. DOI:
10.1515/9783110317558.53.

Haag, Karl. 1898.DieMundarten des oberen Neckar- und Donaulandes (Schwäbisch-
alemannisches Grenzgebiet: Baarmundarten). Reutlingen: Buchdruckerei Hut-
zler.

Haas, Walter. 2010. A study on areal diffusion. In Peter Auer & Jürgen Erich
Schmidt (eds.), Language and space, 649–667. Berlin & New York: Mouton de
Gruyter.

Hadj, Bouri. 2017. Measuring Chaoui linguistic variation in the city of Oum El
Bouaghi: A dialectometric study. Journal of Milev Research and Studies 5. 35–
47.

Hägerstrand, Torsten. 1952. The propagation of innovation waves, vol. 4 (Lund
studies in geography, Series B: Human Geography). Lund: University of Lund.

Händler, Harald & Herbert Ernst Wiegand. 1982. Das Konzept der Isoglosse:
Methodische und terminologische Probleme. In Werner Besch, Ulrich Knoop,
Wolfgang Putschke & Herbert Ernst Wiegand (eds.), Dialektologie: Ein Hand-
buch zur deutschen und allgemeinen Dialektforschung, 501–527. Berlin/New
York: Walter de Gruyter.

168



6 Dialect areas and contact dialectology

Hasse, Anja & Guido Seiler. In press. Social factors in mixed language emergence:
Solving the puzzle of Amish Shwitzer. In Silvia Ballarè & Guglielmo Inglese
(eds.), Integrating sociolinguistics and typological perspective on language vari-
ation: methods and concepts.

Haynie, Hannah Jane. 2012. Studies in the history and geography of California
languages. University of California, Berkeley. (Doctoral dissertation). 284.

Heeringa, Wilbert. 2004. Measuring dialect pronunciation differences using Leven-
shtein distance. University of Groningen. (Doctoral dissertation). 315.

Heeringa, Wilbert & John Nerbonne. 2001. Dialect areas and dialect continua.
Language Variation and Change 13(03). 375–400.

Hickey, Raymond (ed.). 2003. Motives for language change. Cambridge: Cam-
bridge University Press.

Jeszenszky, Péter. 2018. Quantitative modelling of spatial variation in Swiss Ger-
man dialects. Univeristy of Zurich. (Doctoral dissertation).

Jeszenszky, Péter, Philipp Stoeckle, Elvira Glaser & Robert Weibel. 2017. Explor-
ing global and local patterns in the correlation of geographic distances and
morphosyntactic variation in Swiss German. Journal of Linguistic Geography
5(2). 1–23. DOI: 10.1017/jlg.2017.5.

Jeszenszky, Péter, Philipp Stoeckle, Elvira Glaser & Robert Weibel. 2018. A gra-
dient perspective on modelling interdialectal transitions. Journal of Linguistic
Geography 6(2). 78–99. DOI: 10.1017/jlg.2019.1.

Jeszenszky, Péter, Panote Siriaraya, Philipp Stoeckle &Adam Jatowt. 2019. Spatio-
temporal prediction of dialectal variant usage. In Nina Tahmasebi, Lars Borin,
Adam Jatowt & Yang Xu (eds.), Proceedings of the 1st International Workshop on
Computational Approaches to Historical Language Change, 186–195. Florence,
Italy: Association for Computational Linguistics. https : / /www.aclweb.org/
anthology/W19-4723.

Johnstone, Barbara, Jennifer Andrus & Andrew E. Danielson. 2006. Mobility, in-
dexicality and the enregistrement of “Pittsburghese”. Journal of English Lin-
guistics 34(2). 77–104. DOI: 10.1177/0075424206290692.

Kerswill, Paul. 2003. Koineization and accommodation. In Jack K. Chambers, Pe-
ter Trudgill & Natalie Schilling-Estes (eds.), The handbook of language varia-
tion and change, chap. 26. 1–25. London: Blackwell Publishing. DOI: 10.1111/b.
9781405116923.2003.00035.x.

Kerswill, Paul. 2010. Contact and new varieties. In Raymond Hickey (ed.), The
handbook of language contact (Blackwell handbooks in linguistics), 230–251.
London: Wiley-Blackwell.

169



Péter Jeszenszky, Anja Hasse & Philipp Stöckle

Kessler, Brett. 1995. Computational dialectology in Irish Gaelic. In Proceedings of
the 7th Conference of the European Chapter of the Association for Computational
Linguistics, 60–66. Dublin.

Kleander, Michael. 2018. The hokkaido dialect: A standardising dialect? Lund Uni-
versity, Sweden. (). 69. DOI: 10.4324/9781315282770-7.

Kristiansen, Tore. 2009. The macro-level social meanings of late-modern Dan-
ish accents. Acta Linguistica Hafniensia 1(41). 167–192. DOI: 10 . 1080 /
03740460903364219.

Labov, William. 1963. The social motivation of a sound change. Word 19(3). 273–
309. DOI: 10.1080/00437956.1963.11659799.

Labov, William. 1966. The social stratification of English in New York city. Wash-
ington, D.C.: Center for Applied Linguistics.

Labov, William. 1972. Language of the inner city: Studies in the black English ver-
nacular, vol. 22. Philadelphia: University of Pennsylvania Press. 440.

Labov,William. 1999. Principles of linguistic change: Internal factors, vol. 1. Oxford:
Blackwell.

Labov, William. 2001. Principles of linguistic change: Social factors, vol. 2. London:
Wiley-Blackwell.

Labov, William. 2007. Transmission and diffusion. Language 83(2). 344–387.
Lakoff, George. 1987. Women, fire, and dangerous things: What categories reveal

about thought. Chicago & London: University of Chicago Press.
Lameli, Alfred. 2013. Strukturen im Sprachraum: Analysen zur arealtypologischen

komplexität der Dialekte in Deutschland, vol. 54. Berlin: Walter de Gruyter.
Lameli, Alfred. 2019. Areale Variation im deutschen „Horizontal“: Die Einteilung

der arealen Varietäten des Deutschen. In Joachim Herrgen & Jürgen Erich
Schmidt (eds.), Deutsch: Sprache und Raum - Ein internationales Handbuch
der Sprachvariation, chap. 7. 185–205. Berlin: De Gruyter. DOI: 10 . 1515 /
9783110261295-007.

Lameli, Alfred, Volker Nitsch, Jens Südekum & Nikolaus Wolf. 2015. Same same
but different: Dialects and trade.German Economic Review 16(3). 290–306. DOI:
10.1111/geer.12047.

Lee, Sean&ToshikazuHasegawa. 2014. Oceanic barriers promote language diver-
sification in the Japanese islands. Journal of Evolutionary Biology 27(9). 1905–
1912. DOI: 10.1111/jeb.12442.

Lizana, Ludvig, Namiko Mitarai, Kim Sneppen & Hiizu Nakanishi. 2011. Mod-
eling the spatial dynamics of culture spreading in the presence of cultural
strongholds. Physical Review E – Statistical, Nonlinear, and Soft Matter Physics
83(6). 1–5. DOI: 10.1103/PhysRevE.83.066116.

170



6 Dialect areas and contact dialectology

Longobardi, Giuseppe & Cristina Guardiano. 2009. Evidence for syntax as a sig-
nal of historical relatedness. Lingua 119(11). 1679–1706. DOI: 10.1016/j.lingua.
2008.09.012.

Louden, Mark L. 2020. Minority Germanic languages. In Michael T. Putnam &
B. Richard Page (eds.), The Cambridge handbook of Germanic linguistics (Cam-
bridge handbooks in language and linguistics), chap. 34, 807–832. Cambridge:
Cambridge University Press. DOI: 10.1017/9781108378291.035.

Mańczak, Witold. 1988. Bartoli’s second “norm”. In Jacek Fisiak (ed.), Historical
dialectology, vol. 37 (Trends in linguistics. Studies and monographs), 349–356.
Berlin, New York, Amsterdam: Mouton de Gruyter.

Manni, Franz, Wilbert Heeringa & John Nerbonne. 2006. To what extent are sur-
names words? comparing geographic patterns of surname and dialect varia-
tion in the netherlands. Literary and Linguistic Computing 21(4). 507–527.

Matras, Yaron. 2007. The borrowability of structural categories. In Yaron Matras
& Jeannette Sakel (eds.), Grammatical borrowing in cross-linguistic perspective,
31–73. Berlin: de Gruyter.

Mattheier, Klaus J. 1980. Dialekt und gesellschaftliche Strukturierung. In Klaus J.
Mattheier (ed.), Pragmatik und Soziologie der Dialekte: Einführung in die kom-
munikative Dialektologie des Deutschen, 25–106. Heidelberg: Quelle & Meyer.

Mattheier, Klaus J. 1994. Varietätenzensus: Über die Möglichkeiten, die Verbre-
itung und Verwendung von Sprachvarietäten in Deutschland festzustellen.
In Klaus J. Mattheier & Peter Wiesinger (eds.), Dialektologie des Deutschen:
Forschungsstand und Entwicklungstendenzen, 413–442. Tübingen: Niemeyer.

Mattheier, Klaus J. 2005. Dialektsoziologie. In Ulrich Ammon, Norbert Dittmar,
Klaus J. Mattheier & Peter Trudgill (eds.), Sociolinguistics: An international
handbook of the science of language and society, 2nd edn., vol. 2, 1436–1446.
Berlin: De Gruyter.

Milroy, Lesley. 2002. Mobility, contact and language change: Working with con-
temporary speech communities. Journal of Sociolinguistics 6. 3–15.

Montgomery, Chris & Philipp Stoeckle. 2013. Geographic information systems
and perceptual dialectology: A method for processing draw-a-map data. Jour-
nal of Linguistic Geography 1(1). 52–85. DOI: 10.1017/jlg.2013.4.

Montgomery, Michael. 2000. Isolation as a linguistic construct. Southern Journal
of Linguistics 24. 41–53.

Moran, Steven & Jelena Prokić. 2013. Investigating the relatedness of the endan-
geredDogon languages. Literary and Linguistic Computing 28(4). 676–691. DOI:
10.1093/llc/fqt061.

171



Péter Jeszenszky, Anja Hasse & Philipp Stöckle

Moulton, William G. 1941. Swiss German dialect and Romance patois: Yale univer-
sity dissertation (Language dissertations 34). Baltimore (Md.): Linguistic Soci-
ety of America.

Murray, Robert W. 2010. Language and space: The neogrammarian tradition. In
Peter Auer & Jürgen Erich Schmidt (eds.), Language and space: An international
handbook of linguistic variation, vol. 1: Theories and Methods, 70–87. Berlin: de
Gruyter.

National Language Research Institute (NLRI), Kokuritsu Kokugo Kenkyûjo (ed.).
1966–1974. Linguistic atlas of Japan (Nihon gengo chizu). Tokyo: Printing bu-
reau, Ministry of Finance.

Nerbonne, John. 2009. Data-driven dialectology. Language and Linguistics Com-
pass 3(1). 175–198. DOI: 10.1111/j.1749-818X.2008.00114.x.

Nerbonne, John. 2010. Measuring the diffusion of linguistic change. Philosoph-
ical Transactions of the Royal Society of London. Series B, Biological Sciences
365(1559). 3821–8. DOI: 10.1098/rstb.2010.0048.

Nerbonne, John. 2013. How much does geography influence language variation?
In Peter Auer, Anja Stukenbrock, Martin Hilpert & Benedikt Szmrecsanyi
(eds.), Space in language and linguistics: Geographical, interactional, and cog-
nitive perspectives. 220–236. Berlin: De Gruyter.

Nerbonne, John &Wilbert Heeringa. 2007. Geographic distributions of linguistic
variation reflect dynamics of differentiation. In Sam Featherston & Wolfgang
Sternefeld (eds.), Roots: Linguistics in search of its evidential base, 267–297. New
York: Mouton de Gruyter.

Nerbonne, John, Wilbert Heeringa & Peter Kleiweg. 1999. Edit distance and di-
alect proximity. In David Sankoff & Joseph Kruskal (eds.), Time warps, string
edits and macromolecules: The theory and practice of sequence comparison, 5–15.
Stanford, CA: Cent. Study Lang. Inf.

Nerbonne, John & Peter Kleiweg. 2007. Toward a dialectological yardstick.
Journal of Quantitative Linguistics 14(2–3). 148–166. DOI: 10 . 1080 /
09296170701379260.

Nichols, Johanna. 2013. The vertical archipelago: Adding the third dimension
to linguistic geography. In Peter Auer, Martin Hilpert, Anja Stukenbrock &
Benedikt Szmrecsanyi (eds.), Space in language and linguistics, 38–60. Berlin,
Boston: Walter de Gruyter.

Niedzielski, Nancy & Howard Giles. 1996. Linguistic accommodation. In Hans
von Goebl, Peter Nelde, Zdenëk Stary & Wolfgang Wölck (eds.), Kontaktlin-
guistik: Ein internationales Handbuch zeitgenössischer Forschung, vol. 1, 332–
342. Berlin: de Gruyter.

172



6 Dialect areas and contact dialectology

Niedzielski, Nancy & Dennis R. Preston. 2000. Folk linguistics. Berlin: Mouton de
Gruyter.

Paul, Hermann. 1880/1975. Prinzipien der Sprachgeschichte. 9th edn. Tübingen:
Niemeyer.

Pickl, Simon. 2013a. Probabilistische Geolinguistik. University of Salzburg. (Doc-
toral dissertation). 265.

Pickl, Simon. 2013b. Verdichtungen im sprachgeografischen Kontinuum.
Zeitschrift für Dialektologie und Linguistik 80(1). 1–35.

Pickl, Simon. 2016. Fuzzy dialect areas and prototype theory: Discovering latent
patterns in geolinguistic variation. In Marie-Hélène Côté, Remco Knooihuizen
& John Nerbonne (eds.), The future of dialects: Selected papers from methods in
dialectology XV. Language variation, chap. 5, 75–97. Berlin: Language Science
Press. DOI: 10.17169/langsci.b81.84.

Pickl, Simon & Jonas Rumpf. 2012. Dialectometric concepts of space: Towards
a variant-based dialectometry. In Sandra Hansen, Christian Schwarz, Philipp
Stoeckle & Tobias Streck (eds.), Dialectological and folk dialectological concepts
of space - current methods and perspectives in sociolinguistic research on dialect
change, Linguae &, 199–214. Berlin/ New York:Walter de Gruyter. DOI: 10.1515/
9783110229127.199.

Pickl, Simon, Aaron Spettl, Simon Magnus Pröll, Stephan Elspaß, Werner König
& Volker Schmidt. 2014. Linguistic distances in dialectometric intensity esti-
mation. Journal of Linguistic Geography 2(01). 25–40. DOI: 10.1017/jlg.2014.3.

Preston, Dennis R. 1989. Perceptual dialectology: Nonlinguists’ views of areal lin-
guistics. Providence: Fortis Publications.

Preston, Dennis R. &Gregory C. Robinson. 2005. Dialect perception and attitudes
to variation. Language in Society 36(133). 133–149.

Pröll, Simon Magnus, Stephan Elspaß & Simon Pickl. 2019. Areal microvaria-
tion in German-speaking urban areas (Ruhr area, Berlin, and Vienna). In Arne
Ziegler, Stefanie Edler, Nina Kleczkowski & Georg Oberdorfer (eds.), Urban
matters: Current approaches in variationist sociolinguistics, 227–251. Amster-
dam, Philadelphia: Benjamins.

Queen, Robin. 2013. Gender, sex, sexuality, and sexual identities. In Jack K. Cham-
bers & Natalie Schilling (eds.), The handbook of language variation and change,
second edition, 368–387. London: Blackwell Publishing.

Ranacher, Peter, Rik van Gijn & Curdin Derungs. 2017. Identifying probable path-
ways of language diffusion in South America. In Arnold Bregt, Tapani Sar-
jakoski, Ron van Lammeren & Frans Rip (eds.), Societal Geo-innovation: Se-
lected Papers of the 20th AGILE Conference on Geographic Information Science,
Wageningen, The Netherlands. Cham, Switzerland: Springer.

173



Péter Jeszenszky, Anja Hasse & Philipp Stöckle

Rumpf, Jonas, Simon Pickl, Stephan Elspaß, Werner König & Volker Schmidt.
2009. Structural analysis of dialect maps using methods from spatial statistics.
Zeitschrift für Dialektologie und Linguistik 76(3). 280–308.

Sapir, Yair. 2005. Elfdalian: The vernacular of Övdaln. In Gunnar Nyström (ed.),
Rapport från Fuost konferensn umövdalskų.

Sayers, Dave. 2009. Reversing Babel: Declining linguistic diversity and the flawed
attempts to protect it. University of Essex. (Doctoral dissertation). DOI: 10.1080/
20450249.2014.11873932.

Schilling-Estes, Natalie. 2005. Language change in apparent and real time: the
community and the individual. In University of Pennsylvania working papers
in linguistics, vol. 10.

Schmidt, Jürgen Erich. 2010. Language and space: The linguistic dynamics ap-
proach. In Peter Auer & Jürgen Erich Schmidt (eds.), Language and space: An in-
ternational handbook of linguistic variation, vol. 1: Theories and methods, 201–
225. Berlin, New York: Mouton de Gruyter.

Schmidt, Jürgen Erich & JoachimHerrgen. 2011. Sprachdynamik: Eine Einführung
in die moderne Regionalsprachenforschung. Berlin: Erich Schmidt Verlag.

Scholz, Johannes, Thomas J. Lampoltshammer, Norbert Bartelme & Eveline
Wandl-Vogt. 2016. Spatial-temporal modeling of linguistic regions and pro-
cesses with combined intermediate and crisp boundaries. In Georg Gartner,
M. Jobst & Haosheng Huang (eds.), Progress in cartography: Eurocarto 2015,
133–151. Cham: Springer International Publishing. DOI: 10 . 1007/978- 3- 319-
19602-2_9.

Schreier, Daniel. 2009. Language in isolation, and its implications for variation
and change. Linguistics and Language Compass 3(2). 682–699. DOI: 10.1111/j .
1749-818X.2009.00130.x.

Schreier, Daniel. 2017. Dialect formation in isolated communities. Annual Review
of Linguistics 3. 347–362.

Schreier, Daniel & Danae Perez-Inofuentes. 2014. Isolated varieties. In Markku
Filppula, Juhani Klemola & Devyani Sharma (eds.), The Oxford handbook
of world Englishes (Oxford handbooks), 531–548. Oxford: Oxford University
Press.

Schwarz, Christian. 2015. Phonologischer Wandel in den alemannischen Basisdi-
alekten Südwestdeutschlands im 20. Jahrhundert: Eine empirische Untersuchung
zum Vokalismus. Stuttgart: Steiner. 584.

Séguy, Jean. 1971. La relation entre la distance spatiale et la distance lexicale. Re-
vue de Linguistique Romane 35(138). 335–357.

174



6 Dialect areas and contact dialectology

Seiler, Guido. 2004. On three types of dialect variation and their implications
for linguistic theory: Evidence from verb clusters in Swiss German dialects.
In Bernd Kortmann (ed.), Dialectology meets typology: Dialect grammar from a
cross-linguistic perspective, 367–399. Berlin/New York: Mouton de Gruyter.

Seiler, Guido. 2005. Wie verlaufen syntaktische Isoglossen, und welche Konse-
quenzen sind daraus zu ziehen? In Eckhard Eggers, Jürgen Erich Schmidt
& Dieter Stellmacher (eds.), Moderne Dialekte – Neue Dialektologie, 313–341.
Stuttgart: Franz Steiner Verlag.

Shirmunski, Victor. 1928/1929. Die schwäbischen Mundarten in Transkaukasien
und Südukraine. Teuthonista 5. 38–60 and 157–171.

Sieburg, Heinz. 1991. Geschlechtstypischer Dialektgebrauch: Anmerkungen
zu einer empirischen Untersuchung von Geschwistern in der rheinischen
Ortschaft Fritzdorf. Rheinische Vierteljahrsblätter 55. 294–314.

Siegel, Jeff. 2001. Koine formation and creole genesis. In Norval Smith & Tonjes
Veenstra (eds.), Creolization and contact, vol. 23 (Creole language library), 175–
197. Amsterdam: Benjamins.

Siegel, Jeff. 2010. Second dialect acquisition. Cambridge: Cambridge University
Press.

Silverstein, Michael. 2003. Indexical order and the dialectics of sociolinguistic life.
Language and Communication 23. 193–229.

Stanford, James N. 2012. One size fits all? Dialectometry in a small clan-based
indigenous society. Language Variation and Change 24(2). 247–278. DOI: 10 .
1017/S0954394512000087.

Steger, Hugo, Eugen Gabriel & Volker Schupp (eds.). 1989. Südwestdeutscher
Sprachatlas. Lieferung 1ff. Marburg: N.G. Elwert.

Steiner, Carina, Péter Jeszenszky & Adrian Leemann. 2022. Variation and change
in Swiss German agreement morphology: Effects of social networks, language
contact, and attitudes. Language Variation and Change.

Stoeckle, Philipp. 2014. Subjektive Dialekträume im alemannischen Dreiländereck.
Hildesheim: Georg Olms Verlag.

Stoeckle, Philipp. 2016. Horizontal and vertical variation in Swiss German mor-
phosyntax. Language Variation (1). 195–214. DOI: 10.17169/langsci.b81.150.

Stoeckle, Philipp. 2018. Zur Syntax von afa (‚anfangen‘) im Schweizerdeutschen
– Kookkurrenzen, Variation und Wandel. In Augustin Speyer & Philipp Rauth
(eds.), Syntax aus Saarbrücker Sicht 2. Beiträge der SaRDiS-Tagung zur Dialekt-
syntax, 173–203. Stuttgart: Steiner.

Streck, Tobias. 2012. Phonologischer Wandel im Konsonantismus der alemannis-
chen Dialekte Baden-Württembergs: Sprachatlasvergleich, Spontansprache und
dialektometrische Studien. Stuttgart: Steiner.

175



Péter Jeszenszky, Anja Hasse & Philipp Stöckle

Szmrecsanyi, Benedikt. 2011. Corpus-based dialectometry: A methodological
sketch. Corpora 6(1). 45–76. DOI: 10.3366/corp.2011.0004.

Szmrecsanyi, Benedikt. 2012. Geography is overrated. In Sandra Hansen, Chris-
tian Schwarz, Philipp Stoeckle & Tobias Streck (eds.), Dialectological and folk
dialectological concepts of space: Current methods and perspectives in sociolin-
guistic research on dialect change, 215–231. Berlin: De Gruyter.

Thomason, Sarah G. & Terrence Kaufman. 1988. Language contact, creolization,
and genetic linguistics. Berkeley: University of California Press.

Tobler, Waldo R. 1970. A computer movie simulating urban growth in the Detroit
region. Economic Geography 46(2). 234–240.

Tobler, Waldo R. 1993. Three presentations on geographical analysis and modeling,
Non-isotropic geographic modeling; speculations on the geometry of geography;
and global spatial analysis. Tech. rep. 93-1. Santa Barbara: National Center For
Geographic Information & Analysis.

Trudgill, Peter. 1974. Linguistic change and diffusion: Description and explana-
tion in sociolinguistic dialect geography. Language in Society 2. 215–246.

Trudgill, Peter. 1983. On dialect: Social and geographical perspectives. Oxford:
Blackwell.

Trudgill, Peter. 1986. Dialects in contact. Oxford: Blackwell.
Trudgill, Peter. 1992. Dialect typology and social structure. In Ernst Håkon Jahr

(ed.), Language contact, vol. 60 (Trends in linguistics), 195–211. Berlin etc.: Mou-
ton de Gruyter.

Trudgill, Peter. 1996. Dialect typology: Isolation, social network and phonologi-
cal structure. In Gregory R. Guy, Crawford Feagin, Deborah Schiffrin & John
Baugh (eds.), Towards a social science of language, vol. 1 (Amsterdam studies in
the theory and history of linguistic science), 3–22. Amsterdam/Philadelphia:
Benjamins.

Trudgill, Peter. 2004.New-dialect formation: The inevitability of colonial Englishes.
Edinburgh: Edinburgh University Press.

Trudgill, Peter. 2009. Sociolinguistic typology and complexification. In Geoffrey
Sampson, David Gil & Peter Trudgill (eds.), Language complexity as an eng
variable, vol. 1 (Studies in the evolution of language), 98–109. Oxford: Oxford
University Press.

Trudgill, Peter. 2011. Sociolinguistic typology: Social determinants of linguistic com-
plexity (Oxford linguistics). Oxford: Oxford University Press.

Trudgill, Peter. 2014. Diffusion, drift, and the irrelevance of media influence. Jour-
nal of Sociolinguistics 18(2). 213–222. DOI: 10.1111/josl.12070.

176



6 Dialect areas and contact dialectology

Valls, Esteve, MartijnWieling & John Nerbonne. 2013. Linguistic advergence and
divergence in north-western Catalan: A dialectometric investigation of dialect
leveling and border effects. Literary and Linguistic Computing 28(1). 119–146.
DOI: 10.1093/llc/fqs052.

Van Gemert, Ilse. 2002. Het geografisch verklaren van dialectafstanden met een
geografisch informatiesysteem (GIS): Master’s thesis.

Wenker, Georg. 1888–1923. Sprachatlas des Deutschen Reichs. Marburg: Handgeze-
ichnet.

Wieling, Martijn & John Nerbonne. 2015. Advances in dialectometry. Annual Re-
view of Linguistics 1. 243–264. DOI: 10.1146/annurev-linguist-030514-124930.

Wiesinger, Peter. 1983. Die Einteilung der deutschen Dialekte. In Werner Besch,
Ulrich Knoop, Wolfgang Putschke & Herbert Ernst Wiegand (eds.), Dialek-
tologie: Ein Handbuch zur deutschen und allgemeinen Dialektforschung (Zweiter
Halbband), 807–900. Berlin: De Gruyter.

Williams, Ann & Paul Kerswill. 1999. Dialect leveling: Change and continuitiy in
Milton Keynes, reading and Hull. In Paul Foulkes & Gerard J. Docherty (eds.),
Urban voices, 141–162. London: Arnold.

Willis, David. 2017. Investigating geospatial models of the diffusion of mor-
phosyntactic innovations: The Welsh strong second-person singular pronoun
chdi. Journal of Linguistic Geography 5. 41–66. DOI: 10.1017/jlg.2017.1.

Willis, David. 2019. Dialect syntax as a testbed for models of innovation and
change: Modals and negative concord in the Syntactic Atlas of Welsh Dialects.
Glossa: a journal of general linguistics 4(1). 1–30. DOI: 10.5334/gjgl.844.

Wilson, James. 2019. Varieties in contact. In Jeroen Darquennes, Joe Salmons
& Wim Vandenbussche (eds.), Language contact – An international handbook.
(Handbücher zur Sprach- und Kommunikationswissenschaft / handbooks of lin-
guistics and communication science (HSK) 45.1 ), vol. 1, 112–123. Berlin: De
Gruyter Mouton. DOI: 10.1515/9783110435351-010.

Winteler, Jost. 1876. Die Kerenzer Mundart des Kantons Glarus in ihren Grundzü-
gen dargestellt. Leipzig, Heidelberg: Winter.

Wolk, Christoph & Benedikt Szmrecsanyi. 2018. Probabilistic corpus-based di-
alectometry. Journal of Linguistic Geography 6. 56–75. DOI: 10.1017/jlg.2018.6.

177


