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ABSTRACT

The Creator Economy faces concerning levels of unfairness. Con-

tent creators (CCs) publicly accuse platforms of purposefully reduc-

ing the visibility of their content based on protected attributes, while

platforms place the blame on viewer biases. Meanwhile, prior work

warns about the łrich-get-richer” effect perpetuated by existing

popularity biases in recommender systems: Any initial advantage in

visibility will likely be exacerbated over time. What remains unclear

is how the biases based on protected attributes from platforms and

viewers interact and contribute to the observed inequality in the

context of popularity-biased recommender systems. The difficulty

of the question lies in the complexity and opacity of the system.

To overcome this challenge, we design a simple agent-based model

(ABM) that unifies the platform systems which allocate the visibil-

ity of CCs (e.g., recommender systems, moderation) into a single

popularity-based function, which we call the visibility allocation

system (VAS). Through simulations, we find that although viewer

homophilic biases do alone create inequalities, small levels of ad-

ditional biases in VAS are more harmful. From the perspective

of interventions, our results suggest that (a) attempts to reduce

attribute-biases in moderation and recommendations should pre-

cede those reducing viewers’ homophilic tendencies, (b) decreasing

the popularity-biases in VAS decreases but not eliminates inequali-

ties, (c) boosting the visibility of protected CCs to overcome viewers’

homophily with respect to one fairness metric is unlikely to produce

fair outcomes with respect to all metrics, and (d) the process is also

unfair for viewers and this unfairness could be overcome through

the same interventions. More generally, this work demonstrates

the potential of using ABMs to better understand the causes and

effects of biases and interventions within complex sociotechnical

systems.

CCS CONCEPTS

· Human-centered computing → Collaborative and social

computing theory, concepts and paradigms; Social network

analysis.
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1 INTRODUCTION

The steep growth of the Creator Economy [4, 10, 13, 19] also brought

increasing concerns regarding embedded inequalities. As millions

of content creators (CCs) now earn livable wages by posting content

on platforms such as Instagram, YouTube, and TikTok [13, 18], they

naturally expect fair opportunities and remuneration in return. De-

spite this, the market shows severe inequalities based on protected

attributes. For instance, figures show a 30% gender earning gap and

35% racial earning gap [27, 38, 44], each paired with imbalances in

the follower counts [24, 48].

Several lawsuits [2, 3] and public declarations [23, 50] indicate

that CCs believe platforms to be at least partially at fault. The main

accused problem is the artificial decrease in the visibility of content

from protected CCs either as a result of recommender systems (e.g.,

by amplifying existing imbalances in the data [11, 37]) or modera-

tion (which aims to ensure the compliance with the policies of plat-

forms but, e.g., may allegedly contain discriminatory guidelines [23]

or result in unfair culling of content [3]). As a response, platforms

claim these attribute biases are not hard-coded into the algorithms

and are most likely the effect of the algorithms picking up on the

viewers’ biases. All those concerns come in the context of the well-

documented issue of and efforts to reduce popularity-bias (i.e., the

tendency to recommend more popular CCs more, thus reinforcing

their popularity) in recommender systems (RSs) [1, 11, 34, 51, 54].

The feedback loop generated by the popularity bias likely exacer-

bates any existing attribute biases of viewers and platforms.

In this paper, we tackle one question that remains unclear:Which

of the above-mentioned factors are the most harmful, and what inter-

ventions would be the most effective? The difficulty of the question

lies in the complexity of the system, the differences between plat-

forms, and the lack of access to the algorithms, which makes it

hard to address it via surveys or online experiments. Thus, we use

agent-based modeling (ABM), a methodology that proved effec-

tive for exploring causal effects of various complex systems with

many intercommunicating individuals [20]. Examples include un-

derstanding the long-term effects of ML-enhanced decision-making

systems [12], inequalities in ride-sharing platforms [6], the effect
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of interventions that reduce biases on online dating platforms [25],

and the effects of RSs in diverse domains [33, 40, 53]. Tied to our

application domain, Pagan et al. [43] and Ionescu et al. [26] used a

simple ABM, where viewers follow CCs solely based on the quality

of the content, to better understand how popularity-biased RSs con-

tribute to the lack of predictability of success empirically observed

in cultural markets [14, 45]1.

In this paper, we investigate the aforementioned question, with

a focus on group unfairness (i.e., inequalities between protected and

unprotected groups [5, 15]). First, we alter the ABM of Pagan et al.

[43] by adding a protected attribute that allows for accounting for

the homophily of viewers [29]. Then, we formalize three group

fairness metrics for both CCs and viewers. Finally, we simulate

the resulting system2 and capture the previously defined metrics

in order to understand (a) what is the individual and joint role

of viewers’ and platform’s biases in the inequality of the system

for CCs, (b) which CCs are affected the most, (c) what are the

most effective interventions, (d) what are potential side-effects or

caution points for these interventions, and (e) how do biases and

interventions affect viewers.

2 MODEL

To address our research question, we need a simple, interpretable

model that isolates recommendations from the decision-making

process of viewers. The closest one is the quality-based model [43],

which we extend for our scope by incorporating protected attributes

(e.g. race, gender). The synthetic platform consists of 𝑛 content cre-

ators (CCs) and 𝑚 seekers (i.e., users who focus exclusively on

consuming the content). The process unfolds by iterations corre-

sponding to one unit of time (e.g., one day). Each iteration consists

of two phases: (a) the platform suggests one CC to each seeker, and

(b) each seeker decides whether or not to follow the recommended

CC. From a network perspective, the platform starts with an empty

network. At each iteration, edges from seekers to CCs are added,

thus always maintaining a bipartite structure of the network3.

2.1 The decision-making process of seekers

In each iteration, seekers decide whether or not to follow the sug-

gested CC based on their valuation of this CC. Namely, they follow

the suggested CC only if they assess it as having more value than

any of the CCs followed thus far. The valuation is based on the at-

tributes of both the seeker making the decision and the considered

CC.

Attributes of CCs. Each CC 𝑐 has two attributes: quality (𝑞𝑐 ) and

type (𝑡𝑐 ). Quality is an attribute on which seekers would generally

agree (e.g., video resolution, clarity of sound) and would all prefer

to maximize. Type, however, is an attribute whose assessment de-

pends on personal taste (e.g., serious versus funny videos, gender),

and seekers prefer to match on. This distinction is anchored in

1To ensure this short paper remains brief, we integrated the related work relevant for
positioning and motivating the paper within the introduction and the one relevant for
informing the model design and calibration within the remaining sections.
2The code is publicly available on our git repository: github.com/StefaniaI/ABM-
GFforSMI.
3Even though usually any user can share content and be followed, we make the
simplifying assumption that only a small fraction of users do. This was also assumed
in the prior model [26, 43] and observed in practice [42]. We also take the number of
seekers to be much larger than the number of CCs.

prior work which differentiates between ordinal (or competing)

and nominal (or matching) attributes [7, 25, 32, 47]. For simplicity,

we include only one quality and one (binary) type attribute. For

our goal, type represents a protected attribute (e.g., race), but the

model can be extended beyond this assumption.

Attributes of seekers. Each seeker 𝑠 has a type 𝑡𝑠 and a level of

bias 𝑏𝑠 . The type is chosen from the same set as the type of CCs and

dictates what sort of creators the seeker prefers (e.g., race-wise).

The level of homophilic bias dictates how much importance the

seeker puts on finding a CC with a matching type.

Valuation. The attributes of both the seeker and the considered

CC determine how much a seeker values the content of that CC.

As done in prior agent-based models (e.g., in school choice [16] or

online dating [25]), we assume the final score is a linear combination

between quality and type-match, which is dictated by the bias level

of the seeker who makes the assessment. Formally, the value a

seeker 𝑠 gives to CC 𝑐 is given by the valuation function 𝑣𝑠 (𝑐) =

(1−𝑏𝑠 ) ·𝑞𝑐 +𝑏𝑠 · (1𝑡𝑐=𝑡𝑠 −1𝑡𝑐≠𝑡𝑠 ). This valuation induces a ranking,

≻𝑠 , of each seeker over the existing CCs.

Example. Assume that CC 𝑐 has quality 𝑞𝑐 = 3 and type 𝑡𝑐 = 1,

and another CC 𝑐′ has quality 𝑞𝑐′ = 1 and type 𝑡𝑐′ = 0. Next, let

a seeker 𝑠 of type 𝑡𝑠 = 0 give a level of importance of 𝑏𝑠 = 2/3 to

having a matching type. Then that seeker would value the first CC

by 𝑣𝑠 (𝑐) = (1 − 2/3) · 3 + 2/3 · (0 − 1) = 1/3 and they would value

the second CC by 𝑣𝑠 (𝑐
′) = (1− 2/3) · 1+ 2/3 · (1− 0) = 1. Therefore,

the seeker prefers 𝑐′ over 𝑐 , i.e., 𝑐′ ≻𝑠 𝑐 despite 𝑞𝑐′ < 𝑞𝑐 .

2.2 Platform Suggestions - the Visibility
Allocation System (VAS)

Recommendation function. In the first phase of an iteration, the

platform suggests one CC to each seeker. This can be represented as

a mapping which we call the recommendation function. We formally

denote it by 𝑅 : 𝑆 → 𝐶 where 𝑆 is the set of seekers and 𝐶 is the

set of CCs.

Types of recommendations. The suggestions are made based on

the current state of the network.We refer to the network at iteration

𝑡 by 𝑎𝑡 , which is an𝑚 by 𝑛 matrix with 𝑎𝑠,𝑐 being 1 when seeker 𝑠

follows CC 𝑐 and 0 otherwise. The final recommendations are, in

practice, the result of several processes, including the moderation

process and the recommender system (RS). For simplicity, we refer

to the resulting system producing the recommendation function

as the visibility allocation system (VAS). This paper uses the same

three systems defined in [26]. They represent common network

formation processes that vary the popularity bias (from none to

extreme):

UR The uniform random VAS recommends each CC with equal

probability, i.e., P(𝑅𝑈𝑅 (𝑠) = 𝑐) = 1
|𝐶 |

,∀𝑐 ∈ 𝐶, 𝑠 ∈ 𝑆 .

PA The preferential attachment VAS gives the more popular

CCs higher visibility: P(𝑅𝑃𝐴 (𝑠) = 𝑐) =
1+𝑎.,𝑐
|𝐶 |+𝑎.,.

,∀𝑐 ∈ 𝐶, 𝑠 ∈ 𝑆 ,

where dots represent summation (i.e., 𝑎.,𝑐 is the total number

of followers of CC 𝑐 and 𝑎.,. is the sum of the number of

followers of all CCs).

EPA The extreme preferential attachment VAS picks a uniform

random recommendation among the most followed CCs:
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for all seekers 𝑠 ∈ 𝑆 , P(𝑅𝐸𝑃𝐴 (𝑠) = 𝑐) =
1

| argmax𝑐∈𝐶 𝑎.,𝑐 |
if

𝑐 ∈ argmax𝑐∈𝐶 𝑎.,𝑐 , 0 otherwise.

While prior work shows that PA is a realistic type of network-

formation process [41], UR and EPA are extreme examples of VAS

that are unlikely to be encountered in practice as they are. However,

UR and EPA proved helpful in understanding what happens when

more or less exploratory versions of PA are implemented [26].

Biased recommendations. Throughout the past few years, CCs

accused platforms of having biased VAS which reduced the visi-

bility of protected CCs e.g. by the unfair culling of videos during

moderation [2, 3]. We implement this type of disadvantage by con-

sidering a biased alternative for each of the three VAS above. To

reflect the view of CCs, we say a system biased at an 𝑙%-level will

reduce the visibility of protected CCs by making each follower

count 𝑙% less. Formally, let 𝑔𝑙 : 𝐶 → R be a function which is 1 for

unprotected CCs, and 1 − 𝑙 for protected ones4. Then any biased

system generates recommendation functions simply by multiplying

visibility weights by this 𝑔𝑙 function:

• Biased UR: P(𝑅𝐵𝑖𝑎𝑠𝑒𝑑_𝑈𝑅𝑙 (𝑠) = 𝑐) =
𝑔𝑙 (𝑐 )∑

𝑐∈𝐶 𝑔𝑙 (𝑐 )
.

• Biased PA: P(𝑅𝐵𝑖𝑎𝑠𝑒𝑑_𝑃𝐴𝑙
(𝑠) = 𝑐) =

(1+𝑎.,𝑐 ) ·𝑔𝑙 (𝑐 )∑
𝑐∈𝐶 (1+𝑎.,𝑐 ) ·𝑔𝑙 (𝑐 )

.

• Biased EPA: P(𝑅𝐵𝑖𝑎𝑠𝑒𝑑_𝐸𝑃𝐴𝑙
(𝑠) = 𝑐) =

𝑔𝑙 (𝑐 )∑
𝑐∈argmax𝑎.,𝑐 ·𝑔𝑙 (𝑐 )

𝑔𝑙 (𝑐 )

if 𝑐 ∈ argmax𝑐∈𝐶 𝑎.,𝑐 · 𝑔𝑙 (𝑐) and 0 otherwise.

3 FAIRNESS METRICS

To address our research question, we first build on existing liter-

ature on algorithmic fairness [9, 52] to define group unfairness,

which we measure as the gap in either normalized cumulative suc-

cess (for CCs) or satisfaction (for seekers) between members of

the protected and unprotected groups. More precisely, given a met-

ric 𝜇 for CCs, the level of unfairness at time 𝑡 with respect to 𝜇

is 𝑈 𝑡
𝜇 =

1
|𝐶¬𝑝 |

· 𝜇𝐶¬𝑝
(𝑎𝑡 ) − 1

|𝐶𝑝 |
· 𝜇𝐶𝑝

(𝑎𝑡 ), where 𝐶𝑝 ⊆ 𝐶 is the

set of protected CCs and 𝐶¬𝑝 ⊆ 𝐶 is the set of unprotected CCs.

Analogous for seekers. As such, positive (negative) values corre-

spond to outcomes that disadvantage protected (unprotected) CCs

or seekers. We acknowledge the diversity of metrics for success

and satisfaction which capture different key aspects of outcomes.

Thus, we do not limit our analysis to one metric alone. We include

both measures taken at a precise time step and at convergence (i.e.,

when, for any possible recommendations, no seeker would follow

a new CC)5. We denote by 𝑎∞ the network at convergence.

For CCs in 𝑋 ⊆ 𝐶 , we measure their success by the following

three metrics:

• The expected number of followers at convergence, i.e.

𝜇𝑋 (𝑎∞) =
∑
𝑐∈𝑋 E[𝑎

∞
.,𝑐 ];

• The expected visibility at different timesteps, 𝑡 , i.e. the ex-

pected number of seekers the CCs in 𝑋 were recommended

to, 𝜇𝑋 (𝑎𝑡 ) =
∑
𝑐∈𝑋 E[|{𝑠 : 𝑅

𝑡 (𝑠) = 𝑐}|];

4We interpret negative values of 𝑙 as VAS which advantage the protected CCs by
boosting their follower count with |𝑙 |%, i.e. 𝑔𝑙 : 𝐶 → R is 1 + |𝑙 | for protected CCs.
We will use them to model interventions targeting the VAS.
5Convergence is eventually reached for any VAS as the set of recommendable CCs
weakly decreases with time and seekers will not follow any new CC after they were
recommended the best one from this set (see Ionescu et al. [26] for a formal proof in
the unidimensional setting).

• The chance of obtaining an individual fair (IF - see below)

outcome, i.e. 𝜇𝑋 (𝑎∞) = E[|{𝑐 ∈ 𝑋 : 𝑎∞ is IF for 𝑐}|].

While the first two metrics are general and self-explanatory, the

latter is more deeply rooted in the issues within the Creator Econ-

omy. Similarly to the job market, an individually fair (IF) system

would give better outcomes to more deserving individuals. This is

why prior work defines an outcome as being IF for the 𝑖-th best CC

if that CC is in the top 𝑖 according to the number of followers [26].

In a simplified setting where quality is the only attribute, the au-

thors proved that while with respect to the expected number of

followers (i.e., ex-ante) the outcomes are IF for all CCs, it is likely

that the actual realized outcome will not be fair for most CCs. The

likelihood depends on the level of popularity bias within the recom-

mendations. Based on these observations from prior work, the third

metric looks at how group unfairness is distributed with respect to

the fraction of CCs who receive an individually fair outcome and

would thus believe they have been treated fairly with respect to the

quality of their content.

Although our main focus is the fairness of CCs, seekers are also

impacted by interventions, so we also track fairness with respect

to them. Since the most common metrics for consumers refer to

their level of dissatisfaction, we reverse-score the satisfaction of

seekers. More precisely, we track the dissatisfaction of a subset of

seekers 𝑋 ⊆ 𝑆 by:

• The expected search time at timestep 𝑡 [28, 49], i.e. the

number of timesteps until finding the most preferred CC,

𝜇𝑋 (𝑎𝑡 ) = −
∑
𝑠∈𝑋 E[|{𝑡 : 𝑎𝑡

𝑠,top(≻𝑠 )
= 0}|], where top(≻𝑠 )

is the best CC according to the preferences of seeker 𝑠;

• The expected quality of recommendations at timestep 𝑡 , i.e.

the position of the recommended CC within the preference

of the seeker, 𝜇𝑋 (𝑎𝑡 ) = −
∑
𝑠∈𝑋 E[pos≻𝑠

(𝑅𝑡 (𝑠))], where

pos≻𝑠
(𝑐) is the position of CC 𝑐 in the ranking ≻𝑠 of the

seeker 𝑠;

• The chance of seekers to be recommended a CC of a un-

matching type, i.e., 𝜇𝑋 (𝑎𝑡 ) = −E[|𝑠 ∈ 𝑋 : 𝑡𝑠 ≠ 𝑡𝑅𝑡 (𝑠 ) |].

4 THE VIRTUAL EXPERIMENT

Interventions. The experiments are designed to compare the effects

of (i) reducing the level of bias (homophily) of seekers and (ii) mod-

ifying the visibility allocation system (VAS). First, we start with a

biased population of seekers with homophilic preferences and a

biased VAS and simulate the effects of reducing each. Since over-

coming user biases is a long-term process [31], next we investigate

whether systems that increase the visibility of protected CCs (i.e.,

have a negative level of bias, 𝑙 ) could overcome the inequalities re-

sulting from seekers’ biases. If so, we ask how much compensation

is needed in order to observe fair outcomes and whether there are

side effects.

Parameters. Although minimalistic, our model has a few fixed

and variable parameters which define the users and the environ-

ment (see Table 1). Since our model has randomness, we run each

parameter configuration with 500 distinct random seeds. We chose

this number to allow for reasonable run times while giving reliable

estimates of the outcome variables of interest. Therefore, we mea-

sure the results of the same experimental setup for different random

seeds. We report their mean and say two measures (e.g., the success
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Fixed parameters Values

Number of CCs (𝑛) 50

Number of seekers (𝑚) 1000

Protected attribute (𝑡𝑐 , 𝑡𝑠 ) ∈ {0, 1}

% protected (seekers and CCs) 25%

Varied parameters Values

Level of seekers’ bias (𝑏𝑠 ) ∈ [0, 1]

Fraction of biased seekers (𝑓 ) ∈ [0, 1]

Level of visibility allocation bias (𝑙 ) ∈ [−1, 1]

Visibility allocation system (VAS) (Biased) UR, PA, EPA

Table 1: Tabular description of model parameters and their

possible values during simulations.

of CCs with respect to the number of followers with and without

a given intervention) differ significantly if their means are at least

the sum of their standard deviations apart. We also performed a

sensitivity analysis that goes beyond the one reported in the up-

coming Results section. This showed that parameter variations (e.g.,

altering the level of bias of users) have a limited impact (e.g., only

slightly raises unfairness) and do not change the takeaways of the

paper. Additional sensitivity analysis is in our GitHub repository.

Choices around parameters. We emphasize that our model is a

schematic representation of the system and thus resembles models

focusing on understanding the causes of inequalities [46] more

than those focusing on predictions [39]. Despite this, we aimed

to ground our parameter choices within reality. First, we cen-

ter our results around PA, as prior work showed it is a realistic

network-formation process both in general [41] and specifically to

CC-centered platforms [43]. Second, none of the VAS alternatives

produce personalized recommendations; since the only matching at-

tribute is protected, doing so would mean purposefully transferring

the homophily of seekers into CC-discriminatory recommendation

functions. This goes precisely against current efforts of debiasing

RSs [11]. Third, the fraction of protected users varies with respect

to both the studied platform and the considered attribute [19], so

we chose an average value of 25%. We do not vary it within this

report as our sensitivity analysis showed only predictable changes

in the magnitude of the unfairness: Decreasing (increasing) the

size of the minority value exacerbates (diminishes) the inequalities,

especially for the top-quality CCs. Finally, prior work suggests that

the user biases depend on exposure and could thus be lowered

through interventions [17, 35]. Therefore, we model the biases of

seekers by two parameters, namely their level of bias (𝑏𝑠 ) and the

fraction of seekers who exhibit such a bias (which we denote by 𝑓 ).

5 RESULTS

Recommendation and moderation biases have a higher impact than

seeker biases. The first round of simulations investigates the effects

of seeker and visibility allocation system (VAS) biases on the degree

of unfairness for CCs. The results, which are depicted in Figure 1,

carry three important takeaways. First, they suggest that biases in

VAS pose more concerns about the level of unfairness than seekers’

biases. As expected, when neither the VAS nor any of the seekers

are biased, the level of unfairness is small. From that point onward,

increasing either the level of VAS bias 𝑙 or the share of homophilic

seekers 𝑓 produces unfairness. However, even when all seekers

have homophilic biases (𝑓 = 1) the level of unfairness is lower than

the one corresponding to an 𝑙 = 25% VAS bias. Second, and perhaps

surprisingly, when VAS are biased against protected CCs, reducing

the fraction 𝑓 of seekers with homophilic biases could exacerbate

the unfairness for CCs. The simplicity of the model allowed for an

interpretation of the cause: When fewer seekers are homophilic,

there are in particular fewer protected seekers who will not fol-

low unprotected CCs no matter how much extra visibility they

get. Those first two observations suggest that bias-reducing inter-

ventions in recommender systems and moderation are of higher

priority than those at the seekers’ level. Finally, out of the three

VAS, PA results in the highest levels of unfairness. While increas-

ing the popularity bias (EPA) seems to reduce group unfairness,

we know from prior work that doing so creates extreme levels of

individual unfairness for the top-quality CCs [25]. Combined, these

two findings support the increased push to look beyond accuracy

and aim for exploration, diversity, and a decrease in popularity bias

in RSs [22, 30, 36].

Seekers’ biases impact top- and bottom-quality CCs differently.

Next, we look at whether, depending on their quality, CCs are

affected differently by biases and interventions. Figure 2a shows that

higher rates 𝑓 of homophilic biased seekers significantly decrease

the average number of followers of the protected top-quality CCs,

while maintaining a similar number of followers for the remaining

CCs. VAS’s biases 𝑙 , however, lead to unfair outcomes for protected

CCs disregarding where they situate quality-wise (see Figure 2b).

The final plot of Figure 2 shows that reducing the fraction 𝑓 of

homophilic biased seekers when VAS are also biased (𝑙 = 0.5)

only decreases the average number of followers of protected CCs,

especially among the top-quality ones. This increases the level

of unfairness for protected CCs. On the other hand, reducing the

bias 𝑙 in allocation systems decreases the unfairness at the top

and eliminates the one for the remaining CCs. These results once

again suggest that interventions targeting recommendations and

moderation should come before those targeting the homophily of

viewers. Moreover, it shows that eliminating biases in recommender

systems and moderation could even lead to group fair results for

two-thirds of CCs.

Boosting the visibility of protected CCs could overcome seeker bi-

ases; however, outcomes are not fair with respect to all metrics. Figure 1

showed that the homophily of seekers leads to inequality even in

the absence of explicit biases in VAS. Moreover, it suggests that

interventions that increase the visibility of protected CCs (i.e., a

negative level of bias) could be used successfully to reduce unfair-

ness. The level at which the platform needs to intervene depends

largely on different factors, such as the level of popularity bias in

recommendations. What remains unknown is whether or not such

an intervention can lead to fair outcomes with respect to all three

metrics of CC fairness. The first plot in Figure 3 shows that an

intervention at a −25% level leads to a fair outcome with respect

to the average number of followers. However, the next plot shows

that while unfairness exists with respect to the allocated visibility

too, a −25% level intervention has limited effectiveness. More pre-

cisely, while the intervention helps reduce long-term unfairness,

it significantly disadvantages CCs from the unprotected group in
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Figure 1: Each plot shows the unfairness with respect to the average number of followers at convergence for different levels of

visibility allocation biases (𝑙) and different shares of seekers with homophilic biases (𝑓 ). Positive values (orange) correspond to

outcomes unfair for protected CCs, while negative values (blue) correspond to outcomes unfair for unprotected CCs. We show

the results for the three different VAS in increasing order of popularity biases. Throughout, biased seekers have medium biases

(i.e., 𝑏𝑠 = 0.5).

Figure 2: The bar plots show the impact of seeker and visibility allocation biases in producing unfairness (measured as

the average number of followers) in the top-quality third and lowest-quality two-thirds of the CC population. From left to

right, plots show (a) the effect of seeker population biases (𝑓 ) when recommendations are not biased (𝑙 = 0), (b) the effect of

recommendation biases (𝑙) when none of the seekers are biased (𝑓 = 0), and (c) starting from a scenario where all seekers are

biased (fifth point on the x-axis), the effects of reducing the fraction of biased seekers (progressing to the left) and of reducing

the level of visibility allocation bias (progressing to the right). All plots are for PA recommendations and whenever seekers are

biased, they have 𝑏𝑠 = 0.5.

the short term. Even more concerning, the last plot in Figure 3

shows that this intervention produces significantly lower chances

of unprotected CCs achieving a number of followers that reflects

the quality of their content, i.e., IF. This shows that interventions on

recommendation and moderation to overcome biases in the viewer

population are very sensitive to the chosen metric of fairness.

Seekers also benefit from bias-reducing interventions. Finally, we

acknowledge that in multi-stakeholder systems, the changes that

are beneficial for one party are not necessarily so for the others.

Therefore, Figure 4 presents unfairness from the perspective of

seekers. First and foremost, the analysis shows that, as for CCs,

whenever the system is unfair for protected seekers this unfairness

can be reduced through interventions that decrease existing biases

in VAS or give visibility boosts to the protected group. For example,

when 𝑓 = 25% of seekers are biased, advantaging the protected CCs

at 𝑙 = −25% level leads to a fair outcome for seekers with respect

to the search time needed to find the best CC (see Figure 4a). As

before, different levels of compensation are needed depending on

the considered metric. Second, different from CC unfairness, for

any of the three analyzed metrics, if the fraction 𝑓 of biased seekers

decreases, then seekers will generally experience higher levels of

fairness. Third, the imbalance in the population size is enough to

create considerable unfairness with respect to some metrics, even

when neither the VAS nor the seekers are biased (see Figure 4c).

While such unfairness could be overcome by boosting the visibility

of protected CCs (𝑙 < 0), this produces pronounced unfairness for

unprotected CCs on other metrics (see Figure 4b in comparison).

6 CONCLUSION

Our work focused on understanding how audience and visibil-

ity biases contribute to inequalities on platforms with popularity-

biased recommendations and moderation. Currently, content cre-

ators (CCs) and platform representatives do not agree on the preva-

lence of these two causes and the ways to overcome them. To aid
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Figure 3: We consider the scenario where a fraction 𝑓 = 0.75 of seekers are biased at a 𝑏𝑠 = 0.5 level, and recommendations are

made by PA. The plots show the impact of boosting the visibility of protected CCs in the VAS on (a) the average number of

followers, (b) the allocated visibility over time, and (c) the average chance of achieving an IF outcome.

Figure 4: The plots show the impact of the fraction of homophilic biased seekers (𝑓 ) and the level of visibility allocation bias

(𝑙) on the fairness of seekers with respect to (a) the number of timesteps until seekers find the best CC according to their

preference, (b) the average position of the recommended CC in the ranking of the seeker, and (c) the average number of

timesteps the seeker was recommended a CC of a matching type. All plots are for PA recommendations and 𝑏𝑠 = 0.5.

this debate, we contributed to a better understanding of the sys-

tem by building on prior literature on algorithmic fairness and

defining several metrics of group fairness, which we monitored

in subsequent simulations. Consistent with the beliefs of CCs, our

results suggest that, when existing, biases in recommender systems

and moderation pose a greater risk than the one due to the share

of homophilic-biased viewers, and should thus be addressed first.

However, as suggested by platforms, user biases and population

imbalances could alone lead to unfairness, thus potentially mak-

ing the visibility allocation seem biased. Fixing such unfairness

by boosting the visibility of protected CCs is complicated: Even

when it is optimally designed with respect to one metric, signifi-

cant unfairness could remain or be created with respect to others.

The safest solution from the platform’s perspective is to decrease

popularity biases: While this solution does not eliminate unfairness

when users have homophilic bias, our results indicate it will gener-

ally reduce it. Finally, we investigated fairness for the audience and

confirmed that interventions that improve fairness for CCs would

generally also improve it for seekers.

We emphasize that our primary goal was to understand the driv-

ing mechanisms of this complex process. Thus, we leveraged a sim-

ple (but realistic [43]) model, which still allowed us to understand

how inequalities in CC-centered platforms depend on the charac-

teristics of the visibility allocation system as well as on the levels

of bias within this system and within the viewer population (ho-

mophilic preferences). Despite its advantages (e.g., interpretability,

allowing for causal inferences), our methodology also presents lim-

itations and opportunities for future work. First, the model would

benefit from additional data validation. While the original unidi-

mensional model was corroborated with real datasets [43] and the

extension to the multidimensional setting was, as mentioned in the

text, based on prior theories, we did not directly use real-world

data. Second, preserving the simplicity of the model required var-

ious simplifying assumptions. At the user level, we assume, for

instance, the existence of a single binary-protected attribute, an

agreement on the evaluation of same-type users, and consistency

in the quality of the content created by each CC. At a platform

level, examples include using non-personalized recommendations,

making one recommendation per iteration, and grouping all factors

that drive the formation of recommendations into a single function

(i.e., the visibility allocation function). While departing from these

assumptions would make our model more realistic, it would also

require integrating several additional parameters. Doing so would

likely compromise some of the clarity resulting from the simplicity

of the model, require careful calibration of parameters to avoid mod-

eling errors, and run into the risk of an overfit to one platform as it

currently is designed, thus reducing the transferability of results.

Hence, while we believe that such details would be valuable for
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an in-depth analysis of specific platforms and methodologies, we

opted to start with the most simple model that could still provide

an overview of the most important roots of unfairness on platforms

centered around CCs. Third, the simplicity of the model did not

allow for comparisons of specific technical solutions to decrease

biases. More precisely, when we analyze interventions, we do not

investigate how efficient particular interventions are at reducing

seeker biases or visibility allocation biases. Instead, we refer to

the existing literature on such debiasing method [11, 17, 35] and

explore how the efficacy of these methods affects inequalities in

outcomes.

With these limitations noted, we believe our model and simula-

tions already provide an initial understanding of the role played by

biases of platforms and viewers on the final level of group fairness

for content creators. Addressing the limitations could lead to valu-

able future work that enriches our understanding of CC-centered

platforms; examples include extending the model to account for

multiple non-binary protected attributes (e.g., both gender and race,

thus allowing the study of potential issues arising at the intersection

of multidimensional identities [8, 21]), evaluating more realistic rec-

ommendation algorithms together with specific technical solutions,

and using suitable datasets for the calibration and evaluation of

more elaborated models. Altogether, we believe this work shows the

potential of leveraging cross-domain expertise (complex networks,

recommender systems and moderation, prior work in psychology

and sociology, agent-based modeling and simulation) in order to get

insight into the long-term effects of algorithms and interventions

in complex sociotechnical systems.
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