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ABSTRACT

Task offloading has become a key term in the field of immersive

media technologies: it can enable lighter and cheaper devices while

providing them higher remote computational capabilities. In this

paper we present our TCP-based offloading architecture. The ar-

chitecture, has been specifically designed for immersive media

offloading tasks with a particular care in reducing any processing

overhead which can degrade the network performance. We tested

the architecture for different offloading scenarios and conditions

on two different wireless networks: WiFi and 5G millimeter wave

technologies. Besides, to test the network on alternative millime-

ter wave configurations, currently not available on the actual 5G

millimeter rollouts, we used a 5G Radio Access Network (RAN)

real-time emulator. This emulator was also used to test the offload-

ing architecture for an simulated immersive user sharing network

resources with other users. We provide insights of the importance

of user prioritization techniques for successful immersive media

offloading. The results show a great performance for the tested im-

mersive media scenarios, highlighting the relevance of millimeter

wave technology for the future of immersive media applications.
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• Networks → Network experimentation; Network perfor-
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1 INTRODUCTION

Immersive media technologies aim to enable new manners for hu-

mans to interact with the real world, virtual objects and scenarios,

and with each other, being Virtual (VR) and Augmented Reality

(AR) the best known examples of such technologies. VR can be

defined as the ecosystem of technologies which allows humans to

fully immerse in a virtual scenario being completely or partially

isolated from the real world. On the other hand, the goal of AR is to

incorporate virtual objects to the local reality allowing new means

of interacting with the real world. Between these two boundary im-

mersive technologies, there are other solutions which provide other

level of immersiveness such as Distributed Reality (DR) [31]. The

goal of DR is to merge different remote local realities into one single

shared immersive experience, which requires the local scenarios to

be captured, understood, segmented and shared, considerably in-

creasing the technological complexity. The evolution of immersive

solutions can pave the road for novel use cases and applications in

fields such as education, industry or human to human interactions.

The interest in immersive media technologies has exponentially

increased over the last decade, recently boosted by the announce-

ment of Facebook targeting a new manner of social interaction

in what they called the Metaverse 1. The increased interest has

produced a huge investment in these technologies, which has en-

abled lighter and more affordable devices, and novel algorithms,

improving the overall immersiveness and user experience. The in-

creased investment in VR technologies have enable devices with

unmatched levels of resolution: Varjo XR-3 2 provides a visual res-

olution of 70 pixels per degree, comparable to the human eye’s

resolution. However, ultra-high resolution is not the only key fac-

tor for a successful VR experience: the sense of embodiment is

crucial as it heavily affects VR’s user experience [15] and requires

demanding state of the art algorithms such as hand tracking or

1https://about.facebook.com/
2https://varjo.com/products/xr-3/
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scene recognition. Similarly, AR applications should not only ren-

der high resolution virtual content, but accurately and seamlessly

place it on the top of the real scenario. Thus, the real scenario has

to be analyzed accurately in real-time. This process requires com-

plex and demanding algorithms such as semantic recognition and

segmentation, hand tracking, or 3D reconstruction. While there

are already some examples of these algorithms [33][8] running in

real-time in high-end hardware, these implementations can not

run in real-time in wireless AR devices. Expanding the current

boundaries of immersive technologies requires the usage of high-

end hardware with powerfull GPUs for real-time rendering and

machine learning (ML) processing. Consequently, the most tech-

nologically advanced immersive devices are still tethered, bulky,

uncomfortable and expensive. The release of the fifth generation of

telecommunication networks (5G) have brought the exploration of

distributed solutions for immersive technologies as an enabler of

wireless, lighter, and more affordable devices while increasing the

overall immersiveness and user experience. The goal is to offload

some or all of the heavy processing tasks to a nearby server increas-

ing the available computing power while reducing the immersive

device processing requirements. Both AR and VR devices handle

intense data rates in a limited span of time: the update rate must be

kept above 60 Hz to ensure a successful experience and avoid any

discomfort, such as motion sickness, to the user [34]. Consequently,

successful task offloading for VR and AR applications requires a

robust network which can satisfy the extremely tight latency and

throughput requirements. 5G’s enhanced mobile broadband (eMBB)

and ultra-reliable low-latency communication (URLLC) services

provide high throughput and extremely low latency which can

enable offloaded immersive solutions. The network architecture

must ensure low-latency communication along the entire offload-

ing pipeline: this can only be achieved by placing the processing

servers, referred as multi-access edge computing (MEC) systems in

5G, as close as possible to the immersive device.

Both AR and VR offloading have been previously studied from

a theoretical point of view. In [7], [5] and [19] different resource

allocation schemes and procedures for successful VR offloading

are described. Furthermore, in [26], the authors propose the use

of different slicing schemes to efficiently exploit both URLCC and

eMBB services to achieve the throughput and latency VR offloading

requirements. Some studies [17] aim to apply ML approaches to

optimize the resource usage toward low latency and reliable VR

offloading schemes. Finally, the usage of millimeter wave spectrum

is theoretically studied in [10] for VR offloading, in which the au-

thors concluded that up to 4 immersive users could be successfully

provided with sufficiently high throughput and low latency using

a single millimeter wave access point.

Fully immersive applications must provide the users with a high

sense of embodiment and presence [21], which requires complex al-

gorithms such as hand tracking or egocentric human segmentation

[12]. The theoretical network requirements, in terms of latency and

downlink and uplink throughput, for successfully offloading some

or all of these and other complex algorithms in different scenarios

are proposed in [22].

PolypNode 1
Alga: /service/C

Alga: /service/A

Node 0
Alga: /service/A

Alga: /service/B

Node 2
Alga: /service/B

Alga: /service/C

Node 4Alga: /service/D

Node 3
Alga: /service/F

Alga: /service/A

Node 5
Alga: /service/D

Alga: /service/F

Figure 1: Simple example of a distributed system imple-

mented with the architecture main components: Alga and

Polyp.

2 OFFLOADING ARCHITECTURE

On the other hand, it is seldom to find research examples of dis-

tributed implementations or theoretical studies for AR offloading.

A relevant survey of AR offloading is [28], in which the authors

thoroughly describe the main offloading requirements for mobile

AR continued by the description of different possible offloading ar-

chitectures for a set of relevant use cases. The requirements of each

AR offloading use cases are given as a whole, rather than analyzing

the individual requirements of each involved algorithm. On the

other hand, in [23] the authors analyze the requirements, in terms

of throughput and latency, for each individual relevant AR algo-

rithm while describing the network architecture and configuration

which can fulfill such requirements in a set of scenarios.

While most of the state of the art has focused on the theoretical

study of possible architectures and their requirements for success-

fully offloading immersive applications in 5G or beyond. Some

relevant research examples have actually implement, describe an

test different offloading architectures. In [14] the authors proposed

an efficient offloading architecture specifically optimized or mo-

bile AR. Besides, authors in [18] propose an offloading architecture

carefully designed towards energy consumption reduction. Finally

in [25], a reinforcement-learning self-optimizing distributed of-

floading architecture is proposed. However, none of these research

examples focused on thoroughly bench-marking their proposed

architectures in terms of provided throughput and latency.

In this paper we describe our novel yet simple offloading archi-

tecture from a practical point of view. Besides, we present field

results of our offloading architecture for different scenarios and

offloading algorithms. We aim to give a practical overview of a

functional offloading implementation and present some prelimi-

nary results while highlighting what other improvements are still

required both from the network and the architectures sides. The

main contributions of the paper are listed below:

• Design and implementation details of our novel offloading

architecture: built on top of the TCP protocol. The proposed

architecture handles multiple streams from different users,

allowing concurrent offloading services and traffic routing

while aiming for a low latency and reliable data exchange.

• Description of the experimental approach for testing our

architecture in different offloading scenarios and wireless

networks: we describe the set of experiments we carried out
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Fi g u r e 2:  A di st ri b ut e d o ffl o a di n g i m pl e m e nt ati o n f o r i m m e r si v e a p pli c ati o n s  u si n g t h e p r o p o s e d a r c hit e ct u r e a n d 5 G.

t o s h o w t h e p erf or m a n c e of b ot h o ur ar c hit e ct ur e a n d t h e
n et w or k its elf.  T h e  m ai n g o al of t h es e e x p eri m e nts is t o s h o w
w h at c a n c urr e ntl y b e a c hi e v e d a n d  w h at is still l a c ki n g fr o m
b ot h t h e n et w or k a n d ar c hit e ct ur e.

• Bri ef pr es e nt ati o n of t h e o bt ai n e d r es ults:  w e s h o w a n d a n-
al y z e t h e o bt ai n e d r es ults, p a vi n g t h e gr o u n d f or f ut ur e r e-
s e ar c h ers.

T h e  m ai n g o al of t h e i m pl e m e nt e d ar c hit e ct ur e is t o e ns ur e a
r eli a bl e, s c al a bl e a n d fl e xi bl e o ffl o a di n g t o ol o pti mi z e d f or l o w l a-
t e n c y c o m m u ni c ati o n.  We u n d erst a n d t h e pr o p os e d ar c hit e ct ur e
as a s er vi c e pr o vi d er f or i m m ersi v e  m e di a a p pli c ati o ns: t h e ar c hi-
t e ct ur e b a c k- e n d pr o vi d es a s et of s er vi c es t o  w hi c h t h e i m m er-
si v e d e vi c e s u bs cri b es t o.  C o ns e q u e ntl y, t h e d at a fl o w f oll o ws a
p u blis h er-s u bs cri b er a p pr o a c h,  w hi c h f a cilit at es t h e diss e mi n ati o n
of t h e i nf or m ati o n i n distri b ut e d s yst e ms [ 6 ] as t h e o n e  w e ar e
pr o p osi n g.  We r ef er as n o d es t o e a c h i n di vi d u al c o m p o n e nt of t h e
distri b ut e d ar c hit e ct ur e  w hi c h s u bs cri b es or p u blis h es t o a n a v ail-
a bl e d at a c h a n n el (s e e Fi g. 1 ).  T h e a v ail a bl e d at a c h a n n els a d v ertis e d
b y ot h er n o d es ar e r ef err e d as t o pi cs.  O ur ar c hit e ct ur e is c o m p os e d
of t w o  m ai n c o m p o n e nts  w hi c h ar e i n c h ar g e of e ffi ci e ntl y distri b ut-
i n g t h e i nf or m ati o n b et w e e n t h e di ff er e nt n o d es:

• Al g a: is t h e c or e c o m m u ni c ati o n c ust o m li br ar y  w hi c h all o ws
t h e dir e ct d at a e x c h a n g e b et w e e n n o d es.  Al g a all o ws a n o d e
t o p u blis h or s u bs cri b e t o o n e or  m or e t o pi cs, h a n dli n g t h e
d at a r e c e pti o n a n d tr a ns missi o n.

• P ol y p: is t h e tr a ffi c r o uti n g a g e nt  w hi c h  m a ps t h e p u blis h ers
wit h t h eir c orr es p o n d e nt s u bs cri b ers. P ol y p r e c ei v es p u b-
lis hi n g or s u bs cri bi n g p etiti o ns fr o m t h e c o n n e ct e d n o d es
a n d r o ut es t h e tr a ffi c a c c or di n gl y: it r e c ei v es p a c k ets fr o m
t h e n o d es, c h e c k t h eir d esti n ati o n a n d r o ut e t h e m t o all t h e
t ar g et e d n o d es.  C o ns e q u e ntl y, p ol y p h as t o b e d esi g n e d a n d
i m pl e m e nt e d t o e ns ur e hi g h d at a  m a n a gi n g e ffi ci e n c y t o
a v oi d a n y u n n e c ess ar y d el a ys.

T h e i d e a of t h e pr o p os e d ar c hit e ct ur e is t h at t h e p ot e nti al of-
fl o a d e d al g orit h ms ar e o ff er e d b y a  M E C or a distri b ut e d s yst e m
of pr o c essi n g s er v ers as s er vi c es. E a c h of t h e o ff er e d s er vi c es h as
t w o u ni q u e t o pi cs assi g n e d, o n e f or t h e i n p ut a n d o n e f or o ut p ut.
E a c h i m m ersi v e a p pli c ati o n c a n p u blis h t h eir s e ns or d at a t o ar bi-
tr ar y s er vi c es, a n d c a n s u bs cri b e t o t h eir o ut p ut usi n g t h eir u ni q u e

o ut p ut t o pi c (s e e Fi g. 2 ).  Wit h t his a p pr o a c h n ot o nl y t h e s c al a bil-
it y of t h e pr o p os e d pi p eli n e is e ns ur e d b ut it als o si m pli fi es t h e
i m pl e m e nt ati o n e ff orts f or t h e i m m ersi v e a p pli c ati o ns pr o vi d ers.

T o k e e p t h e c o m m u ni c ati o n l at e n ci es l o w, t h er e s h o ul d b e at l e ast
o n e P ol y p i nst a n c e r u n ni n g as cl os e t o t h e  M E C a n d t h e s er vi n g
b as e st ati o n as p ossi bl e. P ol y p is i n c h ar g e of r o uti n g t h e tr a ffi c fr o m
a n d t o t h e s er vi c es r u n ni n g i n di ff er e nt i nst a n c es  wit hi n t h e n e ar b y
M E C.  B esi d es, o ur ar c hit e ct ur e is d esi g n e d t o h a n dl e ot h er s er vi c es
w hi c h d o es n’t r e q uir e r e al-ti m e pr o c essi n g: f or t h es e s er vi c es, P ol y p
c a n c o m m u ni c at e  wit h ot h er P ol y p i nst a n c es t hr o u g h t h e i nt er n et.
I n t his s c e n ari o, t h e i m m ersi v e a p pli c ati o n c a n str e a m t h eir s e ns or
d at a t o f urt h er s er v ers t o d o n o n r e al-ti m e h e a v y pr o c essi n g, s u c h
as p h ot o gr a m m etr y r e alisti c r e c o nstr u cti o n [ 2 0 ].  C o ns e q u e ntl y, t h e
pr o p os e d ar c hit e ct ur e c a n si m ult a n e o usl y h a n dl e r e al-ti m e a n d n o n-
criti c al s er vi c es usi n g t h e s a m e pr ot o c ol a n d d at a fl o w.  A si m pl e
r e pr es e nt ati o n of t h e pr es e nt e d o ffl o a di n g s c e n ari o o n a n e x a m pl e
5 G n et w or k is d e pi ct e d i n Fi g. 2 .

2. 1  Al g a: I m pl e m e nt ati o n  D et ail s

Al g a is i m pl e m e nt e d as a r eli a bl e p u blis h er-s u bs cri b er c o m m u ni c a-
ti o n li br ar y b as e d i n  T C P pr ot o c ol.  We d e ci d e d t o us e  T C P r at h er
t h a n  U D P or ot h er  U D P- b as e d pr ot o c ols t o pri oriti z e r eli a bilit y o v er
m a xi mi zi n g t h e t hr o u g h p ut. I n b ot h  A R a n d  V R l ost fr a m es s u p p os e
a gr e at d e gr a d ati o n of t h e us er e x p eri e n c e, s p e ci all y f or t h e  m ost
l at e n c y- criti c al al g orit h ms s u c h as  V R r e n d eri n g or h a n d s e g m e nt a-
ti o n.  Al g a is i m pl e m e nt e d usi n g a  w ell- k n o w n a n d  w ell d o c u m e nt e d
T C P- b as e d c o m m u ni c ati o n li br ar y:  Z er o M Q 3 .  Z er o M Q h as b e e n
wi d el y t est e d a n d b e c h m ar k e d, s h o wi n g o utst a n di n g p erf or m a n c e
b ot h i n t er ms of l at e n c y a n d t hr o u g h p ut [ 2 9 ].

Z er o M Q all o ws t o si m pl y c o n n e ct t o a n ar bitr ar y e n d p oi nt or
bi n d t o a s o c k et a n d st art r e c ei vi n g a n d s e n di n g d at a t hr o u g h t h at
p ort.  Bi n di n g is a k e y f u n cti o n alit y as it all o ws t o list e n t o all t h e
p a c k ets c o mi n g t hr o u g h a n ar bitr ar y p ort r e g ar dl ess t h e e n d p oi nt
s o ur c e.  B esi d es,  Z er o M Q alr e a d y all o ws t o c o n fi g ur e p orts as p u b-
lis h ers or s u bs cri b ers, dis c ar di n g t h e r e c ei v e d p a c k ets  w hi c h d o n ot
c orr es p o n d t o t h e s u bs cri b e d t o pi c.  T his f e at ur e, c o m bi n e d  wit h t h e
bi n di n g c a p a biliti es, all o ws a f ast i m pl e m e nt ati o n a n d a n o pti m al
p erf or m a n c e as it dis cri mi n at es t h e p a c k ets c o mi n g t o a bi n d p ort
b y t o pi c, a v oi di n g a n y e xtr a pr o c essi n g o n t h e bi n di n g si d e.

3 htt ps:// z er o m q. or g/
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Figure 3: Left: Detailed structure of our custom packets. Right: Schematic simplified representation of Polyp’s internal design.

We have implemented three types of publishers/subscribers,

which use different kinds of custom packets. All of the packets

are divided into three sub-packets: topic, header, and data. The

topic is a simple string with the topic to which the socket is sub-

scribed or publishing to. The header includes relevant metadata:

packet id, timestamp, byte size, and a free field for other metadata,

see Fig. 3 for a detailed structure of our packets. The header and

data changes depending on the publisher/subscriber type:

• Picture: it allows to publish or subscribe to three or four

channels color images. It implements JPEG encoding and

decoding capabilities, and is able of transforming the im-

age data to bytes, and reconstructing the image when re-

ceived. The header in this case also adds the image metadata:

height, width, channels, and codification format. The data

sub-packet includes the image (encoded or not) bytes.

• Unsigned 8 Bits Picture: is specifically designed for semantic

segmentation algorithms offloading, in which the result is a

single channel 8 bits frame. The implementation also allows

single channel JPEG encoding and decoding. The header in

this case removes the channel information as it is no longer

required.

• Metadata: this type is designed to transmit metadata such as

configuration information, position and orientation updates

or the result from algorithms such as object tracking which

outputs just positions, orientations and sizes. The header in

this case is the originally described one. The data in this case

is sent as regular strings.

While ZeroMQ is originally design to block the main thread

when receiving or sending data, we have built both the publish-

ers and subscribers to allow both synchronous and asynchronous

communication. In the synchronous mode, both the receiving and

sending steps block the main process. In the asynchronous mode,

we create an independent thread for each opened socket so that

that receiving and sending steps do not block the main process.

Besides, we have implemented and efficient callback system for the

subscribers. Any custom method can be attached to such callback

to handle the income messages at will.

2.2 Polyp: Implementation Details

Polyp has been designed to efficiently route traffic coming from a

socket to another arbitrary socket. The main logic is implemented

using ZeroMQ, as it provides sufficiently low latencywith extremely

low processing overhead [29]. Besides, the topic discrimination and

binding capabilities already implemented by ZeroMQ facilitates the

implementation of Polyp. Polyp binds to a set of arbitrary ports

to which the nodes and services connect to receive or send data

through an arbitrary topic, and the packets are discriminated by

topic automatically by ZeroMQ.

The key component of Polyp is the mapping between the topics

and destination ports. When a new service or node is added to the

system, Polyp receives the relevant information: subscriber/publisher(s)

topic(s) and the correspondent endpoint(s). Polyp then maps these

topics with such ports so it only requires the topic information

from the incoming packets to correctly route them, see Fig. 3 for

an schematic representation of Polyp’s inner processes.

3 EXPERIMENTS AND RESULTS

While architecture has been already tested in field VR offloading

scenarios in wireless networks [13], we wanted to benchmark our

architecture in different scenarios and wireless networks. Conse-

quently, we designed our experimental setup to test a wide range

of combination of scenarios and offloaded algorithms. With this

experiments, we aim to understand the current limitations of our

implementation and study how we and other researchers can move

toward an even more optimal offloading solution.

We focused in three main offloading scenarios. In all the cases,

the uplink feed is the sensor data, which we consider to be just a

single camera feed. The main difference between the scenarios is

the resulting data, which is sent back through the downlink stream

to the device:

• Scenario A - Full offloading: in this scenario the donwlink

side is composed by the rendered frame, which is sent back

to the device. This is the most latency-critical scenario, as

lost or late frames can produce nausea or discomfort to the

user.
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Table 1: Decomposition of the source and results frame size used in each experiment.

A - Rendering Offloading B - Segmentation Offloading C - Metadata Offloading

UL DL UL DL UL DL

Pixels Mbits Pixels Mbits Pixels Mbits Pixels Mbits Pixels Mbits Mbits

R1 3840x2160 8.14 3840x2160 8.14 1920x1080 2.81 1920x1080 2.09 1920x1080 2.81 <0.001

R2 960x540 1.00 3840x2160 8.14 960x540 1.00 960x540 0.83 960x540 1.00 <0.001

R3 540x270 0.35 1920x1080 2.81 540x270 0.35 540x270 0.32 540x270 0.35 <0.001

• Scenario B - Real-time segmentation offloading: in this case,

the downlink stream includes the individual frames resulting

from the segmentation algorithm.

• Scenario C - Light downlink algorithms: some heavy algo-

rithms, such as object tracking [27] or simultaneous localiza-

tion and mapping (SLAM) [9], only output some metadata

as the only results. This metadata is sent back to the device.

The last two scenarios are less restrictive in terms of latency

if their implementation include any latency correction algorithm,

allowing to have end to end latencies above the sampling rate

period. Even though we plan to extend the functionality of the

architecture to support other transport protocols, such as UDP and

RTP which can be specially optimal for some of the offloading

scenarios, we just focus on the current implementation which relies

on TCP. Similarly, we consider offloading scenarios in which the

frames, both the source (uplink frame sent from the client) and

result frames (downlink frame sent from the offloading server),

are sent individually. However, we plan to extend, as a short term

future step, the presented results by testing other packetization

and encoding/decoding schemes more optimal for video streaming,

such as RTP in combination with High Efficiency Video Coding

(HEVC) techniques. Eventhough current AR and VR devices already

include time warping capabilities to reduce the effects or rendering

delays or jitter, its still crucial to decrease latencies to the minimum,

specially in scenario A. The greater this latencies are, the harder

it is for the time warping algorithm to overcome its effect. If the

offloading architecture adds extra latency, the correction effect of

the time warping algorithm would decrease, so we aim for the

architecture to not add extra frames of latency which could degrade

the experience even if time warping is available.

We decided to test the selected scenarios in three different net-

works to understand how our architecture adapts to their partic-

ularities. Our goal is to understand the limitations of both our

architecture and the network in each offloading scenario:

1 WiFi: we decided to test our architecture on a WiFi network

as this technology is well stablished as the most used wire-

less network for indoor tasks. The outstanding performance

of the newest releases, such as the release 802.11ax which

allow throughputs way higher than 1 Gbps [4], allow user

to be considered as a viable network for immersive media of-

floading. In our experiments we use a Netgear R6400 router.

2 Millimiter Wave (mmW) 5G Network: mmW technology is

considered to become one of the key enablers of novel tech-

nologies, including VR and AR offloading, over the coming

years. Consequently, we decided to test our architecture on a

mmW prototype we have access to. The setup we used incor-

porates 8 subcarriers with 100 MHz of bandwidth each. It is

configured with numerology 3 which corresponds to a carri-

ers sub-spacing of 120 KHz. Only two of the available subcar-

riers are configured to allow uplink traffic, using a 1UL:4DL

(1 uplink slot granted for every 4 downlink slots assigned)

TDD configuration. We used the Askey RTL6305 mmW mo-

demwhich, by the time we carried out the experiments, were

not capable of aggregating the uplink subcarriers. Conse-

quently, on the uplink side only 100 MHz of bandiwdth with

TDD 1UL:DL were available. The experimental setup is using

256-QAM modulation. Millimiter wave communication is a

recently introduced technology which is still in a very early

stage, both from the modems and base station sides. How-

ever, we still considered relevant for the research ecosystem

to test the architecture on our mmW setup as we could gain

insights on how to optimize our architecture for the future

of this groundbreaking telecommunication technology.

3 5G-RAN Emulator: we decided to use our in-house devel-

oped 5G-RAN emulator[11] to test the networkwith different

and currently not possible configurations. More specifically,

mmW possible configurations are still limited, constraining

the uplink scheduling grants. Besides, mmW commercial

modems haven’t reached their full potential yet. For this rea-

son, we have decided to emulate in real-time a mmW base

station with optimal configuration parameters. The used

emulator captures IP packets using Netfilter Queues [24].

These IP packets are sent to the emulator in real-time, which

queue them and models what happen with these packets

(drop or release) and when. The emulator accurately models

the RLC, PDCP, MAC and Physical Layers from a system

perspective using the models and implementation details

described in the specifications [2][1][3]. The main goal is to

emulate, with a high level of accuracy, how our architecture

performs on a mmW setup better configured and optimized

for both uplink and downlink communication. Besides, the

emulator allow to model other latencies such as the link la-

tency between base station and a nearby MEC. The emulator

runs on a Aorus Laptop with 16 GB of RAM and an Intel®

Core™ i7-10870H CPU @ 2.20GHz × 16.

3.1 Architecture Setup

We decided to test an architecture setup in which a device is offload-

ing an algorithm to a MEC. The MEC has several offloading services

available, and an instance of Polyp runs on it, handling and routing

the income data to and from the target service. Fig. 4 depicts the

architecture setup and data flow we have used for the experiments.
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Figure 4: Detailed data flow of the used experimental setup.

Table 2: Summary of each network setup’s Iperf performance.

1 - WiFi 2 - mmW 3 - 5G-RAN Emulator

DL (Mbps) UL (Mbps) Ping (ms) DL (Mbps) UL (Mbps) Ping (ms) DL (Mbps) UL (Mbps) Ping (ms)

∼200 ∼200 <4 ∼3000 >80 <12 >3500 >1500 6

Even though we are aware of the importance of the selected pack-

etization schemes or video encoding/decoding techniques to the

overall behavior of the architecture, our main goal for the proposed

experiments is to benchmark the throughput and latency capabili-

ties of our implementation. Consequently, we decide to send the

frames individually and remove all the processing overhead non

related to the architecture itself, such as the encoding and decoding

steps. Therefore, we used the same 4K (3840𝑥2160) ten seconds

video for all the experiments. We resized each frame of the video to

resolutions 2, 4 and 8 times smaller than the original, for a total of

4 videos. Then, we encoded each frame of each video to JPEG and

store them in memory. These files are used both in the server and

client to load the frames that are sent each time. The same process

is done for the frames corresponding to the resultant segmentation

mask in the offloading scenario B: each frame is offline masked,

according to a random color mask, and encoded to single channel

JPEG. The process is repeated for the 4 chosen resolutions.

While the architecture is also prepared to receive and send pack-

ets asynchronously, to isolate and fairly evaluate each individual

frames transmission, the data flow is synchronous (see Fig. 4) and

follows the next scheme:

• When the result from the previously transmitted frame is

received, the client takes an encoded frame from the stored

files and send it through its publisher to an arbitrary port.

• Polyp, running in the same machine as the server, receives

the packet and retransmits it to the receiving port to which

the target service is attached.

• The target service receives the packet on the subscriber. In

this case, we use a dummy service which just discards the

packet and immediately loads an encoded frame from the

previously created files and send it back to the client. If we

are on the offloading scenario C, only random metadata of

fixed size (360 bytes) is sent back.

• Polyp re-routes the received reply from the server to the

correspondent receiving port on the client side.

• The client receives the reply, discards it, log the round trip

time and uplink and downlink frame sizes, and re-initializes

the loop.

3.2 Polyp Evaluation

The first step was to evaluate the overhead introduced by Polyp’s

packet routing. As we consider Polyp to be running in the MEC

which is offering different offloading service, we can assume Polyp’s

routing is done on the local host network. Consequently, we de-

cided to run the the entire proposed experimental pipeline in the

same computer for different source and result frames and trace the

overhead latencies added by Polyp. We repeated the experiments 4

times, one for each resolution. In all the 4 rounds of experiments,

the time overhead mean was in all cases smaller than 1 ms.

After this simple experiment we can conclude that in this type

of setup, in which Polyp is running in the same machine as the

offloading services, there is no relevant time overhead added by

Polyp. Therefore, in the following experiments we do not use Polyp

to route the packets to the dummy server, and we directly connect

or bind the server’s and client’s publishers and subscribers.

3.3 Alga Results

We didn’t evaluate all the possible combinations of source and

results frames. On the contrary, we chose only the most representa-

tive combinations, shown in Table 1. The sizes shown in Table 1 are

the mean sizes of all the JPEG-encoded frames with the given reso-

lution. As the in scenario B the downlink frames are single channel

JPEG-encoded masks, we can observe their sizes to be smaller than

the ones with same resolutions in the other scenarios. We have

three different resolution setups for each scenario. Table 1 defines

the IDs for each experiment, being R1, R2 and R3 the 3 resolution

combinations for each offloading scenario, A, B or C.

We also analyzed the base performance of both the WiFi and

mmW setups. We used iperf 4 to estimate the TCP throughput

capabilities. We let the test run for 100𝑠 in each setup, with no

other users connected. In the emulator case, we assumed a one

way latency between the core and the MEC of 3𝑚𝑠 . The emulator

is configured exactly as the actual mmW setup, but assuming the

1UL:4DL TDD configuration is extended along the 8 subcarriers,

and the modem is capable of performing carrier aggregation. This

4https://iperf.fr/
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(a) (b)

Figure 5: Example of the estimated pdf (in orange) for the obtained round trip times histograms in milliseconds (in blue) for

two arbitrarily chosen examples: Scenario A and resolution R2 for both WiFi (a) and the mmW base station setup (b).

configuration multiplies by 8 the actual uplink throughut capabili-

ties of the actual mmW experimental setup. The simulated modem

is placed 50 meters away from the base station. This configuration is

used in all the emulated experiments. The summary of the achieved

TCP performance on Iperf in the three cases is shown in Table 2.

The ping values measurements were taken with empty buffers.

We are using the same set frames along the duration of each

experiment. As a consequence, we only need to focus on the mea-

sured round trip time (RTT) latency on the application layer. For

each experiment, we transmitted both ways a total of 10000 frames

through the architecture. In each iteration, the round trip time was

measured and saved for later analysis. We decided to obtained the

RTT latencies’ probability density functions for each experiment,

giving a statistical view of the RTT performance of our architecture.

By a quick inspection, our intuition indicated that the PDF fol-

lowed a Gamma distribution [30] with a certain time offset. This

intuition matches the fact that any delay in a communication net-

work is defined by a minimum value (the offset), which is caused

by physical and computing limitation factors, with a greater oc-

currence in the delays close to the offset and some values with a

much lower occurrence in higher delays. Besides this, our intuition

was supported by a study on the prediction of RTT for wireless net-

works [32]. Below, you can find the definition of the offset Gamma

distribution:

𝑓𝑋 (𝑥, 𝑥𝑖 , 𝛼, 𝜃 ) =
(𝑥 − 𝑥𝑖 )

𝛼−1𝑒−(𝑥−𝑥𝑖 )/𝜃

𝜃𝛼Γ(𝛼)
,with Γ(𝛼) =

∫ ∞

0

𝑡𝛼−1

𝑒𝑡
𝑑𝑡,

(1)

with 𝛼 a shape parameter, 𝜃 the scale parameter, 𝛽 the inverse

of the scale parameter, and 𝑥𝑖 the offset. These are the parameters

that need to be adjusted given the input data. We found that 10000

iterations was enough to accurately adjust an offset Gamma PDF,

for each experiment, from the RTTs histogram. To adjust the pdf,

we defined an optimization function of the following type:

min
𝑥𝑖 ,𝛼,𝜃

∑︁
𝑥

|𝑓𝑋 (𝑥, 𝑥𝑖 , 𝛼, 𝜃 ) − ℎ𝑋 (𝑥, 𝑠) |, (2)

where ℎ𝑋 (𝑥, 𝑠) is the histogram adjusted to the x axis of the

PDF and the experiment 𝑠 . The optimization problem was solved

using Matlab. Fig. 5 shows the obtained RTT histograms and their

estimated PDFs from two of the presented experiments. We can

observe a great level of agreement between the theoretical PDF and

the histogram after solving the optimization problem defined in Eq.

2.

Apart from this, the mean and variance of the RTT have been

calculated, since these statistic parameters are the simplest that

characterize any distribution, and can be applied with a good agree-

ment for Gamma distributions. The obtained RTT metrics for each

resolution and scenario combination and wireless technology ex-

periment is shown in Table 3. Besides, and to show when most of

the frames arrives on time in each scenario and wireless technology,

we estimated the 95th percentiles shown also in Table 3. Aiming

to give a visual insight of the results we built Fig. 6 which depicts

the bar plot of the mean and variance RTT from each experiment.

Notice that we have added two thresholds in Fig. 6: one is delim-

iting the maximum RTTs which support hard real-time and the

other referring to the soft real-time deadline. We understand hard

real-time as the process in which the total end to end latency, in-

cluding the processing overhead, is smaller than the frame update

period (16.6𝑚𝑠). We chose this deadline to be 8𝑚𝑠 according to the

processing overhead times assumed in [23]. In specific VR offload-

ing applications, as the one described in [13], higher RTTs (<50ms)

provides a sufficient quality of experience, as buffering techniques

can overcome the delays effects. Consequently, we consider 32 ms

as a our reference soft real-time deadline for this particular less

constraint offloading applications.
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Table 3: Summary of the estimated pdf values for each experiment: rendering (A), segmentation (B) andmetadata (C) offloading;

and high (R1), medium (R2), and low (R3) frame resolution. See Table 1 for details.

WiFi

A-1 A-2 A-3 B-1 B-2 B-3 C-1 C-2 C-3

Mean (ms) 36,43 23,54 10,58 25,36 11,61 3,98 8,43 4,23 2,52

95th Percentile 43,35 31,21 13,52 40,92 19,84 5,50 10,47 5,56 3,68

Std (ms) 4,52 5,33 1,86 8,97 4,61 0,97 1,32 1,02 0,86

Offset (ms) 23,75 12,43 7,17 9,63 5,32 2,61 5,88 2,86 1,78

Shape 9,8 11,46 5,96 3,93 2,49 2,56 4,81 3,69 1,09

Scale 0,24 0,17 0,34 0,52 0,74 0,5 0,32 0,18 0,39

mmWave

A-1 A-2 A-3 B-1 B-2 B-3 C-1 C-2 C-3

Mean (ms) 190,53 105,83 51.05 58,22 27,11 19,07 42,80 22,39 17,95

95th Percentile 259,82 153,00 70,62 82,05 36,47 27,46 61,80 27,81 25,36

Std (ms) 41,8 31,04 18,24 35,87 8,12 6,7 11,91 6,35 4,55

Offset (ms) 102,62 51,45 32,72 32,98 21,42 16,85 22,74 8,41 14,98

Shape 4,96 5,79 6,9 2,55 1,1 0,24 3,88 6,66 0,86

Scale 0,5 0,33 0,09 0,23 0,25 1,51 0,38 0,16 0,41

5G-RAN Emulator

A-R1 A-R2 A-R3 B-R1 B-R2 B-R3 C-R1 C-R2 C-R3

Mean (ms) 16,14 10,76 8,67 10,99 8,57 8,51 9,88 8,54 8,5

95th Percentile 17.92 11,69 9,48 12,72 9,44 8,65 10,62 9,41 8,65

Std (ms) 3,14 1,34 0,96 1,49 0,96 0,43 0,82 0,38 0,34

Offset (ms) 14,67 10,38 8,37 10,15 8,34 8,37 9,21 8,32 8,35

Shape 0,96 0,71 1,59 0,59 0,51 1,56 0,82 1,99 1,98

Scale 0,13 0,07 0,02 0,34 0,04 0,06 0,21 0,07 0,09

We can directly observe that the performance on the actual

mmWave setup is the poorest one. We were expecting this be-

haviour as the mmW technology, and specially the experimental

setup we have access too, is still improving, with almost no commer-

cial roll-outs worldwide. The available mmWmodems are still very

limited on the uplink side: the Askey RTL6305 is not performing

any succesful carrier agreggation on the uplink. Consequently, the

uplink effective bandwidth is limited to less than 30 MHz, consider-

ably reducing the effective throughput. Besides, the fact that our

architecture is based on TCP reduces the network exploitation on

poorly performing networks: delay and throughput are competing

resources in TCP. However we can observe that in some scenarios,

the soft real-time deadlines are achieved. Consequently, for some of

the proposed scenarios, the current sub-optimal development stage

of mmW technologies is already useful for particular immersive

offloading tasks.

Our WiFi experimental setup considerably favors our TCP-based

architecture as the measured baseline ping end to end latencies

were smaller than 4 ms. Consequently, all the experiments but the

most demanding in terms of throughput (A-R1) were meeting the

soft real-time deadline. Besides, only three experiments showed

deadlines above the hard real-time requirements (A-R1, A-R2, B-

R1). These limitations could be overcome using a router which

implements MIMO or multilink transmission to provide even higher

throughputs.

Finally, as we were expecting a priori, the best performance is

given by the emulated mmW setup. First, is key to acknowledge
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Figure 6: Graphical summary of the round trip time results

from all the experiments.

that in this setup, the entire architecture pipeline was running on

the same machine, removing any possible network degradation that

could be produced by any of the network components involved.

Besides, the mmW configuration used, which assumed the use of

modems capable of performing carrier aggregation, enables almost

200MHz just for uplink transmission. This allows more than 8 times

uplink throughput than in the actual mmW setup. We can observe

that only the first scenario and resolution combination (A-R1) is not
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Figure 7: Graphical summary of the round trip time results

from all the experiments.

fulfilling the hard real-time requirements. However, we can observe

that the mean RTTs are not going below 8-7 ms. This is due to two

facts: we modeled a fixed simulated core to MEC one-way latency

of 3 ms, and TDD scheduling add extra non-avoidable latencies,

specially on the uplink side. This last limitation could be overcome

using network slicing which allows greater scheduling flexibility

and use case specific optimizations.

3.4 Emulated mmW-based Offloading on a
Realistic Scenario

To goal of this last set of experiments is to test our architecture

in a more realistic scenario using the 5G-RAN emulator: we sim-

ulated multiple users attached to the same base station which are

sharing network resources with the virtual immersive user. The

goal is to emulate an actual mmW deployment and understand

how the performance degrades as other users are connected to the

same base station. We included 120 virtual users in the simulator

which are consuming 5 Mbps and 1 Mbps of downlink and uplink

traffic respectively. We chose these values as they represent the

case in which these virtual users are on a video-call, receiving and

sending HD 1080 and SD 480 video streams respectively. This num-

ber of users was selected as this combination of users and uplink

and downlink throughputs sufficiently degrades the overall perfor-

mance of the offloading architecture. The users are placed randomly

within a 1000𝑚 radius from the base station. Besides, the emula-

tor has user prioritization capabilities, handled by the emulator’s

scheduler implementation. Therefore, we tested the scenario with

no user prioritization against the one with it. We used proportional

fair [16], a well studied solution, as the ruling scheduling algorithm.

As we already have the previous results as a baseline, we decided

to focus only on the most relevant resolutions for each offloading

scenario: R2 in all the offloading scenarios A, B, C from Table 1.

We choose this uplink frames resolution (960x540) as it is, along

with 1080x720, a typical resolution a sufficiently high resolution

for relevant VR offloading applications as the one proposed in [13].

The obtained results are depicted in Fig. 4. We can observe the

high performance degradation when other users are consuming

resources from the base station and no user prioritization is used:

measured RTTs grow 6 times bigger than in the no users setups.

However we can observe that there is almost no visual RTT values

differences between the user-less and prioritization setups. We can,

on the contrary, observe that the standard deviation is slightly

higher for the scenario with simulated users. This is justified by the

fact that, even though the user prioritization is forcing the scheduler

to grant transmission slots to the prioritized user, proportional fair

schedulling algorithm guarantees periodic serving to the other

users. This produces small peaks of latency on the prioritize user,

which, as we can observe in Fig. 7, are small enough to be neglected.

4 CONCLUSIONS

In this paper, we have presented our optimized, TCP-based immer-

sive media offloading architecture. First, we have described the

main characteristics and implementation details of the proposed

architecture. Besides, we have described the main experiments that

were performed to test our implementation. The architecture was

tested on both WiFi and a 5G mmW wave setup. As the current

development of mmW wave has still not reach its full potential, we

have also tested our network on a 5G emulator which is able of

modeling a configurable mmW base station. The goal of this last

experiment is to test the potential of our offloading architecture on

a fully functional mmW setup.

The architecture was tested on different offloading scenarios,

frame resolutions, and the three wireless networks setups: WiFI,

mmW, and emulated mmW. The results where focused on measur-

ing the round trip time at the application level for each scenario and

wireless technology. The obtained results showed a high perfor-

mance of our architecture inWiFi, meeting at least the soft real time

deadline for every test case but one. On the contrary, mmW results

were not as successful: the test cases with highest input or output

resolutions did not satisfy the soft real time requirements. This

was expected as the current development of mmW technologies is

currently limited, considerably constraining the uplink throughput

capabilities. However, even with the current limitations, mmW can

already be used in several offloading use cases according to the

results. Finally, using the emulated mmW setup, configured for

exploiting the actual throughput capabilities, we managed to obtain

outstanding results with our offloading architecture. The only test

case in which the emulated mmW setup could not perform in hard

real-time is the scenario in which both the uplink and downlink

frames’ resolution was 4K. From these results, we conclude that

the scenario A, in which the rendered immersive scene is sent back

to the device, which is unavoidably a hard real-time offloading

use case, is not well suited for TCP communication protocol. In

this case, other video streaming solutions based in UDP, such as

RTP, are probably more suitable. We also plan to explore more

recent protocols such as QUIC. With this UDP or derived proto-

cols scenario, we are considering incorporating other multimedia

coding standards such as High Efficiency Video Coding (HEVC).

Furthermore, we tested our architecture in a realistic mmW rollout,

using the 5G mmW emulator. We added multiple virtual users to

the emulated scenario, consuming throughput resources from the

base station. When no user prioritization was used, the network

degradation was such that the measured RTT increased up to 8
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times compared to the no user scenario. We performed the same

experiments using user prioritization, showing almost an identical

performance as the scenario with no users. The experiments with

the mmW emulated setup has shown the potential of both mmW

technologies and the proposed offloading architecture. The combi-

nation of these technologies, and the newest releases of WiFI, can

become a key technology enabler for the future of immersive media

technologies. These results already give a detailed overview of the

throughput and latency capabilities of the proposed architecture for

the particular application of immersive media offloading. However,

we plan to extend the presented experiments and results in the

short term by testing how the selected packetization schemes and

encoding/decoding approach affect the overall behaviour of the

architecture, both from a quantitative and quality of the immersive

experience point of views.
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