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A B S T R A C T

This work presents a numerical study of the flow of particles in a gas–particle fluidized dense suspension for
CSP applications using the Multi-Phase Particle in Cell (MP-PIC) method, implemented in CPFD-Barracuda
software. The study covers two different numerical simulations. The first is a cold and isothermal model in
which the fluctuations and control of the mass flow of particles ascending along the vertical tube was studied.
In the second, a high-temperature boundary condition was imposed on the external surface of the tube and
the energy equation was solved. In this second case, the heat transfer coefficient between the inner surface of
the tube and the particles was numerically computed.

The numerical results in the cold model are highly consistent with experimental data available in the
literature (with values up to 150 kg/h and differences of approximately ±10 kg/h) and underline the significant
impact of the pressure at the bottom of the bed and of the aeration flow rate on the mass flow of particles.
The results of the non-isothermal case present heat transfer coefficients in the range of 300–400W∕(m2 K) with
transient fluctuations during the fluidization process. These fluctuations may be an influence on the mechanical
damage of the tube, which is exposed to high levels of concentrated irradiation.
1. Introduction

In the worldwide energy context, the use of renewable energies
is becoming a key factor in tackling the climate crisis caused by the
greenhouse effect on the planet. According to the data published by the
International Energy Agency (IEA) [1], for the period 2021–2026, an
average annual addition of renewable installed capacity for electricity
production of 304.8GW is expected, although 548.0GW will be needed
for a net zero emissions scenario. These data result in an accumulated
installed capacity of 6206.3GW in the net zero scenario. These data
involve an acceleration in the renewable energy penetration of almost
60% compared with the data of the five previous years. Worldwide
installed capacity of one particular source, Concentrating Solar Power
(CSP), will grow 100%, increasing from 6.4GW installed in 2021 up to
13.1GW, reaching the net zero emissions objective.

One of the main limitations of current commercial CSP plants in-
stalled all around the world is the limitation in the maximum operating
temperature, which cannot exceed 565 ◦C when using molten salts
s the Heat Transfer Fluid (HTF) in a solar central receiver [2]. This
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drastically limits the maximum efficiency of the thermodynamic cycle
and reduces the competitiveness of the plant compared with other
technologies. For 2025, different sources have established a maximum
temperature objective of 900 ◦C [3] in CSP plants with a central tower
and of above 700 ◦C [2] in third-generation CSP plants. To reach this
objective, it is necessary to change the HTF, with one of the widely
studied alternatives in recent years being the use of solid particles, such
as sand or SiC, as the HTF and energy storage media [4,5]. Although it
seems clear that the use of solid particles may overcome the drawback
of the temperature limitation in CSP plants, there is no agreement on
the fluid–particle technology employed as a solar receiver and storage,
as there are a variety of proposed technologies, which can be classified
into two main groups: direct and indirect systems. In the former, the
solar irradiation is directly concentrated on the particles, whereas, in
the latter, the particles are heated up by the heat transferred from a
surface that is externally irradiated.

Among direct systems, we can distinguish between: (1) Free Falling
Particles (FFP), in which a particle curtain is gravity falling in the rear
vailable online 6 February 2023
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wall of a directly irradiated cavity [6], (2) Centrifugal Particle Receiver
(CPR), where a film of particles is moving downward in the internal
wall of a rotating cylinder that is directly irradiated through one
aperture [7] and (3) Fluidized bed + Beam Down reflector (FB+BD),
where a bubbling fluidized bed of particles is directly concentrated
by a secondary beam-down reflector [8,9]. In general, direct systems
have the advantage of increasing their efficiency as they avoid the
use of intermediate surfaces. In contrast, the control of these systems
is more complicated, as they are typically exposed to atmospheric
conditions and the wind notably influences the flow control of the
system [10]. The use of a fluidized bed enables us to operate with
different materials with a wider particle size distribution compared
with the other direct systems. In indirect systems, a dense suspension
of particles is fluidized and moved up through the interior of a tube
that is externally irradiated, and the heat is transferred to the particles
through the tube thickness.

This research line includes a number of different experimental
works. Boissiere et al. [11], in a cold experimental facility, studied the
low of SiC particles through two vertical tubes of 2.16m length and
4 mm i.d. The bottom of both tubes were immersed in a pressurized
ottom bubbling fluidized bed. They observed an even flow distribution
etween both tubes of approximately 52 kg/h with an overpressure at
he bed bottom of 248mbar. The authors concluded it was necessary to
nclude an aeration flow rate in vertical tubes to maintain a stable par-
icle flow rate. Subsequently, Benoit et al. [12] experimentally tested a
similar facility under solar irradiation conditions, reaching maximum
temperatures of up to 723 ◦C in the particles, with solar flux densities
p to 393 kW∕m2 in a sun oven of 10 kWth. Benoit et al. [12] measured
the heat transfer coefficient and observed a clear linear relationship
between the heat transfer coefficient and the solid mass flux of particles
ascending in the tube, rising approximately from 600 to 1200W∕(m2 K)
when the flux of particles increases from 20 to 50 kg∕(m2 s). The authors
roposed the following relationship:

𝑤 = 16.56 m
2 s
kg

𝑚̇𝑝,𝑓

𝐴𝑡
+ 325.6

kg
m2 s

(1)

where 𝑚̇𝑝,𝑓 is the mass flow rate of particles ascending in the tube
and 𝐴𝑡 the cross sectional area of the tube. The correlation is valid
in the range of 9.5 kg∕(m2 s) ≤ 𝑚̇𝑝,𝑓∕𝐴𝑡 ≤ 45.1 kg∕(m2 s) for a tube
with an internal diameter of 𝑑 = 34 mm. Note that Eq. (1) should be
carefully applied to experimental conditions other than those proposed
by Benoit et al. [12]. In another work, Jiang et al. [13] observed similar
values for the heat transfer coefficient in countercurrent fluidized bed
configuration (the particles moving down within an i.d. 40 mm vertical
tube) with quartz sands Geldart B particles for the same range of
mass-flux of particles.

One of the main problems in indirect systems is the proper control of
the up-flow rate of particles in the tube and the appearance of bubbles
and slugs along the tube length. To achieve a high heat transfer rate
from the wall to the particles, it is necessary to ensure a continuous and
stable contact between the solid particles and the internal wall of the
tube. In this sense, previous works [11,12] used Geldart A particles (SiC
particles with a mean particle size of 64 mm) combined with low air
flow rates to obtain small bubbles and avoid bubble coalescence during
the fluidization process, as occurs with larger Geldart B particles [14].
Additionally, in a recent study, Deng et al. [15] proposed the use
of Bubble Rupture Promoters (BRP) to mitigate the appearance of
slugs in large tubes with a small diameter. The authors observed that
the appearance of slugs limited the heat transfer coefficient to below
200W∕

(

m2 K
)

, while the use of BRP maintained the coefficient at over
600W∕

(

m2 K
)

.
There are few numerical studies on gas–particle dense suspension

in a tube. Benoit et al. [16] numerically studied a dense particle
suspension in a tube using a two-fluid model (implemented in the
NEPTUNE-CFD software). They imposed a heat transfer coefficient as
2

boundary condition, obtained from the experimental results of the same
authors [12], although the outlet particle temperature was underes-
timated. In this way, they increased the heat transfer coefficient to
match the experimentally measured outlet particle temperature. They
also analysed the time-average-cross-sectional profiles of air velocity
and particle fraction and observed, in the region of the heated particles,
a great impact of the temperature on these profiles. As the temperature
increased, the particle volume fraction was reduced and the recircu-
lation was more intense. Deng et al. [15], with the same NEPTUNE
software, numerically studied the influence of BRP on the flow of
particles. They studied an isothermal model (a tube of 5m length) and
observed that BRP promotes a more uniform solid fraction along the
tube. More recently, Jiang et al. [17] used the MP-PIC approach to
numerically study the flow of particles in a countercurrent fluidized
bed of quartz sand particles with a mean particle size of 𝑑𝑝 = 198.3 mm.
They studied the solid holdup distribution, axial particle velocity and
bubble size, velocity and distribution, concluding that the numerical
simulations permits aspects of the flow that are not possible to measure
in an experimental facility to be viewed in detail. Additionally, the
MP-PIC approach properly predicted the performance of the bed.

The aim of the present work is to present a detailed numerical
analysis of the flow and heat transfer of a dense suspension of externally
heated fluidized particles. In particular, the main aspects studied in this
work are: (1) the variation of the mass flow of particles with boundary
conditions, and (2) the fluctuation of the heat transfer coefficient from
the wall due to the non-homogeneous flow of particles in the system. To
perform the study, the Multi-Phase Particle in Cell (MP-PIC) method,
implemented in the CPFD-Barracuda software, was used [18,19]. The
experimental conditions of [11,12] were reproduced and the impact of
the grid size and time step on the results was also analysed.

2. Governing equations and model description

This section briefly describes the governing equations used in the
MP-PIC method. These have been documented in the literature [20],
and the reader is referred to previous works of the authors [18,19] and
references therein for a detailed description of the equations discussed.

In the absence of interphase mass transfer, the continuity (2) and
momentum equations (3) are given by [21,22]:

𝜕
(

𝜃𝑓 𝜌𝑓
)

𝜕𝑡
+ ∇ ⋅

(

𝜃𝑓 𝜌𝑓 𝑢𝑓
)

= 0 (2)

where 𝜃𝑓 is the fluid volume fraction, 𝜌𝑓 is the fluid density, 𝑢𝑓 is the
as velocity; and

𝜕
(

𝜃𝑓 𝜌𝑓 𝑢𝑓
)

𝜕𝑡
+ ∇ ⋅

(

𝜃𝑓 𝜌𝑓 𝑢𝑓 𝑢𝑓
)

= −∇𝑝 − 𝐹 + 𝜃𝑓 𝜌𝑓 𝑔 + ∇ ⋅
(

𝜃𝑓 𝜏𝑓
)

(3)

where p is the fluid pressure, 𝐹 is the momentum exchange rate per
olume between gas and particles, 𝑔 is the gravity acceleration, and 𝜏𝑓
s the fluid stress tensor.
The variable 𝐹 is computed as follows (Eq. (4)):

⃗ = ∭ 𝑓
{

𝑉𝑝 𝜌𝑝

[

𝐷𝑝
(

𝑢𝑓 − 𝑢𝑝
)

− 1
𝜌𝑝

∇𝑝
]

+ 𝑢𝑝
𝑑𝑚𝑝

𝑑𝑡

}

𝑑𝑉𝑝 𝑑𝜌𝑝 𝑑𝑢𝑝 𝑑𝑇𝑝

(4)

here 𝑓 is the particle probability distribution function, 𝑉𝑝 is the
article volume, 𝜌𝑝 is the particle density, 𝐷𝑝 is the drag function, 𝑢𝑝
s the particle velocity, 𝑚𝑝 is the particle mass, and 𝑇𝑝 is the particle
emperature.
The air density is computed using the ideal gas equation of state:

= 𝜌𝑓 𝑅𝑔 𝑇 (5)

here 𝑅𝑔 is the gas constant and 𝑇 the absolute temperature.
The parameters for Equations (4) and (5) are listed in Table 1.
Large eddy simulation (LES) turbulence was used as the turbulence

model. In this model, the large eddies are calculated from the flow
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Table 1
Parameters of momentum and fluid and solid phase energy equations.
Momentum equation

𝜕𝑓
𝜕𝑡

+ ∇ ⋅
(

𝑓 𝑢𝑝
)

+ ∇𝑢𝑝 ⋅

(

𝑓
𝑑𝑢𝑝
𝑑𝑡

)

= 0 [24,25]

𝑑𝑢𝑝
𝑑𝑡

= 𝐷𝑝
(

𝑢𝑓 − 𝑢𝑝
)

− 1
𝜌𝑝

∇𝑝 − 1
𝜃𝑝 𝜌𝑝

∇𝜏𝑝 + 𝑔

𝜏𝑝 =
𝑃𝑠 𝜃

𝛽
𝑝

max
[(

𝜃𝑐𝑝 − 𝜃𝑝
)

, 𝜀
(

1 − 𝜃𝑝
)]

Fluid-phase energy equation

𝑞 = −𝑘𝑓∇𝑇𝑓

𝑆ℎ = ∫ ∫ ∫ 𝑓
{

𝑚𝑝

[

𝐷𝑝(𝑢𝑝 − 𝑢𝑓 )2 − 𝐶𝑝𝑝
𝑑𝑇𝑝
𝑑𝑡

]

−
𝑑𝑚𝑝

𝑑𝑡

[

ℎ𝑝𝑒 +
1
2
(𝑢𝑝 − 𝑢𝑓 )2

]

}

𝑑𝑚𝑝 𝑑𝑢𝑝 𝑑𝑇𝑝

Solid-phase energy equation

𝐶𝑝𝑝
𝑑𝑇𝑝
𝑑𝑡

= 1
𝑚𝑝

( 𝑘𝑓 𝑁𝑢𝑓
𝑑𝑝

𝐴𝑝
(

𝑇𝑓 − 𝑇𝑝
)

+ 𝑄̇rad

)

Table 2
Parameters of Wen–Yu drag model.
Wen–Yu drag model

𝐷𝑝 = 0.75𝐶𝑑
𝜌𝑓 |𝑢𝑓 − 𝑢𝑝|

𝜌𝑝 𝑑𝑝

𝐶𝑑 =

⎧

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎩

24
𝑅𝑒

𝜃−2.65𝑓 for 𝑅𝑒 < 0.5

24
𝑅𝑒

(

1 + 0.15𝑅𝑒0.687
)

𝜃−2.65𝑓 for 𝑅𝑒 ≤ 0.5 ≤ 1000

0.44 𝜃−2.65𝑓 for 𝑅𝑒 > 1000

𝑅𝑒 =
𝜌𝑓 |𝑢𝑓 − 𝑢𝑝| 𝑑𝑝

𝜇𝑓

equations and the subgrid turbulence is captured through a model.
Barracuda uses the subgrid scale (SGS) model [23], which calculates an
eddy viscosity based on the notion that the effect of the SGS Reynolds
stress increases transport and dissipation.

The fluid-phase energy equation obtained from the fluid total en-
ergy equation [26,27] is defined by (6):

𝜕
𝜕𝑡

(

𝜃𝑓 𝜌𝑓ℎ𝑓𝑒
)

+ ∇ ⋅
(

𝜃𝑓 𝜌𝑓ℎ𝑓𝑒𝑢𝑓
)

= 𝜃𝑓

(

𝜕𝑝
𝜕𝑡

+ 𝑢𝑓 ⋅ ∇𝑝
)

+𝛷 − ∇ ⋅ (𝜃𝑓 𝑞)

+ 𝑄̇ + 𝑞̇𝐷 + 𝑆ℎ

(6)

here ℎ𝑓𝑒 is the fluid enthalpy, 𝛷 is the viscous dissipation (neglected
ue to absence of energy source or chemical reactions), 𝑞 is the fluid
eat flux, 𝑄̇ is an energy source per volume, 𝑞̇𝐷 is the enthalpy diffusion
erm associated with chemical reactions, and 𝑆ℎ is the conservative
nergy exchange from the particle phase to the fluid phase.
The parameters for Eq. (6) and energy equation for the solid-phase

re listed in Table 1.

.1. Drag model

To compute the drag force exerted on the particle (𝐹𝑝)(Eq. (7)), the
ollowing equation is used:

𝑝⃗ = 𝑚𝑝 𝐷𝑝 |𝑢𝑓 − 𝑢𝑝| (7)

In the present study, the Wen-Yu drag model [28] was used. Pre-
ious studies [20,29] concluded that the influence of the drag model
n the behaviour of the bed with Geldart A particles (bubbles sizes
nd velocities, distribution of the particle volume fraction, etc.) is
egligible, with the proper selection of the mesh size being much more
ignificant. Table 2 summarizes the main equations and variables for
3

his model. m
.2. Heat transfer coefficients

In CPFD-Barracuda software, to compute the local fluid-to-wall
eat transfer coefficient (ℎ𝑤)(Eq. (8)), it is divided into two com-
onents [30], namely, the heat transfer coefficient of the gas (ℎ𝑓 )
Eq. (10)) and the heat transfer coefficient of the particles (ℎ𝑝)
(Eq. (11)), weighted by a function of the particle volume fraction at
the wall (𝑓𝑝). In Barracuda [18], the wall transfers energy to the fluid
phase, which can then transfer energy to the particles, such that the
heat is transferred from the walls to the particles through the fluid
phase.

ℎ𝑤 = ℎ𝑓 + 𝑓𝑝 ℎ𝑝 (8)

𝑓𝑝 = 1 − 𝑒−10
(

𝜃𝑝∕𝜃𝑐𝑝
)

(9)

ℎ𝑓 =
(

𝑐0 𝑅𝑒
𝑛1
𝐿 𝑃𝑟𝑛2 + 𝑐1

)
𝑘𝑓
𝐿

+ 𝑐2 (10)

ℎ𝑝 =
(

𝑐3 𝑅𝑒
𝑛3
𝑝

) 𝑘𝑓
𝑑𝑝

(11)

where 𝜃𝑝 is the particle volume fraction, 𝜃𝑐𝑝 is the particle volume
fraction at close packing, 𝐿 is the cell length, 𝑃𝑟 is the Prandtl number,
𝑘𝑓 is the fluid thermal conductivity, 𝑑𝑝 is the particle diameter, and c0,
c1, c2, c3, n1, n2 and n3 are the input model parameters. In this work,
c0, c1, c2 and c3 had a value of 0.46, 3.66, 0 W∕(m2K) and 0.525,
respectively, while n1, n2 and n3 presented a value of 0.5, 0.33 and
0.75, respectively. These coefficients are the default values proposed
by the CPFD-Barracuda software [30–32].

The Reynolds numbers in Eqs. (10) and (11) are defined as follows:

𝑅𝑒𝐿 =
𝜌𝑓 𝑢𝑓 𝐿

𝜇𝑓
(12)

𝑅𝑒𝑝 =
𝜌𝑓 𝑢𝑓 𝑑𝑝

𝜇𝑓
(13)

where 𝜇𝑓 is the dynamic viscosity of the fluid and 𝑢𝑓 is the local fluid
elocity, directly computed from CPFD-Barracuda.
Heat transfer between the fluid phase and the particle phase is
odelled by the fluid-to-particle heat transfer coefficient (ℎ𝑓𝑝), defined

as follows:

ℎ𝑓𝑝 = (𝑐4𝑅𝑒𝑛4𝑃𝑟0.33 + 𝑐5)
𝑘𝑓
𝑑𝑝

+ 𝑐6 (14)

where 𝑐4, 𝑐5, 𝑐6 and 𝑛4 are input coefficients with the default values
of 0.37, 0.1, 0 W∕(m2K) and 0.6, respectively, which properly fit the
experimental data of Turton et al. [33]

2.3. Radiative heat transfer

The radiative heat transfer was computed according to the expres-
sion of the radiation exchange between two parallel partly reflecting
surfaces [34]:

𝑄̇rad =
(

𝜋 𝑑 𝐿heat
)

𝐹𝑤𝑝

𝜎
(

𝑇 4
𝑤 − 𝑇̄ 4

𝑝

)

1
𝜀𝑝

+ 1
𝜀𝑤

− 1
(15)

here 𝐿heat is the length of the heated wall, 𝑇𝑤 is the wall temperature
700 ◦C), 𝑇̄𝑝 is the mass-weighted temperature of the particles and 𝜀𝑤
nd 𝜀𝑝 are the wall and particle emissivity, respectively. 𝐹𝑤𝑝 is the view
actor between the wall and the particles in the adjacent cells. 𝑄̇rad is
dded as a source term in the energy equation for the solid phase, as
hown in Table 1.

. Model setup

In the present study, two cases were analysed, a cold model and a
ot model. The numerical domain of this work reproduces the experi-
ental facility employed by Boissiere et al. [11] and Benoit et al. [12],
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Fig. 1. Scheme of the experimental facility and conditions of Boissiere et al. [11]. The third bed dimension is 𝐿3 = 0.2 m.
who experimentally studied the up-flow of particles under isothermal
cold conditions and with high temperatures. The main dimensions and
boundary conditions are shown in Fig. 1. This consists of a rectangular
pressurized bubbling fluidized bed at the bottom, with a cross-sectional
area of 0.2m × 0.4m, and a height of 0.4m. The bed is filled with
0 kg of SiC particles with a Sauter diameter of 𝑑32 = 64 μm and a
real density of 3220 kg∕m3. The initial particle volume fraction at close
acking (𝜃𝑐𝑝) and sphericity (𝛹𝑝) were 0.43 and 0.7, respectively. In the
boundary conditions of this work, the mass flow rate of particles leaving
the system from the top right outlet, 𝑚̇𝑝,𝑓 , was imposed as the inlet
boundary condition in the inlet of the bottom bed. The aeration flow
rate (𝑉̇𝑎𝑒) was varied between 0 and 150NL/h and the overpressure
t the bottom was varied in the range of 31.7 − 34.7 kPa. Boissiere
et al. [11] used two similar tubes in parallel to corroborate the even
distribution of the particles in both tubes. In the present study, only
one tube was included to reduce the computational cost. The separation
between the tube inlet and the bottom of the fluidized bed was 5 cm.

To analyse the influence of the time step and grid size, addi-
tional simulations were performed on the cold model. The initial and
boundary conditions to perform the grid analysis were those of a case
reproducing the experimental conditions of Boissiere et al. [11] as we
now explain. Regarding the time step analysis, two time steps (10−3 s
and 10−4 s) were studied. In both cases, three grid sizes were analysed
(2.25×105, 4.50×105 and 9.00×105 real cells). In all the grids, uniform
mesh (Fig. 2) was defined in all directions. Table 3 details information
4

on the grids used.
Table 3
Cell and computational parameters for the cases studied.
Case Time step [s] 𝑁comput. parcels 𝑁cells 𝑁iterations Comput. time [s]

1 10−3 8.49 × 105 2.25 × 105 3.05 × 105 8.87 × 104

2 10−3 1.76 × 106 4.50 × 105 4.09 × 105 1.89 × 105

3 10−3 3.33 × 106 9.00 × 105 3.97 × 105 2.27 × 105

4 10−4 8.49 × 105 2.25 × 105 3.00 × 106 7.30 × 105

5 10−4 1.76 × 106 4.50 × 105 3.00 × 106 8.77 × 105

6 10−4 3.33 × 106 9.00 × 105 3.01 × 106 1.58 × 106

Regarding the cold model, compressible air enters at the bottom
inlet to fluidize the bed, with an isothermal flow temperature of 300K.
The bottom bed was fluidized with an air flow rate of 3.5Nm3∕h which
corresponds to 1.2 times the minimum bubbling velocity (𝑢𝑚𝑓 ). The
mass flow rate at the top outlet was equal to the mass flow rate at the
bottom inlet. Inside the tube, there was an aeration air flow rate (𝑉̇𝑎𝑒) of
150NL∕h at a height of 57 cm from the tube inlet. Different simulations
were carried out, varying the overpressure at the bottom of the bed
(𝛥𝑝𝑏𝑜𝑡𝑡𝑜𝑚), ranging between 31.7 kPa and 34.7 kPa. The fluidized bed at
the bottom was pressurized with a gauge pressure of the corresponding
𝛥𝑝𝑏𝑜𝑡𝑡𝑜𝑚. The pressure at the outlet of the tube was 1 atm. Moreover, to
analyse the influence of the aeration flow rate, three additional cases
were considered, modifying 𝑉̇𝑎𝑒 (0, 40 and 80NL∕h) at a 𝛥𝑝𝑏𝑜𝑡𝑡𝑜𝑚 of
32.2 kPa. An adiabatic condition was defined for all walls. A non-slip
condition was defined at the walls for the gas. A value of 0.85 was

defined for both the normal to wall momentum retention and tangent
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Fig. 2. Detail of the grids studied.

o wall momentum retention [35], as well as a diffuse bounce of 5 [36].
o compute particle to particle interaction, the values for the constants
𝑠 (1), 𝜀 (10−8) and 𝛽 (3)(Table 1) were kept to the default [20,37].
or each case studied, the simulation time was 300 s. For the grid and
ime step sensitivity analysis, of the cases defined, the simulated one
ad an air flow rate of 3.5Nm3∕h, 𝑉̇𝑎𝑒 of 150NL∕h and overpressure at
he bottom of the bed 𝛥𝑝𝑏𝑜𝑡𝑡𝑜𝑚 of 32.2 kPa.
For the hot model, the parameters defined were similar to those

escribed for the cold model. A numerical simulation was performed,
onsidering 𝛥𝑝𝑏𝑜𝑡𝑡𝑜𝑚 of 32.2 kPa and an aeration flow rate of 150NL∕h.
5

he previous cold model was slightly modified to also solve the energy
quations. In this case, we reproduced the experimental conditions with
olar irradiation on the external surface of the tube proposed by Benoit
t al. [12], who used a solar furnace of 1MW. They performed sev-
ral experiments, where a tube was irradiated along 0.5m in height,
chieving heat fluxes onto the surface of the tube of between 213 and
93 kW∕m2. Benoit et al. [12] reported wall temperatures of around
00 ◦C on the external surface of the tube, with maximum variations
f 150 ◦C around the tube, measuring the maximum temperatures on
he side of the tube directly exposed to the solar irradiation. In CPFD-
arracuda, it is not possible to impose a heat flux boundary condition
n the surface of the tube to simulate the solar irradiation on the heated
eight of 0.5m. Instead, a constant temperature of 700 ◦C was fixed
s the boundary condition on the tube surface (highlighted in red in
ig. 1), and the initial temperature of the particles at the bed bottom
as set to 500 ◦C, following the experimental conditions of Benoit et al.
12], who used electrical resistances to preheat these particles to the
esired temperature.
Tables 4 and 5 show the main parameters for the numerical simu-

ation.

. Grid and time step analysis

To check the sensibility of the numerical model with the time step
nd with the mesh size, six different cases were studied, with two
ifferent time steps (𝛥𝑡 = 10−3 s and 10−4 s) and three different numbers
f cells (𝑁cells = 2.25−4.50−9.00×105). Table 3 summarizes the number
of numerical iterations and the computational cost for each case. It
can clearly be seen that the computational time notably increases for
the smallest time step (𝛥𝑡 = 10−4 s), being approximately one order of
magnitude higher than the equivalent case for 𝛥𝑡 = 10−3 s. A criterion to
choose the correct combination of time step and cell size to ensure the
accuracy of the numerical model, without increasing the computational
time, is the 𝐶𝐹𝐿 (Courant–Friedrichs–Lewy) factor. This parameter is
defined as follows:

𝐶𝐹𝐿 = 𝛥𝑡 𝑢
𝛥𝑥

(16)

and a value of 0.8 ≤ 𝐶𝐹𝐿 ≤ 1.5 is recommended to maintain a com-
promise between stability, accuracy, and speed of calculation [18,19].
Fig. 3 shows the 𝐶𝐹𝐿 factor during 1 s of numerical simulation for
the six cases studied. It can clearly be observed that the three cases
with the smallest time step (𝛥𝑡 = 10−4 s) present a very low value
for the 𝐶𝐹𝐿 factor, being below or around 0.2, which indicates a
high computational cost with no increase in accuracy. The cases with
𝛥𝑡 = 10−3 s and 4.50 − 9.00 × 105 cells show values in the recommended
ange. In these cases, the software automatically reduces the time step
hen 𝐶𝐹𝐿 > 1.5 to maintain its value in the recommended range, as
een in Fig. 3.
For additional comparison, Fig. 4 shows the absolute pressure mea-

ured at two different heights in the centre of the tube: 𝑦 = 0.94m and
= 1.94m during 1 s of numerical simulation. There are no notable
ifferences between the different cases and the global behaviour of the
ed is similar, regarding both time step and cell size.
Given the results obtained in the grid and time step analysis, the re-

ults presented in the following section were obtained with 𝛥𝑡 = 10−3 s
nd 𝑁cells = 4.50 × 105 (Case 2) to ensure a reasonable computational
ost and accuracy in the results. In the non-isothermal case, the time
tep was reduced to 𝛥𝑡 = 2 × 10−4 s, with the same number of cells,
ecause the high thermal gradients did not allow a 𝐶𝐹𝐿 factor to be
aintained below the maximum recommended value of 1.5.

. Numerical results of the isothermal case (cold model)

One of the key aspects of the proposed system is the proper control
f the flow of particles in the tube. Boissiere et al. [11] and Benoit
t al. [12] proposed the use of small SiC Geldart A particles (with a
ean Sauter diameter of 𝑑 = 64 μm). The fluidization of this type
32
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Table 4
Initial conditions for the numerical simulations. In the particle specific heat expression, the temperature should be
included in Kelvin and 𝑎 = −512.5, 𝑏 = 6.36, 𝑐 = −0.010, 𝑑 = 8.01 × 10−6 and 𝑒 = −2.4 × 10−9.

Cold model Hot model

Particle type SiC SiC
Particle diameter (𝑑𝑝 , μm) 64 64
Particle density (𝜌𝑝 , kgm−3) 3220 3220
Particle specific heat (𝐶𝑝𝑝 , J kg−1 K−1) [38] – 𝑎 + 𝑏 𝑇 + 𝑐 𝑇 2 + 𝑑 𝑇 3 + 𝑒 𝑇 4

Particle thermal conductivity (𝑘𝑝 ,Wm−1 K−1) – 65
Initial particle volume fraction at close packing (𝜃𝑐𝑝) 0.43 0.43
Particle sphericity (𝛹𝑝) 0.7 0.7
Table 5
Boundary conditions for the numerical simulations.

Cold model Hot model

Inlet Gas velocity (𝑢𝑓 ,Nm3∕h) 3.5 3.5
Fluid temperature (𝑇𝑓 ,K) 298.15 298.15
Particle temperature (𝑇𝑝 ,K) 298.15 773.15

Bottom of the bed Over pressure (𝛥𝑝𝑏𝑜𝑡𝑡𝑜𝑚 , kPa) 31.7, 31.8, 31.9, 32.2, 32.7, 33.7, 34.7 32.2

Outlet Pressure outlet (𝑃𝑜𝑢𝑡 ,Pa) 101,325 101,325

Aeration Flow rate (𝑉̇𝑎𝑒 ,NL∕h) 0, 40, 80, 150 150

Walls Wall bed temperature (𝑇𝑤𝑏 ,K) Adiabatic Adiabatic
Tube surface constant temperature (𝑇𝑠 ,◦ C) 298.15 700
Gas Non-slip Non-slip

Particle to wall interaction:

Normal-to-wall retention coefficient 0.85 0.85
Tangent-to-wall retention coefficient 0.85 0.85
Diffuse bounce 5 5
Fig. 3. Evolution of 𝐶𝐹𝐿 factor for the six cases studied. Grey indicates the
ecommended range.

f particle is smooth with small bubbles that do not coalesce, which
llows for a more homogeneous particle flow along the vertical tube.
n addition, the possibility of slugs appearing is reduced, compared
ith other particle types, such as Geldart B particles. Nevertheless,
o flow of a dense suspension of fluidized particles is continuous
nd homogeneous in nature, as is the case of a liquid flow. For a
ertain types of particles, the flow should be controlled by two external
arameters: the pressure in the bottom bed and the aeration flow in the
ube.

.1. Influence of the bottom pressure

As a general view of the hydrodynamic process, Fig. 5 shows the
article volume fraction (𝜃 ) in the entire domain. It can be seen that
6

𝑝

Fig. 4. Evolution of the absolute pressure at the different axial positions in the center
of the tube for the six cases studied.

most of the vertical tube is filled with close packing groups of particles
(in red, with 𝜃𝑝 ∼ 0.5) although there are also some regions of low
particle concentration. Fig. 5 shows that a low voidage region is formed
during the first 0.5 s in the region close and over the entrance of the
aeration flow. Thes low voidage regions, or slugs, ascend along the tube
over the following 0.5 s. Additionally, close to the exit of the particles,
voidage is reduced. The location of the aeration flow at the bottom
left-hand side of the geometry and the exit of the particles at the top
right-hand part of the tube seems to encourage small regions of low
particle concentration (bubbles) appearing along the vertical tube on
the left-hand side of the computational domain. The righ-hand side is
always filled with particles at close packing.

Fig. 6 shows the numerical results obtained for the same experimen-
tal conditions as those used by Boissiere et al. [11]. This figure shows
the evolution of the mass of particles collected at the outlet of the tube
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Fig. 5. Snapshots of particle volume fraction, 𝜃𝑝 between 𝑡 = 100.1 and 𝑡 = 101.0 s with 𝛥𝑡 = 0.1 s between figures for 𝛥𝑝bottom = 32.2 kPa.
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ver 5min of numerical simulation. It was numerically computed as
ollows:

𝑝 = ∫

𝑡

0 ∫ 𝑚̇𝑝,𝑓 d𝐴𝑡 d𝑡 (17)

t can clearly be seen that there is a threshold value of the overpressure
t the bottom that establishes a continuous flow. For overpressures
elow 31.8 kPa, after a transient initial period, the mass of particles
emains approximately constant, which indicates that there is no flow
f particles. For higher values of 𝛥𝑝bottom, after around the first 10 s, the
ass of particles increases approximately linearly in time. The higher
he overpressure, the higher is the slope of the line.
Fig. 7 shows the up-flow of particles, 𝑚̇𝑝,𝑓 , which was computed as

he slope of a minimum square fitting of the results presented in Fig. 6,
iscarding the first 10 s in each case due to the initial transient period.
he same figure presents the experimental data reported by Boissiere
t al. [11]. The first clear discrepancy is the difference in the value of
he overpressure in the bottom bed, 𝛥𝑝 , which is approximately
7

bottom
kPa higher in the numerical results of this work. These differences
ould be attributed to the differences in the real experimental facility
nd the numerical geometry. The numerical simulation of this work
oes not include the complete experimental facility. Specifically, the
opper and the recirculation system for the particles are not included,
hich may affect the pressure variations in the tube. Nevertheless, the
elative difference is below 20% and the values of 𝑚̇𝑝,𝑓 are very similar
n both cases. The numerical results in the present work indicate that
he up-flow of particles increases slowly for higher overpressure values,
lthough these values were not reached by Boissiere et al. [11]. There
re two different regions in Fig. 7. In the first region, the up-flow of
articles increases with the overpressure at the bottom with a rate of
pproximately 25 (kg/h)/kPa in both experimental and numerical data.
his first region is very narrow and covers a range of approximately
.5 kPa over the minimum pressure to move the particles along the
ube. In the second region, the numerical data show that 𝑚̇𝑝,𝑓 in-
reases linearly with the overpressure at a lower rate of approximately
.5 (kg/h)/kPa.
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Fig. 6. Total mass of particles at the exit of the tube for different overpressures in the
ottom bed.

Fig. 7. Up-flow of particles at the exit of the vertical tube as a function of the bottom
verpressure.

.2. Influence of the aeration flow rate

Fig. 8 shows the influence of the aeration flow rate on the total mass
f particles transported in the tube, for the case with an overpressure at
he bottom of 𝛥𝑝bottom = 32.2 kPa. Fig. 8(a) shows the total mass of par-
ticles at the exit of the bed, which was computed according to Eq. (17),
for different values of the aeration flow rate (𝑉̇𝑎𝑒), while Fig. 8(b) shows
the up-flow of particles 𝑚̇𝑝,𝑓 vs 𝑉̇𝑎𝑒. It can be clearly observed that
the mass of particles vertically transported through the tube increases
with the aeration flow rate in the tube. Boissiere et al. [11] observed
fluctuations in the up-flow of particles, related to fluctuations in the
pressure at the bottom of the bed when the aeration flow rate is low.
They then established a value of 𝑉𝑎𝑒 = 150NL/h to obtain a stable and
steady 𝑚̇𝑝,𝑓 . This effect cannot be observed in the numerical simulations
because the 𝛥𝑝bottom is fixed as a boundary condition in the problem. If
this overpressure is maintained constant, the up-flow of particles clearly
increases.

6. Numerical results of the non-isothermal case (hot model)

In the non-isothermal case, the energy equations for gas and parti-
cles were solved. In this case, the experimental temperatures in Benoit
et al. [12] were reproduced; the particles were preheated up to 500 ◦C

◦

8

nd the wall temperature was fixed to 700 C. For the results presented
Fig. 8. Total mass of particles (a) and up-flow of particles (b) at the exit of the tube
for different aeration flow rates and 𝛥𝑝bottom = 32.2 kPa.

in the present work, the case with 𝛥𝑝bottom = 32.2 kPa was selected and
an aeration flow rate of 150NL/min. Fig. 9 shows a general overview of
the particle motion and temperature along the heated section, with the
length of the tube being between 1.05 and 1.55m, as indicated in Fig. 1.
Figs. 9(a)–(j) show the particle volume fraction 𝜃𝑝, which varies along
the tube height. Different regions of low particle concentration are
observed and the motion is vigorous. The regions of the tube with low
particle concentration may locally reduce the heat transfer coefficient
between the internal wall and the solid particles, although the particle
velocity is high and the period of time that the wall is not in contact
with particles in motion seems to be very short. Figs. 9(k)–(t) show the
particle temperature. The particles are heated as they ascend along the
vertical tube, with more particles at high temperature being observed,
around 800K, at the end of the heated section.

Fig. 10 shows the increase in the particle temperature between the
inlet (at 𝑥 = 1.05m) and the outlet (at 𝑥 = 1.55m) of the heated
length of the tube over 250 s of numerical simulation. In this case, the
initial condition for the particles was a temperature of 𝑇 = 500 ◦C,
while all the system was considered adiabatic, except for the surface
of the tube between 𝑥 = 1.05m and 𝑥 = 1.55m. In the heated
length of the tube a constant temperature of 700 ◦C was imposed.
The results indicate high frequency oscillation in both temperatures,
which is related to the intermittent nature of a group of fluidized
particles ascending in a vertical tube. The temperature at 𝑥 = 1.05m
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Fig. 9. Snapshots of particle volume fraction, 𝜃𝑝 and particle temperature, 𝑇 , evolution in the heated length of the tube between 𝑡 = 179.1 and 𝑡 = 180.0 s with 𝛥𝑡 = 0.1 s between
figures. Temperature in Kelvin.
remains approximately constant at the initial temperature, 𝑇 = 500
◦C, although some fluctuations are observed. The temperature at the
exit of the heated section increases to approximately 𝑇𝑥=1.55m = 540
◦C. Nevertheless, substantial variations in the temperature are observed
during the simulation. At 𝑡 ≈ 180 s, there is a great reduction in both
temperatures. Additionally, some reductions in the temperature at the
outlet of the heated sections are observed at 𝑡 ≈ 50 s and 𝑡 =≈ 160 s.

To explain these large temperature fluctuations, Figs. 11 and 12
how the cumulative mass of particles (defined in Eq. (17)) at the
nlet and outlet sections and the heat transfer coefficient, defined as
ollows [12]:

𝑤 =
𝑄̇𝑤

(

𝜋 𝑑 𝐿heat
)

𝛥𝑇𝑙𝑚
(18)

where 𝑄̇𝑤 is the heat transferred from the hot wall to the particles, 𝑑
is the internal diameter of the tube, and 𝐿 = 0.5m is the length of
9

heat
the tube at 𝑇𝑤 = 700 ◦C, with

𝛥𝑇𝑙𝑚 =

(

𝑇𝑤 − 𝑇𝑝,𝑥=1.05m
)

−
(

𝑇𝑤 − 𝑇𝑝,𝑥=1.55m
)

ln
(𝑇𝑤 − 𝑇𝑝,𝑥=1.05m
𝑇𝑤 − 𝑇𝑝,𝑥=1.55m

)

being the log mean temperature difference.
When the particle temperature is reduced (𝑡 ≈ 60, 160 and 180 s), an

increase in both mass flow-rate of particles and heat transfer coefficient
can be clearly observed. Thus, the reduction in the particle temperature
observed in Fig. 10 is related to a compact mass of particles with low
voidage. Although the heat transfer rate increases, there is a larger mass
of particles to heat up and, consequently, the temperatures at the outlet
of the heated length are reduced.

The average in time heat transfer coefficient shown in Fig. 12 is
ℎ̄𝑤 = 329W∕(m2 K). This heat transfer coefficient is lower than the
values experimentally measured by Benoit et al. [12], who observed
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Fig. 10. Particle temperatures at the beginning (𝑥 = 1.05m) and at the end (𝑥 = 1.55m)
of the heated section with 𝑇𝑤 = 700 ◦C and 𝛥𝑝bottom = 32.2 kPa.

Fig. 11. Accumulated mass of particles through the cross-section of the tube at the
eginning (𝑥 = 1.05m) and end (𝑥 = 1.55m) of the heated section with 𝑇𝑤 = 700 ◦C
and 𝛥𝑝bottom = 32.2 kPa.

Fig. 12. Heat transfer coefficient at the wall of the heated section with 𝑇𝑤 = 700 ◦C
and 𝛥𝑝bottom = 32.2 kPa.

values of ℎ̄𝑤 between 400 and 1200W∕(m2 K) for solid mass flux in
the range of 10 − 50 kg∕

(

sm2). The mass flux of particles in the
10
case shown in Figs. 9–12 was 104 kg∕
(

sm2). These differences can be
ttributed to various factors. First, Benoit et al. [12] did not compute
he average bulk temperature at the outlet of the heated length (𝑥 =
1.55m), but measured the local particle temperature at the centre of
the tube. Second, and more importantly, Benoit et al. [12] computed
heat transfer 𝑄̇ as the temperature increase from the bottom bed to
he exit of the heated length. In the experimental facility, there was
eat transfer by conduction along the vertical tube, and, arguably,
he particles were heated from the bottom of the tube, as the high
olar irradiation heated the length of the tube exposed directly to the
oncentrated irradiation. However, part of this heat is transferred by
onduction along the vertical tube. In other words, Benoit et al. [12]
omputed the heat transferred to the particles from 𝑥 = 0 up to 𝑥 =
1.55m. This cannot be observed in the numerical simulation, as the tube
thickness cannot be included in the simulation.

7. Discussion of results and future work

Future works should explore the inclusion of the tube thickness in
the simulation, not only to compute the heat transfer by conduction
in the tube, but also to determine the thermal stress suffered by a
tube exposed to high levels of concentrated irradiation. In this work,
a constant temperature boundary condition of 𝑇𝑤 = 700 ◦C was
imposed in the heated wall, due to the numerical model restrictions.
However, when a tube is directly exposed to concentrated irradiation,
wall temperature varies, with this being highest in the front of the tube
(directly exposed to the irradiation) and lowest at the rear side of the
tube. For example, [12] observed variations in the wall temperature
of up to 160 ◦C. In addition, the proper boundary condition is to
mpose a solar flux distribution, with the maximum in the front and
he minimum in the rear, rather than impose a temperature at the wall.
or example, Rodríguez-Sánchez et al. [39] imposed a two-dimensional
ormal distribution with average and maximum heat flux of 0.8MW∕m2

and 1.2MW∕m2, respectively, which is that obtained with a three
aiming point strategy.

Although the non-uniform heat flux along the heated tube may not
notably influence the mean heat transfer coefficient ℎ𝑤, it has a great
impact on the thermal stress [39] and deflection, creep and fatigue
of the tubes [40–42]. These previous works studied the mechanical
damage of the tubes in conventional CSP plants with a central receiver
operating with molten salts. In this case, under typical operating con-
ditions, the heat transfer coefficient in the internal wall of the tube
in contact with the fluid is in the range of 6 − 14 × 103W∕

(

m2 K
)

for
molten salt velocities between 2 and 6m/s, under non-uniform heat
flux conditions [43]. These heat transfer coefficients are one order of
magnitude higher than the typical values observed in dense suspension
of particles [12]. Consequently, the mechanical damage expected in a
tube filled with a dense suspension of particles should be higher than
in a tube filled with a flowing fluid, such as molten salts. In addition,
the heat flux experimentally tested with particles is approximately half
of the typical heat flux in conventional CSP plants with molten salts,
which is close to 1MW∕m2. Thus, future experimental and numerical
works related to externally irradiated tubes with particles should focus
on studying the thermal and mechanical stress of the tubes, to test the
long-term mechanical viability of the system. The preliminary results
presented in this work predict thermal and mechanical problems in the
tube due to the lower heat transfer rate, compared with molten salts,
as well as the fluctuations observed on the up-flow of particles and the
heat transfer coefficient in the internal surface of the tube.

8. Conclusions

The results presented in this work indicate that the MP-PIC method
is able to predict the up-flow of particles in a vertical tube, as the
numerical results (in the isothermal case) are highly consistent with

the experimental data of Boissiere et al. [11] of up to 𝑚̇𝑝 = 150 kg/h
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with errors of ±10 kg/h. The numerical results indicate a significant
influence of the overpressure at the bottom and of the aeration flow
rate. Hence, the up-flow of particles at the exit increases notably for
the cases with higher overpressure values (33.7 kPa and 34.7 kPa),
approximately 8 and 12 times more than the case with the lowest
𝛥𝑝bottom (31.7 kPa). Moreover, the total mass of particles increases as
the aeration flow rate increases, in a range of 30% (𝑉̇𝑎𝑒 = 40NL/h) and
170% (𝑉̇𝑎𝑒 = 150NL/h), higher than the case without aeration flow rate.

The results obtained in the non-isothermal case predict a mean
value of the heat transfer coefficient at the inner wall of the tube of
ℎ̄𝑤 = 329W∕(m2 K) under the conditions imposed in the numerical
model. High fluctuations were observed in ℎ𝑤 during the transient
process. The influence of these fluctuations on the creep and fatigue of
the tube should be studied in detail in future works to ensure viability
over long periods of the system. The numerical simulation shows the
appearance of bubbles during the process, which notably influences the
heat transfer exchange.

9. Notation

𝐴𝑝 Projected area of the particle [m2]
𝐴𝑡 Cross-sectional area of the tube [m2]
𝐶𝑑 Gas–particle drag coefficient
𝐶𝑝𝑝 Specific heat of the particle [J∕(kgK)]

𝑑 Internal diameter of the tube [m]
𝐷𝑝 Drag function
𝑑𝑝 Particle diameter [m]
𝐹 Momentum exchange rate per volume between gas and particles
[N∕m3]

𝐹𝑝 Drag force exerted on the particles [N]
𝑓𝑝 Function of the particle volume fraction at the wall

𝐹𝑤𝑝 View factor between the wall and the particles in the adjacent
cells [-]

𝑔 Gravity acceleration [m∕s2]
ℎ𝑓 Heat transfer coefficient of the gas[W∕(m2 K)]
ℎ𝑓𝑒 Fluid enthalpy [J]
ℎ𝑓𝑝 Fluid-to-particle heat transfer coefficient [W∕(m2 K)]
ℎ𝑝 Instantaneous convective heat transfer coefficient of the particles

[W∕(m2 K)]
ℎ𝑝𝑒 Particle enthalpy [J]
ℎ𝑤 Local fluid-to-wall heat transfer coefficient [W∕(m2 K)]
ℎ̄𝑤 Average in time heat transfer coefficient [W∕(m2 K)]
𝑘𝑓 Fluid thermal conductivity [W∕(m K)]
𝑘𝑝 Particle thermal conductivity [W∕(m K)]
𝐿 Cell length [m]

ℎ𝑒𝑎𝑡 Length of the heated wall [m]
𝑚𝑝 Particle mass [kg]

𝑚̇𝑝,𝑓 Up-flow of particles [kg/h]
𝑁𝑢𝑓 Nusselt number for heat transfer in the fluid to the particle

𝑝 Fluid pressure [Pa]
𝑃𝑟 Prandtl number
𝑃𝑜𝑢𝑡 Pressure outlet [Pa]
𝑃𝑠 Pressure constant

𝑄̇𝑟𝑎𝑑 Source term [W]
𝑞 Fluid heat flux [W∕m2]

𝑞̇𝐷 Enthalpy diffusion term associated with chemical reactions
[W∕m3]

𝑄̇ Energy source per volume [W∕m3]
𝑄̇𝑤 Heat transferred from the hot wall to the particles [W]
𝑅𝑔 Gas constant [kJ∕(kg K)]
𝑅𝑒 Reynolds number
𝑆ℎ Conservative energy exchange from the particle phase to the fluid
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phase [W∕m ]
𝑇 Absolute temperature [K]
𝑇𝑥 Temperature at location 𝑥 [K]
𝑇𝑓 Fluid temperature [K]
𝑇𝑝 Particle temperature [K]
𝑇𝑠 Tube surface temperature [K]
𝑇𝑤 Wall temperature [K]
𝑇̄𝑝 Mass-weighted temperature of the particles [K]

𝑇𝑤𝑏 Wall bed temperature [K]
𝑢𝑓 Fluid velocity [m/s]

𝑢𝑚𝑓 Minimum fluidization velocity [m/s]
𝑢𝑝 Particle velocity [m/s]
𝑉𝑝 Particle volume [m3]
𝑉̇𝑎𝑒 Aeration flow rate [NL∕h]

9.1. Greek symbols

𝛽 Constant
𝛥𝑡 Time interval [s]

𝛥𝑇𝑙𝑚 Logarithmic mean temperature difference [K]
𝛥𝑝𝑏𝑜𝑡𝑡𝑜𝑚 Over pressure at the bottom of the bed [kPa]

𝛥𝑥 Length interval [m]
𝜀 Constant
𝜀𝑝 Particle emissivity [-]
𝜀𝑤 Wall emissivity [-]
𝜃𝑐𝑝 Particle volume fraction at close packing
𝜃𝑓 Fluid volume fraction
𝜃𝑝 Particle volume fraction
𝜇𝑓 Dynamic viscosity of the fluid [kg∕(m s)]
𝜌𝑓 Fluid density [kg∕m3]
𝜌𝑝 Particle density [kg∕m3]
𝜎 Stefan–Boltzmann constant [W∕m2 K4]
𝜏𝑓 Fluid stress tensor [Pa]
𝜏𝑝 Particle normal stress [Pa]
𝛷 Viscous dissipation [W∕m3]
𝛹𝑝 Particle sphericity
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