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Abstract: Underwater acoustic communications are limited by the following channel impairments:
time variability, narrow bandwidth, multipath, frequency selective fading and the Doppler effect.
Orthogonal Frequency Division Modulation (OFDM) is recognized as an effective solution to such
impairments, especially when optimally designed according to the propagation conditions. On the
other hand, OFDM implementation requires accurate channel knowledge atboth transmitter and
receiver sides. Long propagation delay may lead to outdated channel information. In this work, we
present an adaptive OFDM scheme where channel state information is predicted through a Kalman-
like filter so as to optimize communication parameters, including the cyclic prefix length. This
mechanism aims to mitigate the variability of channel delay spread. This is cast in a protocol where
channel estimation/prediction are jointly considered, so as to allow efficiency. The performance
obtained through extensive simulations using real channels and interference show the effectiveness of
the proposed scheme, both in terms of rate and reliability, at the expense of an increasing complexity.
However, this solution is significantly preferable to the conventional mechanism, where channel
estimation is performed only at the receiver, with channel coefficients sent back to the transmit node
by means of frequent overhead signaling.

Keywords: underwater acoustic communications; OFDM; interference; estimation; prediction;
Kalman filtering

1. Introduction

In spite of their long and consolidated history, underwater acoustic communications
(UWACs) have recently experienced a peak of interest from the scientific community, as
they represent an effective technology for a wide range of applications [1]. Real-time control
and communication with underwater remote instrumentation and autonomous vehicles [2],
coastal surveillance [3] and shipping traffic management [4], environmental monitoring [5]
and data collection [6] are some of the most widespread activities where the use of UWACs
has been shown to be suitable.

Regarding communication aspects, UWAC links are affected by several impairments
that significantly limit the transmission rate. In fact, besides the intrinsic (technological)
bandwidth limitation, due to transmitter capabilities, underwater acoustic channels are
also characterized by severe multipath delays and highly selective frequency responses,
as well as non-negligible propagation delays due to the relatively slow speed of sound in
water [7]. The UWAC propagation scenario exhibits a peculiar time-varying behavior [8,9],
due to sea temperature and salinity gradients, sea stream, and wind speed, as well as
relative positional changes due to motion of the terminals [10]. Multipath time delay and
frequency-selective deep fading affect the UWAC channel in different ways, depending on
the propagation environment, typically classified as shallow, medium or deep water [11].
The shallow water channel is characterized by several paths of comparable length, so the
corresponding channel impulse response (CIR) presents a large number of close coefficients
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with similar amplitudes. On the other hand, deep water CIR exhibits longer delays and
small coefficients because of the long distances traveled by the signal echoes with respect
to the line-of-sight wave. The medium water environment presents delay spread and path
gain features between the above two cases.

The mitigation of channel impairments is fundamental to provide a reliable communi-
cation link. Typical countermeasures consider the use of equalization [12,13] in order to
restore the quality of the received signal. Alternatively, adaptive modulation and coding
schemes are developed in order to match the transmission parameters with the channel
behavior [14–16].

In this regard, Orthogonal Frequency Division Modulation (OFDM) offers desirable
features, like robustness to multipath delay spread, sufficiently high data rate, large band-
width efficiency, and adaptivity of the modulation format to channel conditions [17]. In
OFDM, modulated symbols are transmitted over different sub-carriers that, ideally, do not
interfere with each other when propagating over frequency-selective and time-invariant
channels, so that simple symbol-by-symbol detection can be adopted. In real cases, the po-
tential inter-carrier interference can be mitigated through equalization [18]. Furthermore, it
is worth highlighting that, in radio-frequency (RF) OFDM systems, the intersymbol inter-
ference (ISI) arising from multipath propagation is typically mitigated through the use of a
cyclic prefix (CP), the length of which is set according to the channel delay spread [19]. On
the other hand, the sudden variability of channel behavior, as well as the long CIR, make
the use of a fixed CP impracticable in UWACs, since ISI may not be properly mitigated [20].
CP length optimization has also been investigated, but mainly in reference to RF OFDM
scenarios [21,22]. However, such solutions cannot be employed directly in UWACs, due
to the significant differences between RF and underwater acoustic channels. Therefore,
channel issues must be addressed in a different fashion. In this regard, OFDM adaptivity to
the medium conditions is a relevant feature for the harsh propagation scenario offered by
UWACs, allowing a significant increase in transmission rate. In [23], the authors propose an
OFDM sub-carrier power optimization mechanism based on channel knowledge, achieved
with a length-adaptive estimation technique. In [24], second-order statistics of the channel
are exploited to derive the signal-to-interference-plus-noise ratio in each sub-carrier, so to
realize adaptive coding and bit-power loading. An OFDM acoustic modem is presented
in [25], with adaptive modulation being performed based on the channel delay and Doppler
spread, measured by using chirp pilots. An information-dependent sub-carrier mapping is
proposed for underwater video transmission in [26], so that important data are conveyed
on the most reliable OFDM sub-channels, while less useful data are transmitted through the
lower quality sub-carriers. The authors in [27] proposed a continuous phase modulation-
based OFDM, outperforming standard implementations, and, thus, demonstrating itself to
be more suited to UWACs. In [28], a novel fractional fast Fourier transform (FFT) OFDM
system is presented, with amplitude shift keying (ASK) employed for sub-carriers’ mod-
ulation. Specifically, the use of ASK achieves a better bandwidth efficiency with respect
to other conventionally considered schemes and, furthermore, the use of fractional FFT in
place of the conventional one allows problems related to carrier frequency offset to be more
efficiently mitigated.

All the solutions for OFDM optimization rely on channel state information (CSI), made
available from estimation or prediction. Overall, channel estimation typically considers
a bi-directional transmission of pilot signals between the communication nodes, in order
to measure the corresponding CIR [29] and feed back the channel coefficients. For exam-
ple, in [30] a novel adaptive denoising scheme is proposed to achieve a reliable channel
estimation in OFDM-based UWACs affected by strong noise. The authors in [31] propose
an optimized pilot-assisted channel estimation for OFDM, even though performance was
measured under the unrealistic assumption of ideal synchronization and Doppler com-
pensation. Unfortunately, due to the low speed of sound, estimation procedures are time
consuming and they must be performed frequently in order to keep the CSI updated. So,
the communication rate may be significantly reduced. Furthermore, the available chan-
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nel coefficients may be outdated, since, during the estimation process, the channel may
have already changed [32]. In order to overcome such problems, channel prediction can
be exploited in place of estimation. Predictors are typically based on channel statistical
models [33] and are developed in different approaches, such as recursive least squares
(RLS) [34] and deep neural networks [35]. Channel prediction does not impact on data
rate since it allows the reduction of overhead information to be transmitted. On the other
hand, if the predicted channel deviates from the real one, inaccurate system optimization
occurs and problems of reliability may occur. The work in [36] considers, instead, the
joint use of channel estimation and prediction. However, it is proposed for a single-carrier
binary phase shift keying (BPSK) scheme where transmission parameter adaptation is not
addressed. The worthiness of estimation and/or prediction is discussed in [37] by com-
paring minimum mean square error channel estimation and auto-regressive (AR) channel
prediction. Furthermore, the authors propose a mechanism for bandwidth adaptation,
in order to provide channel-tailored performance and avoid interchannel interference (ICI).
Finally, a possible approach for channel estimation may rely on deep-learning, as presented
in [38]. The proposed solution is designed for Multiple-Input Multiple-Output (MIMO)
OFDM systems, even though not specifically related to the underwater acoustic case.

Motivation and Goals of the Work

As previously stated, both OFDM and single carrier modulations require channel
knowledge for transmitter processing (e.g., bit-loading, pre-equalization) or receiver pro-
cessing (e.g., equalization), aimed at counterbalancing the propagation impairments. Most
of the proposed solutions assume perfect channel knowledge at the receiver and/or trans-
mitter side, so the achieved performance cannot match that expected in a real scenario.
Actually, the accuracy of CSI unavoidably impacts on the communication performance in
terms of trade off between reliability and data rate. However, to the best of our knowledge,
only a few works in the literature address such an issue. Furthermore, despite the availabil-
ity of several channel estimation and prediction techniques, we highlight the absence of
a real protocol that drives the joint use of these approaches in an adaptive fashion, so as
to maximize the performance in terms of bit error rate (BER), while minimizing the rate
reduction caused by the overhead signaling. Finally, it is worth noting that CSI acquisition
and transmission optimization are typically performed under the optimistic assumption of
absence of interference. The presence of superposing external acoustic sources (mammals’
communication, vessels’ engines and so forth) may not be negligible when dealing with
channel estimation and signal detection [39], and, hence, it should be conveniently taken
into account.

Aimed at the above considerations, in this work we propose an adaptive OFDM
scheme able to manage the cyclic prefix length adaptation by resorting to channel knowl-
edge acquired thanks to both estimation and prediction techniques, with the goal of
reducing ISI. The employment of estimation, followed by a channel predictive step, is
peculiarly tailored to the underwater environment, since it allows reduction in overhead
signaling due to training/pilot transmission. Such a saving is not negligible in an UWACs,
characterized by very scarce resources. Summarizing, the main contributions of this work
are the following:

• an adaptive mechanism to tune the OFDM cyclic prefix, based on the channel estima-
tion phase;

• a channel tracking mechanism, based on channel estimation and a prediction stage, by
resorting to Kalman filtering;

• a two-side contemporary processing, that is, transmitter and receiver signal processing is
operated independently, thus avoiding the need for a feedback link to continuously
communicate measures operated at the receiver side;

• a mechanism to decide when re-estimation is needed, based on channel behavior;
• a frame structure/protocol supporting the adaptivity of the whole system and allow-

ing a practical implementation of both the channel estimation and prediction.
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The approach herein presented differs from the literature as it effectively considers
practical situations related both to interference and channel. In fact, these two impairments
are generally considered but their temporal features are assumed as static or quasi-static.
The proposed study investigates how to handle interference variations and channel vari-
ability, in terms of delay spread and amplitude coefficients. The resulting link optimization
can also be seen as an implementation guideline for UWACs.

About the manuscript’s organization, in Section 2 we introduce the system model, in-
cluding the initial interference statistics acquisition, channel statistics estimation procedures,
and the CP adaptation mechanism. Section 3 describes the core of the proposed communi-
cation protocol, including the two-side contemporary processing based on Kalman filtering
prediction and data transmission phase. In Section 4 numerical results and performance
comparisons are presented and discussed. Finally, Section 5 concludes the paper.

2. System Model and Connection Setup

Let us refer to an underwater link between two nodes, namely u1 and u2, where
data communication can be potentially bidirectional. Therefore, u1 and u2 can act as both
transmitter and receiver. The transmission is considered to be OFDM-based and frame
oriented, with frame length defined as Tf . By definition, each frame is then organized in
slots of duration equal to Ts. Due to the time-varying nature of the underwater acoustic
channel, we assume Tf to be shorter than the channel coherence time Tcoh, so that Tf ≤ Tcoh.

The interaction between u1 and u2 is organized in two different phases, referred to as
connection setup (CS) and established connection (EC), respectively, described in Figure 1.
During CS, both the nodes are involved in interference and channel acquisition, including
the evaluation of the statistical properties of both interference and channel, necessary for
the initial communication setup and for managing the whole communication. The EC
stage instead concerns data transmission and detection, with some (small) time intervals
dedicated to refreshing the channel and interference statistics. The stages of CS and EC are
detailed in the following:

interference statistics acquisition phase

channel statistics estimation phase

information data
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Figure 1. Graphical description of the three phases for interference and channel estimation and data
transmission/detection during CS and ES.

Before starting the description of the whole signaling, we report in Table 1 all the time
interval definitions we use in this work.
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Table 1. List of variables related to time intervals.

Symbol Definition

Tf Transmission frame length
Ts Slot time of a frame, equating the OFDM symbol length (including CP)
Tc Sampling time
Tx OFDM symbol length (without CP)

TCP OFDM CP length
Ta,CS Interference acquisition time during CS
Ta,EC Interference acquisition time during EC
Te,CS Channel acquisition time during CS
Te,EC Channel acquisition time during EC

Td Frame portion of time dedicated to data transmission during EC

2.1. Interference Statistics Acquisition Stage

As previously stated, and without loss of generality, let us refer to u1 and u2 as the
transmitting and receiving nodes, respectively, placed at the left and right side of the time
diagram in Figure 1 (however, transmitting and receiving roles can be interchanged). The
first stage of CS is the acquisition of interference (represented by the vertical blocks in
Figure 1). This stage must be used by both the nodes interested in setting up the communi-
cation, and it deals with the acquisition of interference statistics that can require a long time,
and even multiple frames. It is worth noting that, depending on the (possibly) different
propagation conditions, the result of interference acquisition is different at the transmit and
receive sides. During interference statistics acquisition, lasting Ta,CS seconds, no transmis-
sion is acted on by the nodes that remain in listening mode. Hence, the continuous-time
received signal is:

r(ui)
a,CS(t) = z(ui)(t) = w(ui)(t) + χ(ui)(t), i = 1, 2 (1)

where w(ui)(t) is the zero mean N0-variance Additive White Gaussian noise at node ui
and χ(ui)(t) is the possibly present interference due to acoustic sources (e.g., mammals
and/or ship engines) plus the ambient noise described in [40]. Moreover, the term χ(ui)(t)
in Equation (1) can be detailed as follows:

χ(ui)(t) =
NI

∑
n=1

ψn(t) ∗ hn,ui (t) (2)

with ψn(t) being the n-th interfering source (in a number of NI), ∗ the convolution operator
and hn,ui (t) the impulse response describing the channel from the n-th interference source
to the node ui. It is important to underline that both χn(t) and hn,ui (t) change, frame by
frame, due to sea stream changes, the Doppler effect and multipath changes. This is the
reason for performing long acquisition during the connection setup.

Furthermore, it is important to emphasize that, at regime, the time-varying nature of
interference may be considered limited within multiple frames, thus meaning that statistical
features do not change among some consecutive frames, let us say in a number of Qa. At
first sight, such an assumption may appear unreasonable. In fact, while for periodic and
quasi-periodic interferences (e.g., engine of a ship) it is simple to prove that statistics do
not change within a certain number of frames, a really different scenario is met when
dealing, for instance, with mammal sounds. However, in this regard, the analysis reported
in [41] proves that sound capture lasting in the order of hundreds of milliseconds allows a
reliable collection of the statistical features of several interference sources, including also
the sporadic ones (e.g., mammals).
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So, during the first Ta,CS = QaTf seconds, both the nodes can proceed with the
estimation of interference autocorrelation by simply correlating the Tc-sampled received
signal as follows:

c(CS)
z [m] =

1
2Ka,CS − 1

Ka,CS

∑
p=1

r∗a,CS[p]ra,CS[p + m] (3)

where the symbol ∗means conjugation and Ka,CS = QaTf /Tc is the length of autocorrelation.
We remark that Equation (3) generically refers to the interference acquired by any of
the considered nodes, but, of course, the measured values may not be the same due to
different propagation conditions (that is, hn,u1(t) 6= hn,u2(t), as detailed in Equation (2)).
As the interference changes in time, statistics must be necessarily refreshed. Therefore,
during EC, a time interval Ta,EC = MaTs is reserved for autocorrelation update by using
Equation (3), with Ma being the number of frame slots reserved for such an operation.
Given Ka,EC = MaTs/Tc as the number of samples considered for the update, we have:

c(EC)
z [m] =

1
2Ka,CS − 1

Ka,CS

∑
p=1

r(µ)∗a [p]r(µ)a [p + m] (4)

being r(µ)a [p] defined in the vector format as:

r(µ)a =
[
r(µ−1)

a (Ka : Ka,CS) ra

]
(5)

where the superscript (µ) indicates the ordered number of updating procedure, the position
r(0)a = ra,CS is assumed, and r(µ−1)

a (Ka : Ka,CS) refers to the elements of the vector r(µ)a
ranging from the Ka-th till to the Ka,CS-th one.

Interference acquisition during CS may last several frames since sufficiently large
statistics must be collected to reliably initialize the communication. On the other hand,
interference acquisition at EC stage is performed to achieve a partial update of the statistics
available from CS. So, its duration is only limited to some frame slots. A different way of
defining Equation (5) is that the new acquisition of interference ra (that is, the sampled
version of the signal already described in Equation (1) during CS stage) gathers the most
recent Ka samples that update the vector r(µ)a , while the oldest Ka ones are removed from
the sequence r(µ−1)

a .

2.2. Channel Model, Estimation and Statistics Evaluation

After interference acquisition, both the nodes must proceed with channel estimation
as the second phase of CS, depicted in Figure 1. So, node u1 starts sending some known
pilot symbols to u2, that replies with an identical transmission back to u1. The pilot is
modeled as:

x(t) =
√

Es0 s(t) (6)

where Es0 is the associated energy and s(t) is the equivalent baseband signal given by:

s(t) =
1√
2πα

e
−(t− Ts

2 )2

2γ , 0 ≤ t ≤ Ts (7)

where γ takes care of signal shape (and, consequently, its bandwidth), while α is set so
to have a unit energy signal s(t), since the signal x(t) in Equation (6) has Es0 energy. The
pilot length is supposed to be equal to Ts, with s(t) being a single carrier signal, so as to
allow the estimation of the whole channel. The choice of a Gaussian-like shape, described
in Equation (7), is not mandatory and depends on the transmitting device capability to
generate different shaping signals. Changing the signal shape (from Gaussian-like to
Nyquist-like) would reflect on performance variations that are negligible if the bandwidth
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and transmit power levels do not change. If the term γ is sufficiently large, the signal is
wide in bandwidth, since in the time domain it presents quick amplitude variations. At this
point, such single-carrier pulse sent for estimation risks appearing a bit counter-intuitive
since we base the communication on OFDM. However, by using such a pilot, we focus
on a whole channel impulse response in order to optimize the cyclic prefix. Additionally,
through the use of filter-bank (equating the number of OFDM sub-carriers) we are able to
estimate the time response of each sub-channel. This scheme does not avoid the frequency
domain description of the channel through the Discrete Fourier Transform (DFT).

With such bidirectional pilots transmission, each node can perform its own channel
estimation. Especially regarding multipath, signal propagation along the two communi-
cation directions is different, that is, the channel is, in general, not reciprocal [42]. As a
consequence, channel estimates available at the link sides may be different as well. How-
ever, since the largest part of channel energy is generally carried by the first path [43],
reciprocity can be reasonably assumed. Moreover, what is important to underline is that,
when reciprocity cannot be assumed, the channels are different. In other words, forward
and backward channels can be different. However, it is highly probable that the differences
do not impact on performance in a severe way. Hence, the conclusion is that reciprocity is
worth it, especially when very particular propagation scenarios are not present [42], like,
for example, obstacles that reflect a signal in a specific direction and block the signal in the
opposite direction.

In order to describe the received signal during pilot transmission, let us now introduce
the channel model. In detail, the underwater acoustic channel is typically affected by a
frequency-selective fading phenomenon that scatters the energy of the transmitted signal
over a (usually) not so small number of paths generated by reflections from ground and sea
surfaces, or due to propagation effects that can be described as curved rays. By also taking
into account its time-variability, the channel can be modeled according to the following
expression [40]:

h(t; τ) ,
ρ(t)

∑
d=1

βd(t)adδ(t− τd(t))ej2πνdt (8)

where ad is the complex coefficient accounting for losses over the d-th path [40], ρ(t) is
the time-varying number of paths, each one characterized by a propagation delay τd(t).
Furthermore, βd(t) considers the shadowing effect of sea stream, dives, and fish schooling,
according to [44], while νd = v cos(φd) fc/vc takes care of the Doppler effect through the
direction φd, with v being the node speed, vc the speed of sound and fc the reference fre-
quency.

For some time intervals and propagation scenarios, the channel can be considered
time-invariant. As outlined at the beginning of this section, we assumed Tf ≤ Tcoh to
reasonably meet such conditions. Hence, we have ρp(t) = ρ within a frame, and the
received analog signal obtained from the transmission of a pilot can be represented as:

re(t) =
ρ

∑
d=1

βid(t)adx(t− τd)ej2πνdt + z(t) (9)

that represents an exhaustive model, since it includes several propagation effects, from mul-
tipath to shadowing, due to obstacles or fish schooling.

2.3. Channel Statistics Estimation

During CS, channel statistics estimation may take a long time to achieve reliable
information. Indeed, transmitting several symbols in a short time interval does not allow
for observation of remarkable channel changes. On the other hand, using long guard
intervals (in the order of the frame time Tf ) between two consecutive pilots allows the
receiving nodes to acquire more significant channel statistics. In principle, there are several
ways to estimate the channel coefficients starting from the received signal in Equation (9).
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Based on the a priori knowledge of the nodes about the signal shape x(t), the channel
autocorrelation can be retrieved from an observation time Te,CS = QeTf , with Qe, being the
number of frames spent for channel acquisition. In fact, similar to the interference statistics
estimation in Equation (3), the channel autocorrelation can be evaluated as:

c(CS)
h [m] =

1
Es0(2Ke,CS − 1)

Ke,CS

∑
p=1

r∗e,CS[p]re,CS[p + m] (10)

with Ke,CS = QeTf /Tc being the number of samples used for estimation.
Analogously to the interference autocorrelation estimation, during EC, channel auto-

correlation, updates can be performed exploiting a shorter time interval Te,EC = MeTs (Me,
being the number of employed pilots/frame slots) and, according to:

c(EC)
h [m] =

1
Es0(2Ke,CS − 1)

Ke,CS

∑
p=1

r(µ)∗e [p]r(µ)e [p + m] (11)

being r(µ)e [p] defined in vector format as:

r(µ)e =
[
r(µ−1)

e (Ke : Ke,CS) re

]
, (12)

where Ke = MeTs/Tc is the number of most recent autocorrelation samples. Similarly to the
analysis reported in Equation (5), the superscript (µ) in Equation (12) indicates the number
of updating procedure, the position r(0)e = re,CS is assumed, and r(µ−1)

e (Ke : Ke,CS) refers

to the elements of the vector r(µ)e ranging from the Ke-th till to the Ke,CS-th one. Finally,
re defines the new estimation used for updating the channel autocorrelation, that is the
sampled version of Equation (9).

2.4. Cyclic Prefix Length Adaptive Tuning

The cyclic prefix is a fundamental element in OFDM, allowing the system to be
(hopefully) ISI- and ICI-free [45]. Due to possible relative motion between nodes, as well
as sea stream changes, the channel results are unavoidably time-varying over consecutive
frames. Therefore, the use of a fixed CP length during the whole communication may be
ineffective to counterbalance multipath. On the other hand, the capability of tuning the CP
length allows the transmission to be adapted to the propagation conditions.

In this regard, we have the number of sub-carriers NSC employed for OFDM signaling
defining the symbol length Tx = 1/∆ f , where ∆ f is the sub-channel width obtained by
partitioning the whole system bandwidth B in NSC portions, so that ∆ f = B/NSC. However,
when CP is considered, the whole OFDM symbol time becomes Ts = Tx + TCP, where
TCP is the time length of cyclic prefix that must be set according to the channel delay
spread τds. So, the OFDM symbol length corresponds to the slot time length Ts within a
communication frame. Here, we recall that the delay spread is a measure of the length of
the channel response, that is, the time difference between the earliest channel path and
the last one. Hence, analytically speaking, TCP value can be a multiple integer of delay
spread. Of course, the use of CP unavoidably causes transmission rate reduction. In order
to provide a theoretical example, if the system must be set up to grant a rate of R bits/s,
the information bits must be allocated so that ∑NSC

c=1 bc = RTs, where bc is the number of
bits allocated on the c-th sub-channel. The presence of CP entails TCP > 0, leading Ts to
increase. From this fact, it appears evident that when the OFDM symbol length grows,
due to delay spread (cyclic prefix), the use of richer modulation formats is required in the
sub-channels to achieve the target data rate. As a consequence, higher power must be spent
in order to guarantee robustness to ISI and ICI. So, communication reliability is paid for in
terms of power efficiency.
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The channel knowledge is the key to estimate the delay spread, that can be obtained
by measuring the memory of the channel; that is, how long the effect of a signal emission
is present at the receiver. Based on Equation (9), describing the pilot received during the
estimation phase, it suffices to measure the cross-correlation between the emitted signal
and the received one in order to test the signal time spread due to propagation. Analytically
speaking, the cross-correlation is defined as:

yres[m] =
1

Es0(2Ts/Tc − 1)

Ts/Tc

∑
p=1

r(µ)∗e [p]s[p + m] (13)

where yres[0] corresponds to the signal energy on the first path. Then, by means of a
threshold ϑ, 0 < ϑ < 1, we can also define a reference energy level expected for the signal
on the last path, expressed as a fraction, yres[0]. In other words, once yres[0] is selected as
the cross-correlation value referred to the first path, we define, as delay spread, the time to
achieve a percentage in terms of cross energy equal to ϑyres[0]. Hence, formally we have:

τ̃ds = Tc arg min
m=1,...,Ts/Tc

|yres[m]− ϑyres[0]| (14)

returns the estimate of delay spread.

3. Established Connection Phase

As stated before, the channel is assumed to be static within a frame. During the EC
stage, we can have two different types of frames. The first contains only data, thus, the
time spent for data transmission, Td = MdTs, with Md being the number of data symbols
per frame, equates to the entire frame length; that is Tf = Td (note that, since data are
transmitted only during EC, we neglect the use of the corresponding subscript on Td in
order to simplify the notation). Such a frame can be easily recognized, highlighted in green
in Figure 1. In this sense, the transmission of frames is continuous, while the channel
prediction mechanism proceeds in the background. However, still from Figure 1, it is
possible to appreciate that some frames are different, since they are organized in three
different fields. The first one, of Ta,EC = MaTs-length, is dedicated to the interference
acquisition. The second one, of Te,EC = MeTs-length, is used for channel estimation
purposes, while the last field, of Td-length, is dedicated to sending information data. The
whole time duration of a frame is Tf = Ta,EC + Te,EC + Td. Hence, for a fixed Tf , spending
time on interference and channel statistics update unavoidably leads the data transmission
time to be reduced within a frame.

3.1. Channel Re-Estimation and Prediction

The channel estimation can be performed in the discrete frequency domain. Referring
to the model presented in Equation (9), by means of the DFT, the received pilot signal is:

Rk = HkXk + Zk 0 ≤ k ≤ NSC−1 (15)

where Xk and Zk are the DFT of the sampled version of x(t) and z(t), respectively, Hk is
the channel representation in the discrete frequency domain, and the number of samples
to compute DFT is exactly the number of sub-channels NSC. According to the orthogonal
projection lemma criterion, detailed in [46], the Minimum Mean Square Error estimation of
the channel can be obtained via the following relationship:

H̃k = Rk
X∗k |Hk|2

Es0|Hk|2 + Z2
k

1 ≤ k ≤ NDFT (16)

where, we recall, Es0 is the energy associated to the training pilot, while Z2
k is the effect of

disturbing signal z(t). By observing Equation (16), we can argue that the |Hk|2 values are
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not available, since Hk are the quantities to be estimated. This problem is solved by posing
|Hk|2 = 1, that leads to reliable estimates if Es0 > Z2

k .
Starting from Equation (16), the channel evolution can be described by a V-order AR

model [47–49] as follows:
hk(`) = Ψhk(`− 1) + z(`) (17)

where hk(`) is a vector describing the channel coefficients related to the k-th sub-carrier,
and Ψ is the [V × V] matrix related to the V-order AR model [47–49]. Based on such
representation, we resort to Kalman filtering [50] to predict the channel evolution.

A possible drawback of this approach concerns the system complexity. In fact, tracking
the channel evolution via Kalman filtering is not so costly for a single sub-channel, while it
may become significant if a huge number of samples is considered. However, it is important
to note that, at this stage, once the number of sub-carriers NSC is chosen, the Kalman-based
prediction operates exclusively on NSC samples. So, the matrix dimensions used for
handling the Kalman filtering is [VNSC ×VNSC] and, even though it may appear to lead
to a huge processing cost, it is composed of all [V × V] matrices on the diagonal, hence,
presenting V2(N2

SC − NSC) zeros. Since no matrix inversions are present in the processing,
the largest part of the computational cost is related to product and sums, to be performed
with a processing time in the order of frame duration (hundreds of milliseconds).

Finally, we want to highlight here that channel prediction is operated both at the
transmitter and receiver sides in place of channel estimation performed with overhead
pilot signaling between nodes. Hence, prediction allows the reduction of latency, which
represents a crucial issue in UWACs. Before proceeding, it is important to consider some
key elements. First, it must be considered that the performance of the predictor (that is,
the estimation accuracy) decreases in terms of prediction error variance when the coefficient
to predict (in a time sense) is far from the last performed estimation. Hence, this fact
suggests that, after predicting the channel for several frames, the receiver must proceed to
re-estimate the channel by means of some pilot transmissions (as detailed in Figure 1). The
motivation leading to requiring estimation after some prediction is twofold. First, after the
CP tuning, it is expected that the delay spread may change. Second, the memory (in the
sense of channel correlation) drops, thus meaning unreliability of the prediction. This is the
reason for also introducing, in Figure 1, the pilot transmission during the EC stage, so as
to provide the estimation to aid prediction. Therefore, a mechanism for re-estimating the
channel and feeding the predictor with new estimated values is required.

In this regard, we need to regulate the switch from channel prediction to a new
channel estimation. Let us consider Vk as the length of the AR model, related to the
k-th sub-channel. Please note that it is not assured that all the Vk coincide. Moreover,
delay spread may change during re-estimation, being smaller or larger with respect to the
previously measured one. The delay spread being (considerably) changed indicates that the
re-estimation was performed too late. On the other hand, if the changes measured are not
sensible, it means that the re-estimation was performed early with respect to the changes.
Hence, we introduce the variable Lε to evaluate the measure of delay spread changes,
initialized to a high value so that Lε >> Vk. Then, in order to switch from prediction
to estimation, we consider re-estimation as performed after a number of frames Ladapt
given by:

Ladapt = min
{

min
k
{Vk}, Lε

}
(18)

thus, implicitly meaning that estimation is performed if Lε frames have passed, or if the
prediction becomes unreliable for at least one sub-channel (mink{Vk}). In other words,
the event occurring first drives the need for a new estimation. It is important to note that,
after a re-estimation is performed, if the channel delay spread has remained essentially the
same, then Lε is increased by a factor that we set as corresponding to 10% of its previous
value. Otherwise, having delay spread as already changed suggests that we needed to
re-estimate the channel earlier. Hence, Lε is updated by decreasing it by 10%.
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Finally, we would highlight that the proposed hybrid mechanism for channel estima-
tion and prediction can be fruitfully exploited to deal with cross-talk mitigation, which
represents a challenging issue for MIMO-OFDM systems. However, in such a more complex
scenario, the sole channel equalization does not suffice to achieve good performance, since
spatial ISI must also be mitigated. As a consequence, the number of channels to consider
grows as well as the complexity of frequency and space equalization.

3.2. Information Data Stage and Detection

Having described the process related to interference and channel information acquisi-
tion, we now detail the data transmission stage, lasting Td, as shown in Figure 1. Before
symbol emission, bit-loading is performed. In this regard, we do not provide further details,
since proposing a new mechanism was not our aim. However, it is fundamental to high-
light that channel knowledge (and its reliability) is a key element to realizing bit-loading,
especially when procedures based on waterfilling-like algorithms are considered [51]. Fur-
thermore, channel knowledge is also necessary for signal detection. Specifically, we can
express the OFDM data symbol as:

g(t) =
√

Es0

NSC−1

∑
k=0

G(k)ej2πkt∆ f , 0 ≤ t ≤ Tx (19)

where Tx is the above-mentioned signal length without the insertion of CP. Moreover,
the G(k) term is related to the inverse-DFT of the symbol emitted on the k-th sub-channel.
Note that symbols on different sub-channels may belong to different constellations (that
is, the modulation order employed on sub-carriers may be different) if bit-loading is
considered. The OFDM symbol is completed by CP insertion before transmission. If the CP
length has been suitably adapted to completely avoid ISI, it follows that echoes related to
the previously emitted symbol fall into the current symbol CP window, and, thus, do not
affect the detection of carried data. Under such an assumption, the received analog signal
related to an OFDM symbol after CP removal can be written as:

r(t) =
P

∑
d=1

βd(t)adg(t− τd)ej2πνdt + z(t), 0 ≤ t ≤ Tx (20)

that collects the component z(t) related to background noise and other external interference,
and the signal echoes coming from the propagation over P paths. Regarding this latter
aspect, according to Equation (8), multipath was initially characterized by ρ paths. However,
since delay spread may be longer than the OFDM symbol duration Tx, it is likely that the late
echoes fall within the next symbol CP window, while early arrivals are, instead, superposed
to the currently received signal, thus giving rise to auto-interference. So, in Equation (20), we
refer to P ≤ ρ as the number of secondary paths acting as interference on the current symbol.

Finally, concerning detection, the receiver computes the DFT of the signal passed
through analog-to-digital conversion. Then, by processing each sub-carrier component,
the symbol Ĝ(k) (with k = 0, 1, . . ., NSC − 1) is decided according to the Maximum Like-
lihood criterion (by remembering that, on different sub-channels, we can have different
modulation formats) [18].

3.3. Remark—Protocol Summary and Efficiency

The scheme here presented considers that, despite the CS stage, lasting Ta,CS + Te,CS =
QaTf + QeTf seconds, being necessary, it is somewhat limiting from the point of view of
transmission efficiency. Such a performance metric, referred as η, can be measured by
considering the ratio for an assigned number of bits to be transmitted, between the time
spent for an (ideal) OFDM communication with no connection setup, no estimation or
prediction, and the presented case. Once set, the frame duration Tf , the number of slots
composing a frame is equal to M f = Tf /Ts. We recall from Section 2.4 that Ts corresponds
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also to the symbol duration, which, in turn, is dependent on the CP length TCP. For the
sake of simplicity, let us initially consider TCP as fixed (that is, the case where CP tuning is
not performed), so that Ts and M f result can be considered fixed as well. Hence, the time
requested to transmit Nb data bits in the ideal case, given R as the transmission rate, is:

T(ideal)
Nb

=
Nb
R

(21)

since no overhead information is considered during the communication. On the other hand,
the use of the proposed protocol makes the data transmission time given:

T(proposed)
Nb

= (Qa + Qe)Tf +
Nb
R

+ Nocc(Ma + Me)Tf (22)

thus, taking into account the (Qa + Qe) frames used for CS and those related to EC,
while Nocc refers to the number of times interference and channel estimation refreshing
is performed, allowing a reliable prediction to take place (Ma and Me are recalled as the
number of frame slots dedicated to interference and channel statistics update during the
EC stage, respectively). The proposed mechanism efficiency is calculated from the ratio
between the terms in Equations (21) and (22) that, after some mathematical manipulation,
is expressed as:

η(proposed) =
1

1 + R
Nb
[(Qa + Qe)Tf + Nocc(Ma + Me)Tf ]

(23)

where it is possible to observe that η(proposed) increases with the amount of data to be
transmitted Nb. This is due to the fact that the growth of Nb makes the CS stage duration
ever shorter than the EC time.

Hence, the proposed method approaches the ideal case performance where no initial
setup is considered. Furthermore, another aspect must be highlighted. By removing the
initial assumption about fixed CP length, if Ts changes due to the tuning of TCP, the whole
time to transmit data also changes. Specifically, independently of Nb, the growth of TCP
leads R to decrease and, interestingly, η(proposed) to increase. This is because a larger time
is needed to transmit the information, and this growth is more important with respect
to the time spent in CS. Another interesting result is the following. From Equation (22),
the CS time is invariant, since Qa, Qe and Tf are fixed. So, CP adaptation impacts only on
data transmission time, and this is true for both the ideal and proposed cases. Moreover,
Equations (21) and (22) show the same dependency on R. The only difference regarding
data transmission is given by the quantity Nocc(Ma + Me), that is only related to the
proposed mechanism. Therefore, we can conclude from Equation (23) that the time spent
in CS and re-estimating cannot be considered as marginal when R is very high with respect
to the data to be sent.

For the sake of comparison, we also discuss a reference case where channel estimation
was systematically performed every frame, without resorting to prediction. Moreover,
no CS and interference acquisition during EC were considered. Hence, at the beginning
of each frame some pilots for channel estimation were sent and, due to the channel non-
reciprocity, the transmitter had to wait for two-way propagation time 2Tprop before CSI
was available. Note that 2Tprop is a function of the communication distance and may be
very long. For example, in a 700 m link, the waiting time is about 1 s. In such a scenario,
the data transmission time is calculated as:

T(estimation−only)
Nb

=
Nb
R

+
Nb

RTf
(Ts + 2Tprop) (24)
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where the second term accounts for the time slot and propagation delay spent in trans-
mitting the pilot symbols for channel estimation. So, based on Equations (21)–(24), we
have that:

η(estimation−only) =
1

1 + Ts+2Tprop
Tf

(25)

represents the spectral efficiency for the case of estimation performed at each frame. Specif-
ically, it can be appreciated from Equation (25) that, in this case, spectral efficiency did not
scale with Nb, thus, meaning that it was independent of the volume of data to be transmit-
ted. Moreover, as expected, η(estimation−only) tended to zero when the propagation delay
between the communicating nodes increased. So, we can conclude that the proposed mech-
anism, based on channel estimation and prediction results, is more convenient, in terms of
efficiency, than a conventional approach, based only on the periodic channel estimation.

In order to summarize the whole mechanism, the flowchart reported in Figure 2 de-
scribes all the functional steps to be performed in the proposed communication framework.
It is worth noting that, after a very large number of frames, referred as Qmax, where the
communication is ongoing, it is reasonable to expect the channel to change significantly. In
this case, it would be preferable to perform a complete refresh of interference and channel
statistics by re-initializing the transmission with a new CS stage. Otherwise, as shown in
Figure 2, a shorter acquisition and estimation during EC is sufficient to drive the Kalman
filtering-based channel prediction.

Figure 2. Protocol summary for CS and EC scenarios.

4. Numerical Results

In this section, we present the analysis of performance related to the proposed channel
prediction-based adaptive transmission scheme. Simulations were performed by merging
typical parameters of UWAC systems concerning the transmitter in terms of power and
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bandwidth, and real data coming from measurement campaigns involving both channel
and interference. Specifically, real multipath channel impulse responses, taken from the Wa-
termark database [52], were considered to model the time-varying propagation. Channels
were measured in a 740 m shallow water stretch of Oslofjorden, with sounding operated in
a frequency range from 10 kHz to 18 kHz. The acquisition was performed by the authors of
the measurement campaigns [52] by acquiring signals in raw data during a continuous time
acquisition. Hence, consecutive time-variant channel impulse responses were measured
and, due to the relative movement of transmitter and receiver, it was possible to infer that
the average relative speed was 4 km/h. Furthermore, the interference generated by acous-
tic sources were taken from some recordings available in the literature [53] and directly
added to the received signal. The results were strictly dependent on the communication
bandwidth, chosen to be equal to 8 kHz. The other simulation parameters are summarized
in Table 2.

Table 2. Simulation parameters.

Bandwidth (B) 8 kHz
OFDM sub-carriers (Nsc) 128
Transmit power (Ptx) 183 dB @ 8V
Noise variance (N0) 1.2× 10−23 W/Hz
Frame duration (Tf ) 20 ms
Slot duration (Ts) 125 µs
Interference acquisition frames (Qa) 10
Channel acquisition frames (Qe) 10

One of the goals of the analysis was to prove the effectiveness of a hybrid channel
prediction-estimation-based approach with respect to a conventional pure estimation
mechanism. So, as further detailed, the performance comparison between two such cases is
also provided.

In order to, firstly, evaluate the accuracy of channel estimation, we report, in Figure 3,
the mean square error (MSE) regarding the channel tracking as a function of the length of
the statistics acquisition phase during the CS.
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Figure 3. MSE for different lengths of acquisition phase time.

Overall, it can be observed that, the longer the initial acquisition was (measured in
terms of number of frames Qe), the lower the MSE was. In detail, the use of only a frame
(Qe = 1) did not lead a sufficiently reliable channel estimation and tracking with Kalman
filtering, while, on the other hand, spending 20 frames for statistics acquisition allowed the
MSE to be reduced by one order of magnitude.

Furthermore, regarding the tracking operation, we show in Figure 4 the value of
Ladapt in Equation (18) when different, consecutive channel realizations were considered.
In particular, we discuss how the switching mechanism between tracking and estimation
works. We recall that the need for re-estimation is driven by the minimum between the
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memory of the auto-regressive model and the measurement of delay spread changes. In
our simulation, we set the auto-regressive model memory as equal to 8 (frames) and,
from Figure 4, it was possible to appreciate how such a value resulted, in general, as being
the most appropriate one. In fact, most times, channel re-estimation results after 7 or
8 frames after prediction were exploited instead.
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Figure 4. Values of Ladapt in Equation (18) when different channel realizations are considered.

However, for some channel realizations exhibiting significant changes in propagation
characteristics (e.g., delay spread), Ladapt = 8 was too high and the accuracy of prediction
might lower. Hence, a more frequent re-estimation was required. The particular case where
Ladapt = 0 refers to the occurrence where estimation is required on two consecutive frames.

Regarding performance comparison, we considered the competitor of the proposed
adaptive transmission scheme to be one employing OFDM where pilot symbols are trans-
mitted each frame to perform estimation, without considering prediction. Moreover, we
assumed that, due to the channel non-reciprocity, estimation operated only at the receiver
side, with channel coefficients being sent back to the transmitter via a bipolar modulation.
Specifically, the information about the channel coefficients in the frequency domain was
quantized with 32 bits before being fed back to the transmitter.

During this signaling phase, potential errors might occur, impacting on bit-loading
process as well.

As a performance metric, we introduced σ as the difference between the number of
bits allocated via the ideal case (channel perfectly known at both the transmitter and the
receiver) and the methods under investigation (that is, the proposed one and the frame-by-
frame estimation with quantized feedback, respectively). The results are shown for two
different channel realizations, referred as case (a) and (b) in Figure 5 , respectively. The
numerical evaluation is reported on a per OFDM sub-carrier basis, that is, σk = bideal(k)−
bproposed(k) are represented with red circled markers, while σk = bideal(k)− bestimation−only(k)
are highlighted with blue markers (k = 1, 2, . . ., Nsc). From Figure 5, it is possible to
appreciate that the mismatch between ideal and proposed bit-loading was always equal to
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zero in channel case (a), while only a few errors were made in case (b). Considering the
scheme with frame-by-frame channel estimation, we can observe that there were several
mis-allocated bits; in fact, the number of non-zero differences were 20 and 17 for cases (a)
and (b), respectively.
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1 32 64 96 128

N
sc

32-bit quantization bit-loading

Proposed bit-loading

-1

0

1
(b)

1 32 64 96 128

N
sc

32-bit quantization bit-loading

Proposed bit-loading

Figure 5. Difference between ideal bit-loading and the proposed scheme compared with the difference
between ideal bit-loading and quantized information feedback link in channel realizations (a,b).

Mis-allocation in terms of bits leads to a situation that can be problematic. In fact, if the
transmitter and receiver share mismatched channel information or, even worse, different
information about the modulation format, the performance, in terms of rise in error rate,
rapidly lowers. Such a result can be inferred from Figure 6, where we report the BER values
by considering the evolution in terms of channel realization. In this regard, we want to
emphasize that, in the bit-loading procedure we set an SNR-margin [54] granting a BER
value of 10−6. By investigating Figure 6, for most of the channel realizations, target BER
performances were granted by the proposed method. When this was not possible (due
to time-varying propagation conditions not being perfectly compensated) the reliability
lowered and BER increased to values around less than 10−4, with the exception of very few
realizations where the channel was really bad. On the other hand, OFDM transmission
with frame-by-frame estimation and quantized feedback was not able to achieve those
values. In fact, the average BER was a bit higher than 2× 10−4, as is possible to appreciate
by the distribution of blue markers in Figure 6.
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Figure 6. BER for different channel realizations for the proposed scheme and the case with frame-by-
frame estimation and quantized feedback.

Another interesting aspect to evaluate is the impact of the number of FFT points NSC,
that is, the number of considered OFDM sub-channels, on the communication performance.
In this regard, by referring to different values of NSC, we report in Table 3 the average
BER evaluated among all the channel realizations, as well as the maximum BER and
minimum one.

Table 3. BER performance as a function of NSC.

FFT Points Average BER Maximum BER Minimum BER

NSC = 16 9.7× 10−6 5.6× 10−2 10−6

NSC = 32 6.1× 10−6 2.3× 10−2 10−6

NSC = 64 4.7× 10−6 1.4× 10−2 10−6

NSC = 128 3.6× 10−6 8.7× 10−3 10−6

NSC = 256 4.3× 10−6 1.1× 10−2 10−6

From the results, it can be emphasized that, using an increasing number of NSC led to
a reduction in the average BER. This was true for NSC ≤ 128. However, when NSC = 256,
the average BER increased. We can explain this non-monotonic behavior as follows. When
the number of sub-channels increases, the frequency domain description of the channel
is more accurate, and the same is true for the prediction, since variations of the frequency
response are measured with a dense sampling. On the other hand, having few FFT points
(low values of NSC) leads to a poor description of the channel in the frequency domain.
So, channel changes in time are badly tracked and likewise for the equalization. The
reason why for NSC = 256 the average BER increased, is that the Doppler effect became
more important, since the sub-channel bandwidth became narrower, and this induced mis-
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detection pf events. By looking at the third column of Table 3, we note that the maximum
BER followed the same behavior as the average BER, and such a high value was justified
by the fact that sometimes the channel can change radically and very quickly. Finally,
the fourth column of the table reports the same values for the minimum BER, since that
was the target considered as the constraint for bit-loading.

Furthermore, another important result must be highlighted. We recall that the pro-
posed transmission framework considers transmitting and receiving nodes as operating
separately on interference acquisition and channel estimation, without any mutual feed-
back. So, it may happen that the bit-loading performed at the transmit side does not match
with that expected at the receiver. This fact may lead signal detection to completely fail,
being based on a symbol constellation that may be different from that actually employed
for transmission.

However, the results in Figure 6 demonstrate the high reliability of the proposed
hybrid channel estimation-prediction method, outperforming, also, the case where frequent
channel estimation operated.

Such an advantage can be finally appreciated in terms of communication efficiency as
well. By referring to η, as defined in Equations (23)–(25), for the transmission schemes un-
der investigation, we show in Figure 7 that, when the message length increased, the OFDM
system, where frame-by-frame estimation was performed, was unable to become more
efficient, since the amount of pilot symbols to be sent increased with the number of trans-
mitted frames. On the other hand, the proposed system paid off, in terms of efficiency,
when the file was very short, since the time spent acquiring the statistics (CS stage) was
long with respect to the transmission of a few bytes (10–30). However, the time spent in CS
lost importance when the amount of information increased, as the largest part of the time
was spent sending data (with an additional small percentage involved in re-estimating the
channel).
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Figure 7. Efficiency for different lengths of data to be sent for the proposed scheme and the case with
frame-by-frame estimation with quantized feedback.

5. Conclusions

In this contribution, we proposed an adaptive OFDM scheme, in which interference
and channel statistics are initially acquired. Subsequently, in place of proceeding with
very frequent channel estimation, as considered in most of the literature, we propose a
mechanism to predict the channel and also a protocol to rule the re-estimation of the channel
when necessary. This mechanism also solves the problem related to potentially outdated
channel information due to long propagation delays. Simulation results demonstrated that
the proposed approach is able to provide reliable channel tracking, also reflected in high
performance in terms of BER and rate. Moreover, the designed communication protocol
avoids the exchange of overhead information between transmitting and receiving nodes,
thus, allowing the achievement of highly efficient communication, especially when the
amount of data to be transmitted is large.
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