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a b s t r a c t

The growth of distributed generation and the need of increasing Distribution Network (DN) resilience
is encouraging Distribution System Operators (DSO) to increase awareness about the real-time status
of the network as well as to actively manage flexible energy resources for improving system
performances. In this context, Digital Twin (DT) is an enabling technology for a low-cost distributed
framework that supports DN management. DT in the power system can be exploited taking advantage
of the successful experiences in other sectors (e.g., smart manufacturing and building automation).
This article presents a real case study of a DT development and its integration with an existing DN.
The DT system architecture is based on the recent standards whilst main DT components have been
originally developed, enabling near real-time services such as data collection, state estimation, and
flexibility calculator. The individual performances of the integrated tools and the reliability of DT were
tested and validated during one month of continuous operation. During the operation, good service
continuity and accuracy performances were reported. Results from the flexibility calculator show the
effectiveness of the proposed strategies that can improve the energy efficiency of the DN by increasing
local self-consumption of Renewable Energy Sources (RES) production.

© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

In last years, the adoption of Digital Twins in many indus-
rial fields has allowed performing advanced data analytics and
he integration of Internet of Things devices. In 2003, Michael
rieves first coined the term ‘‘digital twin’’ [1]; since then, it
ained popularity and is now recognized as a key enabler for
ndustry transformation, [2]. According to [3], DT can be defined
s ‘‘a living model of the physical asset or system, which con-
inually adapts to operational changes based on the collected
nline data and information, and can forecast the future of the
orresponding physical counterpart’’. A DT can be also defined
s a realistic digital representation of built environment assets,
rocesses, or systems [4] that resembles the operation of phys-
cal, social, and economic systems and the processes that are
rticulated alongside and throughout the system’s lifecycle [5].
Since the 1990s, DT has been implemented in various in-

ustries [6]: applications in manufacturing [7], construction [8],
utomobile, aerospace, smart manufacturing [7], and electric-
ty [9] are examples of industries that are in the adoption phase of
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DT [9]. DTs’ industrial applications include real-time monitoring,
production control, performance prediction, human–robot inter-
action, optimization, asset management, and production plan-
ning. Among DT applications, the main services are predictive
maintenance, fault detection and diagnosis, state monitoring, per-
formance prediction, virtual testing [2], diagnosis and adaptive
degradation analysis of rotating machines [10], prognostics, and
health management [11].

Concerning the power system domain, the DT concept is not
widely adopted, as reported in [12] which reviews the most re-
cent trends of DT in microgrids. According to [12], it can be stated
that the DT concept is almost mature in some fields; nevertheless,
its role in the power system domain is still partially unexplored.
In particular, the few papers that address DT in power systems
do not exploit the existing standard requirements or the already
defined reference architectures for developing a new DT. Indeed,
the exploitation of existing standards can be frequently found
in other fields whilst, in the power system domain, common
approaches are missing and the application borders of DT are
wide. In this respect, most recent reviews about DT do not report
power systems among application domains of DT; notably, [13]
reports manufacturing and precision medicine as the most active
application domains, and [14] mentions Smart Cities and Energy
as promising application domains. It is expected that DT can be
rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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Nomenclature

Acronyms

COM Component Object Model
DN Distribution Network
DR Demand Response
DSO Distribution System Operator
DT Digital Twin
EESS Electrical Energy Storage System
EV Electric Vehicle
EVCS Electric Vehicle Charging Stations
GA Genetic Algorithm
HVAC Heating, Ventilation and Air Condition-

ing
OpenDSS Open Distribution System Simulator
PHM Prognostics and Health Management
RES Renewable Energy Source
SCR Self-Consumption Rate
SMM Smart Metrology Meter
SMX Smart Meter Extension
USM Unbundled Smart Meter

Constants

NG Maximum number of generations
NK Number of individual in a population
NN Number of nodes of the network
NM Number of monitored nodes
NU Number of unmonitored nodes
Pmax Maximum power demand for a flexible

load (kW)
Pmin Minimum power demand for a flexible

load (kW)
Emax Maximum energy shifted in increase

(kWh)
Emin Maximum energy shifted in decrease

(kWh)
Ynj Admittance of the branch between

node nth and node jth
γnj Admittance angle of the branch be-

tween node nth and node jth
V0 Reference voltage of the slack bus of the

network (V)
Vslack Voltage of the slack bus (V)

Indices

k Index for individuals in a population
ts Index for time step during State Estima-

tion
g Index for generation in the GA for state

estimation
i Index for the nodes of the network
t Index for timestamp
u Index for genes

Parameters

ηch Efficiency of the EESS in the charging
phase (%)

ηdch Efficiency of the EESS in the discharging
phase (%)

Pidl Idling power losses (kW)
2

Variables

Et Energy stored in the storage system at
time t (kWh)

Fk Objective function of individual k
Pn Active power demand of node n (kW)
PH
i Historical active power of the ith node

(kW)
Pch
eff (t) Power exchanged with the grid at time

t during the charging phase (kW)
Pdch
eff (t) Power exchanged with the grid at time

t during the discharging phase (kW)
Pin(t) Power entering in the storage system at

time t (kW)
Pout (t) Power leaving in the storage system at

time t (kW)
Qn Reactive power demand of node n

(kVAR)
Q H
i Historical reactive power of the ith node

(kVAR)
V c
i Calculated voltage of the ith node (V)

Vm
i Measured voltage of the ith node (V)

Vi Voltage of the ith node (V)
Vn Voltage of the nth node (V)
ηinv(t) Percentage efficiency of the inverter at

time t (%)
φ(t) Power variation due to load shifting at

time t (kW)
Pact (t) Actual power demand at time t (kW)
E(t) Energy shifted at time t due to DR (kWh)
Ei Energy injected in the main feeder
Ea Energy absorbed from the main feeder
θj Voltage angle of the ith node (rad)
θn Voltage phase angle of the nth node

(rad)

an enabling technology for increasing flexibility exploitation as
well as market participation, [15,16]; moreover, it could increase
operator awareness and system resilience by leveraging real-
time distributed sensors coupled with digital models and relevant
applications for actively managing flexibility resources.

However, some examples of DT for individual components of a
power system can be found in [17], where a DT is used for moni-
toring power converters, in [18], which describes DT as a method
for automated fault detection with an analytical rotodynamic
model, and [19], which implements DT for fault diagnosis and
maintenance of power grid equipment and transmission lines.
DT was also exploited for increasing awareness about smart grid
status in order to increase resilience against cyber-attacks, as
in [20,21]. Few works fully exploit the DT concept on an electrical
power system; notably, Ref. [22] presents the outcomes of a
project where a state estimation was developed for simulation
and on-field evaluation by controlling one PV plant for optimized
voltage regulation; Ref. [23] reports a DT of distributed energy
resources tested in a hardware-in-the-loop environment; finally,
in [24] DT is exploited for optimally scheduling an energy storage
system.

This paper aims at deploying the DT concept in the electric
DNs in an economical and simple way, considering the consoli-
dated architecture and features identified in other fields, such as
building management and manufacturing.
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At first, the authors surveyed the existing DT architectures
hat can be used as a reference, mainly exploiting recent reviews
n this topic [25]. Once identified the reference architecture, the
ndividual modules of DT were developed.

In this work, the authors developed three separated modules:
data collection module, a state estimator algorithm, and a flexi-
ility calculator. Such modules respectively allow the integration
f multiple distributed data sources, the calculation of the power
lows (also in case of lack of measurements), and the estimation
f the flexibility from Electric Energy Storage Systems (EESS),
lectric Vehicle Charging Stations (EVCS) and electrical loads.
he modules were developed in order to be integrated in the
T framework as well as to ensure near real-time operation,
ssuming that field sensors are able to provide near real-time
easurements. In this paper, near real-time operation is achieved
ince the services essentially regard network observability and
nergy flows optimization. For these services, the frequencies of
he updates (e.g., the system status is updated every 3 s) are
uitable in order to consider the analysis in near real-time. The
hole DT was finally integrated with a real distribution network
o validate the modules and evaluate the near real-time perfor-
ances. Indeed, after the integration, DT continuously worked for
month, then its outcomes were analyzed to finally asses DT val-
dation on a real case study. The paper does not claim to develop
odules that are more efficient or accurate than those available

n the literature, whilst it reports a real-life integration of the
T and the performance evaluation of the developed modules
hen integrated into a real network (i.e., data sharing speed, the
xecution time of the modules and assessment of the impact on
elf-Consumption Rate (SCR) thought the flexibility calculator). In
articular, the main paper contributions are as follows:

• deployment of a DT based on a consolidated reference ar-
chitecture [26]

• development of a DT that implements data collection, state
estimation, and flexibility calculation of a power DN actuat-
ing on a real distribution grid;

• operation of the DT applied to a real case study managing
data updating every 3 s;

• performance evaluation of the DT modules, in terms of data
sharing speed, execution time of the state estimator consid-
ering a month of operation in the field test; assessment of
the impact on SCR through the flexibility calculator.

he paper structure is as follows. Section 2 presents the im-
lemented DT architecture, highlights the main DT standards in
ther fields, and also includes details about the modules. Sec-
ion 3 presents the real case study where DT is implemented and
escribes the main characteristics of the DN, the features and
he constraints of the installed devices, and the near real-time
ensing infrastructure integrated into the DT. Section 4 discusses
he results obtained after one month of DT operation and, lastly,
ection 5 concludes the paper.

. DT architecture and modules

.1. System architecture

A reference architecture is fundamental for DT development,
s widely discussed in the last decades [27]. In literature, many
apers present DT implementations and their reference archi-
ectures, amongst them an interesting classification is provided
y [14] which distinguishes:

(a) Unit architecture, a monolithic software architecture for
low complexity systems;
3

(b) System architecture, suitable for a system with several
interactions with less complex parts;

(c) System of Systems, with a high number of dependencies in
a multi-technology domain.

In the literature, some DT architecture models are proposed
and discussed. In [28], the authors show a DT architecture ref-
erence model for the cloud-based Cyber Physical System (CPS)
to identify various degrees of basic and hybrid computation-
interaction modes. Ref. [29] reports an application framework
consisting of three main layers (Physical space, Information Pro-
cessing Layer, and Virtual Layer) and DT is applied on the physical
production line of an equipment factory. Regarding power sys-
tems, a wide and robust set of architecture models is not avail-
able: a review focused on DT for microgrids does not provide any
architecture models [12], and a review of DT architectures does
not mention any works related to power systems [26]. In [29] a
DT architecture in the power system is provided: the DT extends
the SCADA functionalities, performing the State Estimation and
other additional analysis. In another paper, the power system DT
architecture is made of three layers: the physical layer, the edge
control system, and the virtual space, in which different modules
are implemented [21].

Among the available architectures, this paper takes inspiration
from the recent ISO standard for DT in manufacturing [26]. Fig. 1
shows the architecture implemented in this paper. There are
two main spaces: on the one hand, the physical entity includes
power system equipment (i.e., cables, transformers, loads, and
generators), sensors, and actuators; on the other hand, the DT
framework comprises the data collection entity, the core entity,
and the user entity.

The data collection entity collates all the state changes of the
observable elements and sends control programs to those ele-
ments when adjustments are needed. This entity contains sensor
adapters, data storage, and data pre-processing.

The core entity contains the models of the DT, reads the data
collected by the data collection entity, and uses the information
to update its models. The core entity includes both services and
models and, according to [26], the core entity should be divided
into two sub-entities, namely Operation and Management sub-
entity and the Application and Services sub-entity. In this work,
the authors developed a State Estimation module that exploits a
limited set of available measurements and increases awareness
about network status. Therefore, this module includes a network
model and topology and exploits historical data to forecast the
load profiles. Concerning the services, a flexibility calculator was
developed and it estimates the orders to be sent to flexibility
sources that were previously identified.

Finally, the user entity contains the user interface of the ser-
vices, namely visualization of the outcomes of the modules and
the set points for the flexibility orders.

2.2. Data collection

The Data Collection entity is a fundamental part of the DT
architecture since it enables a near real-time operation and con-
tinuous interaction with the physical entity. Its role in the DT
architecture is shown in Fig. 1 and further details are provided in
Fig. 2. The entity encompasses sensor adapters, data storage, and
a pre-processing function, and its architecture was not designed
to limit the sensors that can be integrated; notably, different open
protocols and open data formats can be smoothly integrated into
the DT by developing related adapters.

Adapters extract relevant information from the sensor output
and collect them. Adapter development is a customized activity
that is always necessary because of the wide variety of sensors
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Fig. 1. DT system architecture based on [26].

Fig. 2. Data collection entity developed for the case study.

installed in the power systems. Fig. 2 provides insights into the
adapters developed in the real case study. In particular, the Data
Collection entity takes advantage of existing open protocols as
well as edge devices already deployed. An edge device is able to
provide measurements even if it is not its main scope, examples
are smart meters, power quality analyzers, programmable logic
controllers, and smart switch breakers. The added value of the
developed central adapter is the adoption of a reference data
structure, open and flexible.

2.3. State estimation

The state estimation module was included in the architecture
o increase DN observability starting from collected measure-
ents and to provide a digital model of the DN that is further
xploited by other modules.
The module receives the actual measurements of the elec-

rical infrastructure as input, namely, voltages and powers at
etwork nodes equipped with smart meters. Measurements are
sed to calculate power flows along the lines, solving the load
low problem using OpenDSS [30] integrated into the Python
nvironment through the COM interface, the related library is
vailable online [31]. OpenDSS was selected among power flow
olvers since it is an open-source product tailored for analyzing
N issues, able to analyze unbalanced networks; moreover, a
ariety of additional libraries can be coupled with the power flow
4

analysis by interfacing the solver with the Python environment.
In particular, OpenDSS calculates node voltages by solving the
following system of nonlinear equations:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
Pn =

NN∑
i=0

VnViYnicos(θn − θi − γni)

Qn =

NN∑
i=0

VnViYnisin(θn − θi − γni)

Vslak = V0

(1)

In (1), Pn and Qn are active and reactive power at the node n, Vn
and θn are the node voltage and its phase angle. Vj and θj are the
voltage and angle of the ith node; NN is the number of nodes of
the network; Ynj is the branch admittance and γnj its related angle.
The system, which is summarized in (1), has (2*NN –1) equations
(i.e., 2 equations for each node); the remaining node is the slack
bus for which the reference voltage V0 is set.

The power flow calculation in OpenDSS [30] requires the input
of the active and reactive power of all nodes as well as the voltage
of the slack bus. If the number of monitored buses is not sufficient
to solve the power flow problem, the estimation of missing active
and reactive power is needed. Voltage measurements are used
to verify if the proposed estimation is acceptable according to a
predefined tolerance.

In order to estimate the missing power values a GA is used.
It calculates the combination of active and reactive power of
the unmonitored buses minimizing the error between monitored
and calculated voltages. Although State Estimation can be im-
plemented by adopting well-known techniques [32], GA can be
useful for state estimation problems when observability require-
ments are not fulfilled. For this reason, this choice increases the
module flexibility when integrated into the DT and applied on
different networks. Among the GA versions collected in [33] in
the DT a micro-GA is used. In comparison to the other GAs, the
micro-GA starts with a smaller random population and converges
in a few generations. It was implemented using PyGAD [34],
an existing library written in the Python language, using the
options for single-point crossover, steady-state parent selection,
and random mutation.

The flowchart in Fig. 3 shows the details and functionalities of
the state estimation module. After collecting network parameters
and topology, these are imported into the OpenDSS input file,
which requires to know the value of 2NN– 1 electrical variables in
order to perform the power flow analysis. When the state estima-
tion starts (i.e., ts > 0), the module considers the measurements
that have been just collected and stored. Among these, measured
active and reactive power, as well as the voltage of the slack
bus are included as input variables in the OpenDSS input file.
NU nodes are the unmonitored nodes, whilst 2NU (i.e., active and
reactive power values) are the resulting missing variables that GA
has to calculate.

The GA is initialized and parametrized considering actual
missing variables, each of them corresponding to a gene (i.e., each
individual has 2NU genes). Each gene can vary in a discrete range
defined according to historical data. As an example, the structure
of the whole chromosome is reported in Table 1; in that case,
the range is defined between 0.8PH

i and 1.2PH
i . In Table 1, PH

i is
a value that can reasonably approximate the actual value to be
estimated by the GA for node i (e.g., the historical measurement
of that specific hour and weekday that is under evaluation). This
is a weak limitation of the DT since a power value highly different
from the historical data is not allowed, but this seems to the
authors a good compromise between DT accuracy and execution
time.

After the initialization, the sequence of generations starts, as

it is reported by the flowchart in Fig. 4. For each generation
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Fig. 3. State estimation module in the DT.

, GA defines the parameters of all NK individuals. Then, the
itness of each k individual generated by the GA is calculated by
sing the genes of the individual to complement the input file to
he OpenDSS power flow. In this manner, the estimated values
f active and reactive power are included in the power flow
alculation. After updating the file, OpenDSS, which is coupled
ith the GA, calculates power flow and provides a set of voltages
hat are compared with the measured values. The actual fitness
ssigned to each k individual is finally calculated according to the
ollowing equation:

k =
NM∑NM m c

(2)

i=1 |Vi − Vi |

5

In (2), NM is the number of monitored nodes for which voltage
values are measured, Vm

i and V c
i are the measured and calculated

voltage of the ith node, respectively. Eq. (2) requires in input
the measured voltages that are collected in the previous step,
according to the flowchart. The best individual is the one with
the maximum fitness.

As shown in Fig. 4, two stopping criteria are considered: the
tolerance on voltages and the maximum number of generations
(i.e., g = NG). As soon as one stopping criterion is achieved, the
best individual is stored as the solution of the GA-based state
estimation. The solution obtained by the GA complements the
OpenDSS input file, and thus the power flow of the network is
calculated. The new power flow solution is used by the other
modules that perform additional calculations, such as flexibility
estimation as explained in the following subsection.

In the first time step ts = 1 the population is randomly
nitiated, but when ts > 1 the best individual of time step ts – 1
s incorporated in the individuals of the first population. Indeed,
s shown in Fig. 3, the GA is continuously invoked by the state
stimation tool and if the time interval between two consecutive
teps ts and ts + 1 is small, it makes sense to initialize the state
stimation solver with the solution calculated in the previous
ime stamp. This approach allows to reduce the GA execution
ime and quickly fulfills the assigned tolerance, making the DT
ble to operate in near real-time and therefore to be invoked
any times per minute. When the solution in the time step ts – 1

s the starting point of step ts, the GA starts from a solution that
lready has high fitness, and in a few generations can fulfill the
lgorithm tolerance. Therefore, even if each GA elaboration can be
uite limited, a cycling update of the initial population can easily
ead to a solution that fulfills the assigned tolerance.

The complete set of GA parameters used in the case study is
ncluded in Table 2.

.4. Flexibility calculator

The flexibility calculator is a module included in the DT to
anage the distributed flexibility resources connected to the DN.
ccording to [35] the flexibility of a component is the ability to
hange or modify its routine operation for a limited duration,
nd respond to external service request signals, without inducing
nplanned disruptions. This module is in charge of peak shaving
nd load shifting with the aim of increasing the SCR of renewable
ources and of reducing transformers and power lines average
nd peak load loadings. SCR was implemented as the main ob-
ective of the flexibility management since it is relevant for the
ase study for which the DT is adapted and tested (i.e., the net-
ork under evaluation reports some reverse power flow events);
evertheless, other objectives could be considered in the future.
SCR is the ratio of the portion of the RES production consumed

y the loads over the produced energy (Ep) of the RES plant. It
anges between 0% and 100% and its expression as a function of
nergy injected (Ei) is reported in (3).

CR = 1 −
Ei
Ep

(3)

To perform this task, OpenDSS is interfaced with a Python
module, exploiting a control strategy of flexibility resources based
on the power flow value at the connection with the external
network (e.g., the power line or the transformer). Flexibility re-
sources include network elements such as:

• EESS;
• Flexible loads, i.e. Heating, Ventilation and Air Condition-

ing (HVAC), water pumps, and other time-dependent loads
(dishwasher, refrigerator, washing machine) for which a DR
mechanism is applied;
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Table 1
Structure of the chromosome in GA for state estimation.
Gene Index 1 . . . Nu Nu + 1 . . . 2Nu
Values [0.8PH

1, , 1.2P
H
1 ] . . . [0.8PH

Nu
, 1.2PH

Nu
] [0.8Q H

1, , 1.2Q
H
1 ] . . . [0.8Q H

Nu
, 1.2Q H

Nu
]

Fig. 4. GA for state estimation.
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Table 2
GA parameters for the case study.
Population 5
Maximum number of generations 50
Absolute tolerance on average error 0.25 V
Percentage of genes to mutate 10%
Number of parents to keep in the population 1
Number of solutions to be selected as parents 4
Type of crossover Single-point
Parent selection type Steady-state selection
Type of the mutation operation Random

Table 3
Storage object main features.
State Storage state: 1) Idling, 2) charging, 3) discharging
% Discharge Discharge rate in percent of the nominal power (%)
% Charge Charging rate in percent of the nominal power (%)
ηch Charging efficiency (%)
ηdch Discharging efficiency (%)
E(t) Available energy at time t (kWh)
Pch
eff (t) Power charging the storage at time t (kW)

Pdch
eff (t) Power discharging the storage at time t (kW)

Pin(t) Power injected in the storage by the grid at time t (kW)
Pout (t) Power injected in the grid by the storage at time t (kW)
Pidl Idling power losses (kW)

• EVCS.

The flexibility resources have different features, such as the abil-
ity to exchange power with the grid in one-way or two-ways,
the nominal power, the capacity, and the operating hours. For ex-
ample, some devices can be activated only for a limited duration
service, while other devices can operate for many hours per day.
In the following, each flexibility resource model is described.

2.4.1. Electrical energy storage system
In OpenDSS, the storage system object is a power conversion

element modeled as a constant power load during the charging
phase and as a generator during the discharging phase. An EESS
is always constrained by its nominal power and by the stored
energy. As shown in Fig. 5, the model consists of a storage
element that varies its state of charge during operation, and an
inverter that allows dispatching the desired amount of reactive
power according to a selected power factor. The main features of
the storage object are reported in Table 3.

When charging, the following balance equation applies:

E(t + ∆t) = E(t) + Pch
eff (t) · ∆t (4)

being

Pch
eff (t) = (Pin(t) · ηinv(t) − Pidl) · ηch (5)

When discharging, the balance equation is:

E(t + ∆t) = E(t) − Pdch
eff (t) · ∆t (6)

being

Pdch
eff (t) =

Pout (t)
ηinv(t) · ηdch

+
Pidl(t)
ηdch

(7)

In addition, constraints related to maximum and minimum
state of charge, injected/absorbed power and voltage are applied.
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Fig. 5. Storage model.

Table 4
EVCS model main features.
State 1) Charging, 2) Discharging
% Charge Charging rate in percent on the nominal power (%)
ηch Charging efficiency (%)
SOCEV(t) State of charge of the EV connected to the EVCS at time t (%)
EnEV(t) Nominal capacity of the battery of the EV (kWh)
Pch
eff(t) Power charging the EV at time t (kW)

Pin(t) Power injected in the EV by the grid at time t (kW)

When the storage element is idling, the idling losses and the
associated inverter losses are supplied by the grid so that the state
of charge of the storage does not change.

2.4.2. Electric vehicle charging station
Recent advances in smart grids enable the active and passive

articipation of EVs in the grid, both individually and in aggre-
ate. The ability of an EVCS to control power flow allows them to
xploit their full potential within the electricity DN by providing
ncillary services.
In this paper, as also observed in various literature sources

36], EVCSs are simulated with a behavior similar to that of
torage systems, limiting the mode of operation to charging only.
Table 4 reports the main features of an EVCS as modeled in

his paper.
Only grid-to-vehicle was considered, whereby the power sup-

ly is reduced according to the needs of the grid, thus only al-
owing operation when charging vehicles. The EVCS is enabled as
source of flexibility only when, by reading the results obtained
y the state estimation, it appears that a vehicle is charging; the
ower that can be shifted in time covers a percentage between
5% and 100% of the rated power of the EVCS. No user engage-
ent criteria are considered, but it is possible not to enable EVCS

or flexibility if the user needs charging at maximum power,
ithout providing an auxiliary service to the network.
When charging, the following balance equation applies:

OCEV (t + ∆t) = SOCEV (t) + 100 ·
Pch
eff (t) · ∆t

EnEV (t)
(8)

being

Pch
eff (t) = (Pin(t) · ηinv(t)) · ηch (9)

In addition, constraints related to the maximum state of
charge, absorbed power, and voltage are applied. When there are
no EVs connected to the EVCS or the EV is fully charged, power
losses are nil.

Fig. 6 reports the simplified model of the EVCSs.

2.4.3. Flexible load for DR
DR refers to variations in electricity use by end-user loads

compared to their typical consumption patterns, in response to
changes in electricity prices or incentive payments designed to
7

Fig. 6. EVCS model.

induce lower electricity use during periods of high wholesale
market prices or when system reliability is put at risk.

DR can be triggered with two main processes: self-dispatch
participation, i.e., price-based DR where consumers carry out load
shifting in order to save economically as a response to price
signals; incentive-based DR, where consumers are provided with
a benefit (often economic) if they can provide a certain load
reduction or load increase over a certain period of time, according
to the needs of the electricity grid.

There are numerous DR models in the literature with varying
degrees of complexity, taking into account or not the internal
characteristics of the equipment as well as technological, social,
and environmental factors. In this paper, the authors chose to use
an aggregate, simplified type of model that realizes DR by load
shifting [36–39].

Load shifting is the most common type of DR. Loads that can
be shifted are typically thermal loads (air conditioning, heating,
cooling), deferrable loads (washing, ventilation, water pumps),
or physical storage systems (hydrogen production). Load shifting
is subject to technical constraints, e.g., lack of automation in
electric devices or no possibility of load curtailment, user be-
havioral constraints, process requirements (e.g., some processes
cannot be interrupted or modified once started), and availability
of appliances, as in [40].

The model of load shifting used for the DT is similar to the ones
of storage and EVCSs, i.e., it is as if the flexible load can ‘‘produce’’
power by not consuming it at specific times, and can ‘‘consume’’
power at other times by increasing the base or expected demand
curve. The model used in the DT is a DR with load shifting
including saturation without a base demand profile [41]; when
charging, the following balance equations apply:

PDR(t) = Pact (t) + φ(t) ∀t (10)
T∑

t=1

φ(t) = 0 (11)

Pmin ≤ φ(t) + Pact (t) ≤ Pmax ∀t (12)

PDR(t) ≥ 0 ∀t (13)

E (t) = E (t − ∆t) + φ(t) · ∆t ∀t (14)

Emin ≤ E(t) ≤ Emax ∀t (15)

E(t = T ) = E(t = 0) (16)

Eqs. (10)–(13) are the constraints of an ideal shifting of power
without a base demand value, where φ(t) is the power variation
due to the DR mechanism in a certain time period. Pmin and Pmax
depend directly on the type of load in which the DR mechanism
is to be realized. To not change the overall consumption, (11)
imposes that increments and reductions are balanced over the
time span T. Eqs. (14)–(16) involve the free variable E(t) which
represents the energy displaced over time by the mechanism,
i.e., the capability to anticipate or postpone the consumption, in
analogy to EVCS and EESS. In particular, (15) models the load
saturation effect by imposing a minimum and maximum level
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Fig. 7. Storage controller mechanism.

f storage capacity: in this way, unlimited load overconsump-
ion (over-curtailment) during many consecutive periods is not
llowed, because the storage will reach its maximum (minimum)
evel. Eq. (16) ensures that the storage level returns to its initial
alue at the end of the time span T, thus guaranteeing that load
emand can be shifted, but the total overall energy consumption
ill remain the same.

.4.4. Flexibility resources management
To manage the behavior of the flexible resources, an operation

riterion must be provided, which may be internal to the flexibil-
ty resource object or, as in most cases, a controller object may
e used. OpenDSS has some pre-set modes for controllers, based
n power flow or time-scheduling, but the authors decided to
mplement a self-written controller in Python using the py-dss-
nterface module, which allows for varying of the operating state
nd the power absorbed or injected by the flexibility resource.
ach resource can have a different controller or a controller can
anage more devices, as in the DT proposed in this paper and
escribed in Fig. 7.
The controller’s model written by the authors was developed

ithin Python and interacts with OpenDSS via the COM Interface.
t is based on the value measured in the connection element
f the network portion with the rest of the network. Based on
he value of power flowing against pre-set threshold values, the
esource is asked to behave differently, varying the state and
arying the amount of power injected or absorbed. The control
ystem acts by detecting the power flowing in the main feeder
nd in the following timestamp leads to a withdrawal or an
njection of power by the flexibility resources as shown in Table 5.
or large power values flowing in the main feeder, the storage in-
ects power and the other flexibility resources avoid withdrawals,
hile for low power values, the storage recharges and the other

lexibility resources increase their consumption.
As written by the authors in the introduction, each developed

odule does not aim to overcome the state of the art and it has
ome limitations; indeed, the operation mode of the flexibility
esources is the result of a simplification and it is not without
laws since it can rarely cause system stability issues.

To maximize the self-consumption of the network, thresholds
ere set through a GA. The process works based on all the
istorical data resulting from the state estimator concerning the
ower demand and generation, and then using the GA an analysis
s carried out for the past period to see which would have been
he best choice of threshold values; the vector containing the
hreshold values is also used for all subsequent iterations until the
nalysis is stopped. This GA-based optimization was developed
sing the Python-based open-access library PyGAD [34]. This
8

Table 5
Storage controller criteria.
Threshold Flexibility resource status % charging % discharge

P ≤ P1
th Charging 100% –

P1
th < P ≤ P2

th Charging 75% –
P2
th < P ≤ P3

th Charging 50% –
P3
th < P ≤ P4

th Charging 25% –
P4
th < P ≤ P5

th Idling – –
P5
th < P ≤ P6

th Discharging – 25%
P6
th < P ≤ P7

th Discharging – 50%
P7
th < P ≤ P8

th Discharging – 75%
P > P8

th Discharging – 100%

activity is performed using 5 solutions per population for 100
generations, each solution consisting of 8 genes. The algorithm
takes 46 min if launched considering one month of data sampled
every 20 s. This not negligible execution time has no impact on
the DT because it only runs once, whereas the DT is running
near real-time. Summarizing, flexibility resources management is
carried out in the following steps:

1. Identify suitable resources that can be used (e.g., EVCSs are
included only if an EV is charging, some resources can be
out of service for maintenance activities, etc.);

2. Management of the flexibility resource depending on the
power flow in the main feeder (or the connection with the
external network compared to threshold values);

3. The power flow of the network with the device thus con-
figured is solved;

4. The energy stored in each device is updated by (4), (6), (8),
and (14);

5. Voltage, current, power, and state of charge values ob-
tained by the use of flexible resources are exported.

Execution time for the above-described five steps is about 0.01
s, ensuring near real-time operation. The operations performed by
the flexibility mechanism in each iteration are shown in Fig. 8.

3. Case study

3.1. Case study overview

The case study is conducted in a portion of the medium
voltage (MV) distribution system of the city of Terni (in the center
of Italy). The distribution system supplies 65,000 customers by
means of about 700 secondary substations, for an overall yearly
load demand of 390 GWh. Most relevant features are presented
in [42].

In the last decade, the local DSO (named TDE, the acronym
for Terni Distribuzione Elettrica) has made progress in digitizing
the electricity distribution system. TDE has deployed an Advanced
Metering Infrastructure for all the customers and has installed a
SCADA system for the DN to increase the number of remotely
observed and controlled elements. Power quality analyzers, pha-
sor measurement units, and smart meters have been widely
installed in the network with the aim of providing near real-time
measurements, as described in [43,44]. Finally, the integration of
some flexible resources with the grid has been demonstrated in
the TDE infrastructure [45,46].

The network section selected for the case study well repre-
sents the set of recently installed technologies enabling the DT
implementation. The section is an MV feeder that supplies 5 sec-
ondary substations, as shown in Fig. 9. Two secondary substations
supply the DSO’s headquarters, that act as a living lab. Summing
up, they comprise 2 PV arrays (185 kWp and 60 kWp rated power,



T. Bragatto, M.A. Bucarelli, F. Carere et al. Sustainable Energy, Grids and Networks 35 (2023) 101128

a

Fig. 8. Flowchart of the flexibility resources management implemented in the
DT.

respectively); an EESS equipped with 72 kWh 2nd life Li-ion
battery, already presented in [46]; two buildings (6800 m2) and
1300 m2 warehouse. The base load is between 50 and 90 kW,

whereas the peak load is between 120 and 170 kW. The HVAC
of the building is equipped with a Building Energy Management
System; 2 private EVCSs and one public EVCS are installed. A more
detailed description of TDE headquarters is presented in [47],
whereas Fig. 10 shows some equipment installed in the case
study. Moreover, other users are also supplied by the MV feeder,
i.e. 1 MV customer and 35 LV customers with an average 400
kWh daily load demand. Some recorded load profiles are plotted
in Fig. 11 as an example.

3.2. Monitoring infrastructure and DT integration

The DN of the city of Terni is already partially equipped with
a near real-time metering infrastructure. Concerning the phys-
ical sensors, the near real-time infrastructure comprises power
quality analyzers embedded in the network and smart meters
that communicate to a local extension (i.e., a Raspberry pi or
another single board computer) which enable near real-time data
communication. Further details about this extension developed in
previous projects are available in [45,48,49].

Data are put at the disposal of the modules by means of
an open protocol (MQTT); smart meters extensions and power
9

Fig. 9. Single-line diagram of the case study.

Fig. 10. Some of the equipment installed in the case study: (a) PV plant; (b)
metering devices; (c) EVCS.

Fig. 11. Example load profiles at some buses of the case study, measured in
June 2022.
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Table 6
Flexibility parameters for the case study.
Node Flexibility resources Pn (kW) En (kWh)

Bus8 DR for HVAC 10 30
Bus11 DR for flexible load 10 10
Bus10 DR for flexible load 5 5
Bus9 EESS 16 16
Bus14 EESS 72 66
Bus8 EVCS 22 70
Bus16 EVCS 50 70

Fig. 12. Inverter efficiency curve implemented in the module.

uality analyzers are configured in order to publish data every
econd. In order to collect measurements and integrate the smart
eters, adapters were developed to subscribe to the relevant

opics published by the meters connected in the DN previously
escribed. With respect to the case study, only power quality
nalyzers are connected to the DN, nevertheless, the developed
dapters are suitable even for the smart meters since the data
ormat is the same.

The whole DT of the MV network section was implemented in
remote Workstation with an Intel Core i7-7820X 3.6 GHz CPU
nd a 64-GB RAM.

.3. Flexibility resources

Various sources of flexibility are installed in the case study,
uch as EESS, EVCSs, and flexible loads (through DR). These com-
onents are modeled as described in Section 2.4 and their main
eatures are reported in Table 6.

Two typologies of flexible loads are considered, electrical loads
o supply HVAC and other loads that can be shifted over time,
uch as washing machines, dishwashers, and other household
ppliances. For electrical loads connected to heat consumers such
s HVAC, the authors considered that the power that can be
hifted over time is 15% of the average power and can be shifted
or 3 h over time. For other flexible electrical loads, it is assumed
hat it is possible to displace 100% of the rated power of the load
ith an equivalent time of 1 h.
All storage systems are considered to have a unitary power

actor. The efficiency curve of the inverter connected to the stor-
ge system as a function of the utilization factor is extracted
rom [45] and plotted in Fig. 12.

As shown in Fig. 7, the management of the resources is based
n a unique controller that monitors the power flow in the main
eeder, and supplies or absorbs power to maximize the SCR of
he grid section. If the positive flow (i.e., from the HV network)
s greater than a certain threshold value, the control system
equires the flexibility resources to discharge power in order to
educe the upstream power flows and the related network losses.
onversely, if the power flow is lower than a certain threshold
10
value, flexibility resources are requested to charge power in order
to reduce/cancel the reverse power flow.

The threshold values used by the controller are updated each
time the simulation is launched and, as an example, the threshold
values after one month of simulation with a time resolution of
20 s are shown in Table 7. As already explained in the previous
section, this calculation does not have an impact on the near
real-time operation since it is performed offline.

Due to the small number of flexibility resources available in
the case study in comparison with the load, some resources are
saturated quickly and the shift of the power flow curve is limited.

3.4. Test network

In order to test the state estimation module in a larger dis-
tribution network, additional simulations were carried out ap-
plying state estimation on a test network during one day of
operation. The tests were carried out on the 33-nodes IEEE test
network [50]; 32 nodes are secondary substations with passive
loads; the last node is the primary substation. Daily load profiles
are simulated considering the base power of each secondary
substation and the standard profile based on Ref. [51]. The profile
is expressed in p.u. of the peak load and is hourly sampled:
spline interpolation is thus applied in order to create load profiles
sampled every 20 s; moreover, a random noise is added to differ-
entiate profiles for each substation. Fig. 13 reports the maximum
and minimum variation enforced every 20 s: it can be noted that
absolute variation does not overcome 20% of the reference profile.
The base voltage of the network is 11 kV.

The tests, whose results are presented in Section 4, are focused
on the state estimation module since it is necessary to verify that
state estimation is properly computed even with a higher number
of variables to be managed on a larger network (i.e., the power
flow calculation complexity is slightly increased in comparison
with the real case study previously presented). Additional tests
about the flexibility calculator were not carried out since the
thresholds are not updated during the operation; namely, the
execution time of the threshold calculation does not impact the
operation.

4. Results

4.1. State estimation

During about one month of operation, from 05/08/2022 to
9/09/2022, State Estimation was executed almost 150,000 times
i.e., 3 times per minute): the average execution time was 0.155
. Anomalous execution times (i.e., higher than 4 s) only occurred
.1% of the time. The average difference between measured and
alculated bus voltages was often acceptable, being 0.024 V, 0.063
, and 0.140 V in the 1st, 2nd and 3rd quartiles, respectively.
verage errors higher than the GA tolerance (i.e., 0.25 V according
o Table 1) only occurred 6% of the time.

A detail of state estimation performances is shown in Fig. 14,
hich reports the average absolute error between state estima-
ion results and measurements (orange line), as well as execution
imes (blue line) during 75 min operation (in the selected time
nterval, state estimation has been executed 235 times). Concern-
ng the voltage errors, during 75 min of DT operation the average
alue is 0.2 V, with a 0.11 V median value. The median value
f the execution time of the GA before reaching one stopping
riteria is 0.087 s, whilst the average value is 0.46 s. Fig. 14 reports
any peaks in the execution time that lead to a higher average
alue; significant differences among peaks are due to the algo-
ithm that requires fewer iterations before achieving the required
olerance. According to the reported results, it can be stated that



T. Bragatto, M.A. Bucarelli, F. Carere et al. Sustainable Energy, Grids and Networks 35 (2023) 101128

l
T
c

Table 7
Example of the threshold values.
Threshold of the power in the main
feeder

Actual value in the case study Flexibility resource status % charging/discharging

P ≤ P1
th P1

th = −12 kW Charging 100%

P1
th < P ≤ P2

th P2
th = 13 kW Charging 75%

P2
th < P ≤ P3

th P3
th = 41 kW Charging 50%

P3
th < P ≤ P4

th P4
th = 53 kW Charging 25%

P4
th < P ≤ P5

th P5
th = 120 kW Idling –

P5
th < P ≤ P6

th P6
th = 164 kW Discharging 25%

P6
th < P ≤ P7

th P7
th = 172 kW Discharging 50%

P7
th < P ≤ P8

th P8
th = 265 kW Discharging 75%

P > P8
th Discharging 100%
Fig. 13. Reference power profiles and extreme variations evaluated for all timestamps.
Fig. 14. Execution time of the GA-based state estimation (blue line) and average
absolute error between state estimation results and measurements (orange line)
during 75 min of operation. . (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)

the implemented DT can perform state estimation in near real-
time. Good performances were also achieved by leveraging the
developed adapters that produce a continuous data flow without
any interruptions.

In addition, Fig. 15(a) and (b) report the details of the calcu-
ation carried out on 01/09/2022 and 02/09/2022, respectively.
he figure provides a comparison between measured and cal-
ulated voltage profiles which are referred to Bus 2 in Fig. 9.
11
Fig. 15(b) shows an interesting behavior of the state estimation
algorithm that was able to follow a rapid voltage drop of 8%
around 13:00. During the other timestamps reported in Fig. 15(a)
and (b), the normal behavior of the state estimation was required
and a good agreement between measured and calculated values
was found.

Finally, Figs. 16 and 17 are selected among the timestamps to
show the difference between the two stopping criteria, i.e. min-
imum tolerance in absolute value on the average error (Fig. 16)
and the maximum number of generations (Fig. 17).

Finally, some results on the IEEE 33-nodes test case are re-
ported, based on 4 sets of 50 simulations. For each set of sim-
ulations, NM is fixed. However, the group of monitored nodes
is randomly defined for each simulation (i.e., 50 different con-
figurations are evaluated). It is worth mentioning that power
profiles are the same for all the simulations and were carried out
assuming that the exact status of the network is known at the
first timestamp (i.e., the state estimation overcame the start-up
transient).

Results of the 200 simulations are averaged and reported in
Table 8, which shows that the state estimation can still provide
good performances on accuracy and execution time.

4.2. Flexibility calculator

This subsection presents the main performances of the flex-
ibility calculator during DT near real-time operation. Fig. 18(a)

shows the active power flow in the main feeder (line 1 in Fig. 9)
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Fig. 15. Measured and calculated voltage profiles at bus 2 on (a) 01/09/2022 and (b) 02/09/2022.
Fig. 16. Fitness evolution when GA in state estimation stops since minimum
tolerance in absolute value on the average error is achieved.

Table 8
Results of the state estimation applied on the test network.
NM Average

time (s)
Average
error (V)

Median
time (s)

Median
error (V)

25 0.0200 0.1612 0.0239 0.0223
20 0.0186 0.0736 0.0220 0.0235
15 0.0176 0.0688 0.0209 0.0276
10 0.0165 0.0561 0.0190 0.0307
12
Fig. 17. Fitness evolution when GA in state estimation stops since the maximum
number of generations is reached.

with and without the use of flexible resources during a week in
September 2022, considering actual consumption and generation
data, post-processed by the state estimation. Fig. 18(b) and (c)
show selected time windows of the power flow in Fig. 18(a),
one day, and one hour, respectively. A recurring trend is evident:
flexibility resources recharge between 9 a.m. and 12 p.m., when
PV production is increasing and load demand is still limited, and
discharge in the pre-evening hours to reduce peak power. As can
be seen in detail in Fig. 18(c), the flexibility management system
allows for avoiding some peaks by returning them to a value close
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Fig. 18. Active power flow in the main feeder during (a) one week in September; (b) one day (22 of September); (c) one hour. Blue line: measurements; red line:
power flow using flexibility resources . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
to the average, while for others peaks does not act with such
effectiveness. The reason is that the system operates at thresholds
with a non-linear response and that the flexibility resources once
saturated can no longer deliver the services until they become
available again.

Fig. 19 shows the available energy of the flexibility resources,
amely three flexible loads connected to buses 8, 10, and 11
nd two EESS connected to buses 9 and 14, during three days of
13
the second half of September 2022. The use of flexible resources
follows a similar trend for all storage objects, due to the unique
storage controller governing all resources, albeit with different
power and energy limitations. As Fig. 19 shows, resources are
recharged in the middle hours of the day, when PV production is
highest and the power flow in the main feeder is low or negative,
and are discharged from late afternoon to morning.
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Fig. 19. Available energy from flexibility resources installed in the case study during three days in September.
Fig. 20. Voltage profile of two buses on the 22 of September in (a) a 12-h time window and in (b) a one-hour time window with and without the use of flexibility
ervices.
The use of flexibility does not significantly alter bus voltage
rofiles because the implemented algorithm does not optimize
us voltages but rather tries to increase the self-consumption of
he network portion. Indeed, the average bus voltage values with
nd without flexibility are 236.124 V and 236.137 V respectively,
ith a standard deviation of 1.502 V and 1.516 V. Figs. 20(a) and
9(b) clarifies such aspect, clearly showing that only small voltage
eviations occur in the network when flexibility is exploited.
14
As expected, the impact of flexibility resources on currents is
larger than what happens for voltage. The reduction of the aver-
age current values on each line is about 4.57%, with a reduction
in the standard deviation of 11.48%. Fig. 21(a) and (b) highlight
this effect, allowing in this way the reduction of network losses
and the reduction of thermal risks.

Lastly, Table 9 reports some aggregate results obtained after
one month of DT operation. The SCR is increased from 88.42%
up to 91.99% and reverse energy flows along the main feeder are
reduced by 33.01%, with benefits for both LV users and DSO. The
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Fig. 21. Current profile of two lines on the 22 of September in (a) 12-h time-window and (b) a one-hour time-window with and without the use of flexibility
ervices.
Table 9
Effect of DT operation on global indicators.
Parameter Without DT With DT

SCR (%) 88.42 91.99
Reverse energy flows (kWh/month) 2999 2022
Max power in main feeder (kW) 345 263
Min power in main feeder (kW) −204 −148

peak of the power drawn from the distribution grid is reduced by
23.7%, while the peak from the distribution grid to the external
network is reduced by 27.4% in the analyzed month.

5. Conclusion

This paper presents a DT development and its validation on a
eal DN. Although in many fields DT is widely considered an en-
bling technology for innovation, applications on electric power
ystems are still limited and unified approaches are lacking. This
ork takes advantage of the consolidated experience of DT ar-
hitecture in other fields (i.e., smart manufacturing and building
anagement) and exploits their achievements to develop a DT

or the near real-time analysis of an active DN.
First, some modules were developed, notably data collection

ntity, state estimation, and flexibility calculator, and then have
een integrated into a DT. The modules exploit open-source re-
ources, aiming at integrating a variety of field devices as well
s to couple of already developed modules that could provide
15
different services. In this way, the DT is highly scalable and
flexible. Based on the reference architecture, some modules are
implemented in a real case study, involving a MV feeder where
near real-time smart meters, renewable energy sources, and flex-
ible loads are exploited for the DT evaluation. After one month
of operation, it was reported that the developed DT had continu-
ously operated, integrating all the field devices and the developed
modules. The state estimation showed good accuracy in providing
continuous service in a near real-time way; it increases operator
awareness about the current status of the DN as well as it offers
a consolidated dataset for the flexibility calculator or other mod-
ules. The flexibility calculator during one month of operation was
able to provide set of requests in a near real-time way without
any service interruptions. Results highlight the module’s ability
to increase the grid’s SCR and limit power cable loading.

Finally, this article showed the validation of the DT when it
is coupled with a real distribution network operating near real-
time. During the operation, the DT has adequately performed
so that its integration with a real network was achieved and
validated.

In the upcoming work, the authors will improve the quality
and the performances of the DT, focusing on specific aspects such
as the difficulty of estimating the DN state in situations that
deviate significantly from historical data and the use of different
algorithms for the flexibility calculator to overcome problems due
to resource saturation and system stability issues. Finally, the
authors wish to deepen the definition of flexible resources, going
into more detail on the constitutive models of each component
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and validating the DT on a real infrastructure, evaluating to what
extent the actual response of the components corresponds to the
one predicted by the analytical model.
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