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Abstract
Scientists face challenges when finding datasets related to their research problems due 
to the limitations of current dataset search engines. Existing tools for searching research 
datasets rely on publication content or metadata, do not considering the data contained in 
the publication in the form of tables. Moreover, scientists require more elaborate inputs 
and functionalities to retrieve different parts of an article, such as data presented in tables, 
based on their search purposes. Therefore, this paper proposes a novel approach to retrieve 
relevant tabular datasets from publications. The input of our system is a research problem 
stated as an abstract from a scientific paper, and the output is a set of relevant tables from 
publications that are related to the research problem. This approach aims to provide a better 
solution for scientists to find useful datasets that support them in addressing their research 
problems. To validate this approach, experiments were conducted using word embedding 
from different language models to calculate the semantic similarity between abstracts and 
tables. The results showed that contextual models significantly outperformed non-contex-
tual models, especially when pre-trained with scientific data. Furthermore, the importance 
of context was found to be crucial for improving the results.

Keywords  Research tabular data · Information retrieval · Word embeddings · Text 
classification

1  Introduction

Scientists frequently come across research datasets while reading articles or conducting 
publication searches. Specifically, when retrieving different parts of an article based on 
their search objectives, scientists have different requirements (Hagiwara et al., 2022). These 
requirements go beyond the capabilities of current one-size-fits-all research search engines 
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(Mysore et al., 2023). For instance, when scientists aim at “finding previous research in an 
unfamiliar field”, they often need access to the full-text of a research article, particularly 
the “Introduction” and “Related work” sections. On the other hand, when “searching for 
research methods”, they rely on information found in the “Materials and Methods” sec-
tion, as well as data tables within the article (Hagiwara et  al., 2022). Additionally, it is 
worth noting that researchers may not necessarily be interested in the datasets themselves. 
Instead, they may focus on utilising the dataset descriptions (metadata) found within pub-
lications to gain an understanding of the datasets and determine their relevance and utility 
(Gregory et al., 2020).

Therefore, scientists need to identify appropriate datasets to achieve their research 
goals, which is a non-trivial task (Paullada et al., 2021). Currently, research dataset search 
tools face two main issues. Firstly, they heavily rely on publication content, metadata, and 
dataset metadata rather than leveraging the content of the papers themselves (Mysore et al., 
2023). Secondly, these tools predominantly utilise keywords, which may not be suitable for 
scientists seeking a more nuanced approach that necessitates the ability to input complete 
phrases explicitly expressing their research problem (Färber & Leisinger, 2021). Therefore, 
novel retrieval approaches are required to enable scientists to discover datasets associated 
with publications related to their research problem.

Importantly, as noted by Chen et  al. (2019), data requirements are often formulated 
as text rather than using keywords. Moreover, as pointed out by Färber and Leisinger 
(2021), “the quality of the dataset search can be considerably improved when using a rich 
formulation of the research problem in natural language, rather than relying purely on iso-
lated keywords or attributes”.

Hence, research dataset search tools should incorporate a mechanism for finding data-
sets based on the description of a research problem. Interestingly, research article abstracts 
consistently contain information about the addressed research problem (Kang et al., 2022). 
Thus, as described by Färber and Leisinger (2021), abstracts from scientific papers are 
likely to be utilised as inputs for research dataset search tools since they resemble research 
problem descriptions.

To motivate this fact, the following example is inspired by the illustration proposed in 
the work by Viswanathan et al. (2023) to demonstrate the advantages of using phrase-based 
input instead of keyword-based input when searching for research datasets. A keyword-
based query to discover datasets could be “campylobacter jejuni sheep abortion”, while a 
phrase-based query based on an abstract could be “campylobacter jejuni is the major cause 
of sheep abortion and contributes significantly to foodborne illness in the USA [...]”. Uti-
lising an abstract better defines the data needs of researchers as it implicitly addresses two 
requirements related to causality: researchers not only require a dataset on campylobacter 
jejuni (as indicated by keywords), but also as a cause of sheep abortion (i.e., not as a con-
sequence) while considering the impact on human diseases (i.e., not as a cause). This is 
better described by using an abstract from a research paper.

The objective of this study is to present and validate the research hypothesis that scien-
tists can retrieve tabular datasets associated with an abstract from a scientific publication, 
which serves as a representation of a research problem. To accomplish this, word embed-
dings (Turney & Pantel, 2010) are employed to calculate the semantic similarity between 
an input abstract and the tables indexed from scientific publications. The output is a collec-
tion of relevant tables from publications that are pertinent to the research problem. Multi-
ple experiments have been conducted to validate this hypothesis.

Figure 1 provides an overview of the system’s architecture and functioning, illustrating 
its two primary components: corpus processing and cleansing, and abstract classification. 
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The initial component, corpus processing and cleansing, is crucial for data preparation 
before analysis. The corpus undergoes several preprocessing steps to ensure compatibility 
with the system’s embedding and indexing processes. Once the corpus is processed and 
cleaned, the system generates word embeddings for each model being evaluated, which are 
then stored in the vector index. The vector index enables efficient retrieval of relevant doc-
uments during the classification process. The second component, abstract classification, is 
responsible for categorising tables from scientific publications that are relevant to the input 
abstract. The classification process is based on the similarity between the word embeddings 
of the abstract and the word embeddings generated for each table in the dataset.

The remainder of this article is structured as follows: Sect.  2 presents related work; 
Sect. 3 describes the approach based on word embeddings for retrieving tabular datasets 
from scientific publications; Sect. 4 outlines the experimentation conducted to validate this 
approach; Sect. 5 contains the discussion of the obtained results; finally, Sect. 6 presents 
the conclusions and future work.

2 � Related work

The approach proposed relies on the use of word embeddings to provide a semantically 
rich vector representation of the tables in the dataset. Word embeddings are dense vec-
tors that represent the meaning of a word as a point in a semantic space. These continuous 
representations can be used in downstream natural language processing (NLP) tasks, such 

Fig. 1   Overview of the table retrieval approach
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as text classification (Lilleberg et  al., 2015) and question answering (Shih et  al., 2016). 
From a linguistic perspective, they represent the distributional meaning of words (Turney 
& Pantel, 2010), that is, the meaning that a word assumes in a specific text regardless of 
the meaning it may have in the dictionary (Harris, 1954; Firth, 1957). Thus, similar repre-
sentations are learnt from words appearing in similar contexts. In the scientific literature, 
they are differentiated from traditional semantic vectors, were the meaning of a word is 
represented as a sparse vector with the weight of its components calculated using measures 
such as TF-IDF (Salton & Buckley, 1988). Examples of this type of word representation 
are Word2vec (Mikolov et al., 2013) and Glove (Pennington et al., 2014).

These word embedding techniques build a global vocabulary using unique words in the 
documents, assigning a single representation for each word and ignoring that they can have 
different meanings or senses in different contexts. They are considered as static representa-
tions unable to capture the different senses of a word. On the other hand, recent contextual 
word embeddings (Devlin et al., 2019) are able to capture the different meanings of poly-
semous words, since each vector represents not a word but a sense. In this way, each word 
is represented with different word embeddings, one for each context in which the word can 
occur. During the training process, contextual word embeddings are generated taking into 
consideration the surrounding words, that is, the sequence of words in the sentence or text 
span in which a word appears. Examples of this type of representation are ELMo (Peters 
et al., 2018), ULMFit (Howard & Ruder, 2018), and BERT (Devlin et al., 2019), among 
others (Liu et al., 2020).

Another notable distinction between these contextual models and their static predeces-
sors is the utilisation of subword units rather than full words to represent the vocabulary. 
Word embeddings are constructed based on the specific set of tokens available in the cor-
pus utilised for vector creation. When encountering an out-of-vocabulary word in a new 
text, word-based models do not provide a representation for it in the semantic space, result-
ing in the token being considered as unknown. To handle the large vocabularies commonly 
found in natural language corpora, BERT employs the WordPiece subword segmentation 
algorithm (Wu et al., 2016). This approach initialises the vocabulary with individual char-
acters in the language and then progressively incorporates the most frequent combinations 
of symbols into the vocabulary. Consequently, subwords have their own representation in 
the semantic space, enabling the assignment of a representation to previously unknown 
words by combining the vectors of their underlying subword units.

Current contextual language models use the widely adopted Transformer architecture 
(Vaswani et al., 2017). Transformers are neural network architectures that rely on attention 
mechanisms, thereby dispensing with the need for convolutional and recurrent networks. 
The original architecture consists of a multi-head self-attention mechanism combined with 
an encoder-decoder structure.

In the field of NLP, the introduction of BERT marked a significant breakthrough in lan-
guage models (Devlin et  al., 2019). This architecture introduced a bidirectional encoder 
that captures information from both the left and right contexts of a word during the train-
ing phase. The model enables transfer learning in NLP tasks, wherein the BERT model 
initially trained on one dataset (the pre-trained model) can be employed to perform simi-
lar tasks on another dataset (the fine-tuned model). Current NLP state-of-the-art systems 
leverage the semantic relationships identified by Transformers as a starting point to solve 
problems rather than constructing models from scratch, subsequently fine-tuning them on 
relatively smaller datasets for specific tasks.

In recent years, these models have been adapted to the task of table retrieval. The objec-
tive of table retrieval, also known as table search, is to provide a ranked list of tables that are 
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considered relevant to a given search query (Zhang & Balog, 2018). Depending on the nature 
of the query, table retrieval can be categorised as either keyword-based or table-based search 
(Zhang & Balog, 2020). In the former, a set of keywords constitutes the query, similar to tra-
ditional search engines like Google. In the latter, the query itself is a table, and the aim is to 
compute a similarity score between the input table and candidate tables.

In this study, the focus is on retrieving tabular data that is relevant to a specific scientific 
contribution, represented by its abstract. Therefore, the relevant approaches for this work are 
those that fall into the keyword-based search task.

One of the first approaches to this task was described in Cafarella et  al. (2008), which 
implemented keyword table search on top of an existing web search engine. This research was 
further expanded upon in Cafarella et al. (2009), where the authors introduced a system called 
OCTOPUS that extended the previous method with a reranking mechanism that took attribute 
co-occurrences into account.

The work presented in Zhang and Balog (2018) employed semantic matching between que-
ries and tables, representing them in multiple semantic spaces and introducing various similar-
ity measures for matching these semantic representations. Both queries and tables were repre-
sented using word embeddings (Word2vec) and graph embeddings, among other techniques. 
They utilised early and late fusion patterns as matching methods between queries and tables.

In Deng et al. (2019), non-contextual word embeddings were used to transform tabular data 
into vector spaces. The authors considered various table elements such as captions, column 
headings, and cells to train these embeddings, which were employed in three table-related 
tasks: row population, column population, and table retrieval.

In the work by Zhang et al. (2019), word embeddings were trained using Wikipedia as a 
table corpus. Similarly, the study conducted by Bhagavatula et al. (2013) focused on Wikipe-
dia tables and introduced features related to the connectivity of web pages, including incom-
ing and outgoing links.

Regarding the use of Transformer models for keyword-based table retrieval, Chen et  al. 
(2020) employed a pre-trained version of BERT, leveraging different information available 
in the table (both textual and numerical) to provide BERT with context, such as title, caption, 
column headings, and cell values.

In Agarwal et  al. (2021), tables were treated as 2D images, and traditional neural 
approaches to image processing (e.g., CNNs) were employed to handle the data. Another 
image-based neural representation approach was presented in Du et  al. (2021), where an 
image-based method was combined with a graph-based approach to harness the strengths of 
both techniques. The authors proposed using the WordNet structure as a graph, representing 
cell texts (tokens) from the table with their corresponding synsets in WordNet. This approach 
constructed a graph that captured lexical similarities between text cells.

Although there have been recent proposals of contextual word embedding models trained 
on tabular data (Herzig et al., 2020; Yin et al., 2020), they primarily focus on answering natu-
ral language questions from tables and do not address the retrieval of this type of data.

3 � Retrieving scientific datasets from research problem descriptions

The primary objective of this research paper is to evaluate the hypothesis that scientists 
can effectively retrieve tables from publications based on the given abstract, which serves 
as a representation of the research problem. To achieve this goal, word embedding repre-
sentations generated by language models are used to assess the relationship between the 



	 Machine Learning

1 3

abstract and relevant tables (see Fig. 1). Furthermore, in order to evaluate the significance 
of the table context in the classification process, keywords that are relevant to the paper are 
employed as a representation of the context in which the tables occur.

This paper investigates various factors that influence scientists’ search for research data-
sets, including:

•	 The performance of contextual and non-contextual language models
•	 The significance of pre-training data
•	 The influence of contextual information surrounding the table
•	 The real-world system’s performance time

As mentioned earlier, Fig. 1 presents an overview of the proposed approach, encompassing 
several components that are elaborated upon in the subsequent sections.

3.1 � Preprocessing and indexation

Before proceeding with content indexing, it is essential to ensure that the data is cleaned 
and prepared for processing by the language model. Since the model processes input as a 
string, the different fields of the papers, namely the abstract, table, and keywords, need to 
be formatted as strings.

The abstract is already in string format, while the list of keywords is converted into a 
single string, with each element separated by a blank space. As for the table, it is divided 
into two primary components. The headers are transformed into a string, with each header 
text separated by a blank space. Additionally, we obtain a separate string for each column 
content within the table as shown in Fig. 2.

The data cleaning process involves several steps. First, dots, hyphens, underscores, 
unprocessed column names, and possible HTML labels from the text are removed. Fur-
thermore, CamelCase words are split and text is converted to lowercase. These cleaning 
procedures ensure that the data is in a suitable format for further processing.

The subsequent step aims to transform these strings into a format that complies with the 
specifications of the language model, thereby generating an appropriate input. The input 
capacity of the model typically limits the maximum number of tokens that can be pro-
cessed to 256 tokens. Exceeding this limit may result in the loss of crucial information. To 
prevent such loss, an additional step is required, which involves dividing the content into 
strings of appropriate token lengths. This not only prevents truncated information loss but 
also enables parallel processing, which accelerates the calculation of word embeddings.

Once the data is clean and formatted as a set of strings, the next step involves table and 
context indexing (as depicted in Fig. 1). In the indexing process, each string generated dur-
ing the preprocessing step is processed by the language model, resulting in the generation 
of a dense vector with a length ranging from 300 to 1024 dimensions, depending on the 
specific model used. Three indexes are created in total: one for the keyword embeddings 
and two for the tables. In the case of tables, the first index stores the embeddings of the 
headers, while the second index stores the average embedding of each column content.

Subsequently, the generated vector is normalised and stored in an index using the Faiss 
library.1 This library is designed for efficient similarity search and clustering of dense 

1  https://​faiss.​ai/.

https://faiss.ai/
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vectors. Leveraging this library enables convenient and efficient indexing and searching for 
similar documents.

3.2 � Classification

The objective of the classification task in the proposed approach is to identify relevant 
tables among the indexed tables based on a given abstract. Relevant tables are defined as 
those that would belong to the article corresponding to the input abstract.

To accomplish this classification task, the semantic similarity between the abstract and 
each indexed table is assessed using Eq. 1, which yields a similarity value ranging from −1 
(indicating the lowest similarity) to 1 (representing very high similarity). This classifica-
tion is performed for each of the models under evaluation.

where A represents the abstract, T denotes the table, T
h
 corresponds to the embeddings of 

the table headers, T
c
 refers to the embeddings of the table content, and � is a parameter that 

ranges from 0 to 1, indicating the relevance of the headers and content in the final similar-
ity score.

To evaluate the semantic similarity between each part of the table and the abstract, 
the abstract undergoes the preprocessing steps described earlier. Subsequently, the word 
embeddings are obtained and normalised. A search is then conducted using Faiss to 
retrieve the most similar headers and table content.

Once Faiss returns the results with their corresponding similarities, the equation is 
applied, and the results are sorted in descending order based on the scores. This sorting 

(1)sim(A, T) = � ⋅ sim(A,T
h
) + (1 − �) ⋅ sim(A, T

c
),

Fig. 2   Example of string formatting for different fields of the paper
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process is repeated while varying the value of the � parameter in the equation. Through 
this iterative process, we obtain a list of the five most similar indexed tables to the input 
abstract. This information is later utilised to evaluate the accuracy of the system.

3.2.1 � Adding contextual information

Although the information provided by metadata may not always be of sufficient quality to 
ensure accurate searches, certain metadata elements can be valuable as fields for enrich-
ing searches with contextual information. Therefore, it is important to evaluate the inclu-
sion of such information in the classification process to determine whether and to what 
extent it positively impacts the system’s performance. In particular, keywords associated 
with the papers were incorporated in the tables being searched, allowing the classification 
to consider not only the similarity between the abstract and the table but also the associated 
keywords.

To integrate the keyword information into Eq.  1, two variations have been proposed. 
The first approach involves averaging the similarity scores between the abstract-table pair 
and the abstract-context (table keywords) pair, as shown in Eq.  2. The second approach 
involves boosting the context by multiplying it with the similarity score, as shown in Eq. 3. 
In both equations, C represents the context (keywords) embedding.

By incorporating these variations, the classification process takes into account both the 
similarity between the abstract and the table and the similarity between the abstract and the 
keywords associated with the table.

3.3 � Measuring the processing time

Measuring the processing time is an essential aspect when evaluating the performance of 
information retrieval systems and assessing their potential applicability in real-world sce-
narios. The increasing adoption of Artificial Intelligence models, especially in the field of 
NLP, has yielded impressive results. However, the execution of these models, which are 
becoming more sophisticated and resource-intensive, raises concerns about computational 
costs. Therefore, in this study, experiments were conducted to evaluate the execution time 
of various processes, aiming to determine the feasibility of implementing such systems in 
real-world scenarios.

The focus was on two key components: the offline data indexing component, which does 
not directly impact end-users, and the online classification process, which provides insights 
into the time required for classifying a single abstract. By assessing the execution time 
of these components, valuable insights are gained into the practicality of deploying these 
systems.

The experiments were conducted on a dataset consisting of over 20,000 abstracts, as 
described in Sect. 4.2. Through careful evaluation of the processing time it is possible to 
understand the performance characteristics and resource requirements of the system. This 
information is crucial for determining the system’s feasibility and effectiveness in real-
world applications.

(2)sim(A, T ,C) =(� ⋅ sim(A, T
h
) + (1 − �) ⋅ sim(A, T

c
)) ⋅ � + sim(A,C) ⋅ (1 − �)

(3)sim(A, T ,C) =(� ⋅ sim(A, T
h
) + (1 − �) ⋅ sim(A, T

c
)) ⋅ sim(A,C)
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4 � Experiments

This section presents the experiments conducted to validate the hypothesis. The models 
used, the datasets collected, and the results obtained in each experiment are described in 
the following lines.

4.1 � Models

The approach involves employing a diverse set of language models with various types of 
architectures, encompassing contextual, non-contextual, and fine-tuned models in the field 
of research. The objective is to compare the efficacy of these models in generating high-
quality embeddings for matching abstracts with their corresponding tables in the scientific 
research field. For this purpose, the results of seven different models were compared: 

1.	 Word2vec  (Mikolov et  al., 2013): non-contextual embedding vectors pre-trained 
using Google News dataset, comprising about 100 billion words. The model contains 
300-dimensional vectors for 3 million words and phrases. These non-contextual model 
types are fast calculating the word embeddings but suffer from a limited vocabulary.

2.	 fastText (Bojanowski et al., 2016): non-contextual embedding vectors pre-trained on 
Wikipedia 2017, UMBC webbase corpus, and statmt.org news dataset, comprising about 
16 billion words. As in the previous model, vectors have 300 dimensions. The pre-
trained model containing subword information was used in these experiments to increase 
the coverage of the model’s vocabulary.

3.	 WikiTables: non-contextual model specifically developed for this study. It uses skip-
gram Word2vec trained on the Wikipedia Tables corpus, which contains 1.6 million 
Wikipedia relational tables (Bhagavatula et al., 2015). The corpus was pre-processed 
splitting CamelCase and hyphenated words, removing punctuation, and converting text 
to lowercase. For every table in this corpus, all the names of the columns were extracted 
and treated as an input document to train Word2vec.2 A second model was created for 
the content of the cells. In this case, all the attribute values in a column were considered 
as an input document to train the model. Thus, there are two separate word embedding 
models to calculate the similarity between names of the columns and the content of the 
cells. The generated word embedding vectors are composed of 300 dimensions.

4.	 BERT (Devlin et al., 2019): developed by Google in 2018, it is a Transformer-based 
model pre-trained on a large corpus of English data in a self-supervised way. The model 
encoder is capable of generating contextual embedding vectors of 768 dimensions. 
BERT achieved state-of-the-art results on a wide range of NLP benchmarks, and its suc-
cess has led to the development of many other language models based on its architecture.

5.	 SentenceBERT (Reimers & Gurevych, 2019): produces contextual embedding vectors 
using siamese and triplet network structures to derive semantically meaningful sentence 
embeddings. Specifically, the model all-MiniLM-L6-v2 trained on 1 billion sen-
tence pairs was used in our experiments. This model produces word embedding vectors 
of 768 dimensions.

6.	 RoBERTa (Liu et al., 2019): a BERT variant optimised at pre-training step. The encoder 
of this model also can be used to generate contextual embedding vectors. The model 
used in the experiments is all-roberta-large-v1, a large model fine-tuned with 

2  https://​radim​rehur​ek.​com/​gensim/​models/​word2​vec.​html.

https://radimrehurek.com/gensim/models/word2vec.html
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1 billion of sentence pairs. This model produces an embedding vector of 1024 dimen-
sions.

7.	 SciBERT (Beltagy et al., 2019): another variation of BERT specifically designed for 
scientific texts. It was pre-trained on a large corpus of the scientific documents compris-
ing 1.14 million papers and 3.1 billion tokens from a variety of research fields. This 
model produces word embedding vectors of 768 dimensions.

8.	 BLOOM  (Scao et al., 2022): BigScience Large Open-science Open-access Multilin-
gual language model is another Transformer model based on Megatron-LM GPT2 and 
trained with 1.5 terabytes of pre-processed text, covering 350 billions of unique tokens 
to perform text generation tasks. It can produce coherent output in 46 languages and 13 
programming languages. This model produces word embedding vectors of 1024 dimen-
sions. In contrast to BERT-based models, this one does not have an encoder architecture 
but rather a decoder architecture.

9.	 SPECTER (Cohan et al., 2020): is a pre-trained language model that generates docu-
ment-level word embeddings. It is pre-trained on the citation graph of scientific pub-
lications. Given the combination of title and abstract of a scientific paper or a short 
textual query, the model can be used to generate effective word embeddings to be used 
in downstream applications. This model was trained with 684,000 training triples and 
produces word embedding vectors of 768 dimensions.

This set of models comprises a diverse range of architectures, each with notable differ-
ences. One crucial distinction lies in how word embeddings are constructed and handled 
for out-of-vocabulary words. Traditional word-based models lack representations for out-
of-vocabulary words since their embeddings are built on a fixed set of tokens present in 
the corpus. However, contextual models address this issue by employing subword segmen-
tation algorithms like WordPiece, as mentioned in Sect.  2. These models initialise their 
vocabulary with individual characters and gradually add frequent combinations of sym-
bols as subwords. This approach enables subwords to have their own representations in 
the semantic space, allowing previously unseen words to be represented by combining the 
vectors of their constituent subword units.

Furthermore, the models in this set differ in terms of their training data. Some mod-
els are trained on general-purpose text, such as Word2Vec, fastText, BERT, Sentence-
BERT, and RoBERTa. Others are specifically trained on scientific texts, such as SciBERT, 
BLOOM and SPECTER. Additionally, WikiTables is specifically trained for table-related 
information.

4.2 � Datasets

Before conducting the experiments, the acquisition of a suitable corpus consisting of 
research paper abstracts and their associated research data tables was necessary. Unfortu-
nately, no corpus was found with these specific characteristics. Consequently, a methodol-
ogy was proposed to merge two distinct corpora in order to gather the desired information. 
The following sections elaborate the merging process employed to obtain a corpus that 
satisfies the requirements of this study.
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The first corpus utilised PubTabNet,3 which encompasses a diverse array of tables com-
prising over 516,000 images containing tabular data. Each table is meticulously annotated 
with the corresponding HTML representation of its contents. PubTabNet primarily serves 
the purpose of training and evaluating image-based table recognition models. In the pre-
sent work, tables were extracted from PubTabNet in HTML format, subsequently convert-
ing them to CSV format. Additionally, the PMID (unique identifier number employed in 
PubMed for each article) associated with each table was recorded, denoting the originating 
paper.

The subsequent objective involved linking these tables with their respective abstracts. 
This task was accomplished by leveraging the resources provided by MeSHup,4 an exten-
sively annotated corpus encompassing MeSH (Medical Subject Headings) indexing. 
MeSHup consists of 1,342,667 full-text papers, complete with associated MeSH labels and 
metadata. The corpus is represented as a large JSON file, which includes pertinent infor-
mation such as the required abstracts, keyword sets, PMCID (unique identifier assigned to 
every article accepted into PubMed Central), and publication year.

By integrating the aforementioned datasets, correspondences between the abstracts, 
keywords, and their respective tables were established. It is important to note that due to 
disparities between the two datasets, matches were not available in many instances. How-
ever, 131,359 pairs of abstracts and tables were identified. To ensure computational effi-
ciency, a filtering mechanism was applied to exclusively use articles published within the 
last five years. Ultimately, the resultant dataset comprised 23,744 pairs of abstracts and 
tables. A comprehensive summary of the dataset employed in the experiments is presented 
in Table 1.

4.3 � Results

This section presents the evaluation of the performance of the aforementioned models in 
the classification task and examine the impact of integrating contextual information. The 
objective is to assess the effectiveness of these models and explore the potential benefits 
gained through the inclusion of contextual data.

4.3.1 � Impact of varying ̨

The primary objective of this experiment is to evaluate the similarity between the 
embeddings of the abstracts and their corresponding tables, considering the variation 
of the parameter � . This evaluation enables to assess whether the header or the table 
content itself exhibits greater similarity with the abstract.

Figure  3 illustrates the results obtained for all the models: SentenceBERT (stb), 
BERT (brt), RoBERTa (rbt), SciBERT (sci), Word2vec (w2v), fastText (fst), BLOOM 
(blo), SPECTER (spe), and WikiTables (wiki). This figure demonstrates a slight 
increase in similarity as the � value increases across most models, giving prevalence 
to the headers, with the exception of BERT and SPECTER. Notably, the WikiTables 
model demonstrates higher similarity scores when the table headers are given more 
weight (higher � values).

3  https://​devel​oper.​ibm.​com/​excha​nges/​data/​all/​pubta​bnet/.
4  https://​github.​com/​xdwan​g0726/​MeSHup.

https://developer.ibm.com/exchanges/data/all/pubtabnet/
https://github.com/xdwang0726/MeSHup
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It is important to note the divergent ranges of similarity scores obtained by each 
model. For instance, BLOOM and Specter produce relatively high similarity scores, 
averaging around 0.90, while others, such as SentenceBERT, remain closer to 0.30. 
This variation in similarity scores prompts further investigation into the impact of � 
variation on the models’ performance and whether relying solely on abstract-table 
embeddings is sufficient for the intended task.

However, it is crucial to note that a high similarity score does not necessarily indi-
cate true similarity between the abstract and tables. It could be influenced by factors 

Table 1   Summary of the main 
characteristics of the dataset used 
in the experiments

Characteristic Value

Number of tables 23,744
Number of rows 276,495
Number of columns 108,072
Number of numerical columns 21,878
Avg. abstract length (words) 243
Avg. number of rows 13
Avg. number of columns 5
Avg. number of numerical columns 1
Max. abstract length (words) 1172
Max. number of rows 71
Max. number of columns 39
Max. number of numerical columns 38

Fig. 3   Similarity obtained comparing tables with abstracts depending on the � parameter
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such as non-uniform distribution within the vector space of certain models or the 
model training process not being specifically focused on semantic similarity tasks.

4.3.2 � Table classification

In the second experiment, the performance of the models was evaluated by ranking the 
indexed tables based on their similarity to the corresponding abstracts. Two metrics, 
namely the mean reciprocal rank (MMR) and precision at different scales (Top@1, Top@3, 
and Top@5), were utilised to assess the performance of the models.

Table 2 presents the results obtained in terms of MMR, revealing that the overall perfor-
mance in the task is not promising. However, the data does provide valuable insights into 
observable trends. Notably, there is a consistent pattern of improved performance across 
all models as the � values increase. Moreover, certain models, including SentenceBERT, 
RoBERTa, SPECTER, and SciBERT, exhibit notably superior performance compared to 
others. Conversely, the remaining models demonstrate relatively low performance metrics, 
approaching 0.

The performance of the models at various precision values (P@k) is depicted in Fig. 4. 
It is evident that certain models consistently outperform others across all values of k. How-
ever, no clear trend of performance improvement can be observed when increasing this 
value.

4.3.3 � Impact of contextual information

The objective of the current experiment is to assess the impact of incorporating contextual 
information on the ranking performance when identifying the most similar tables to a given 
abstract. In this case, the keywords associated with the tables within the paper are consid-
ered as the context.

The results of applying the equations proposed in Sect. 3.2.1 are presented in Table 3. 
Average represents the approach described in Eq. 2 and Boost the approach described in 
Eq. 3. Two notable findings can be observed from the outcomes. Firstly, the approach that 
averages the similarities surpasses the initial approach, demonstrating performance gains 
that double the original scores for certain models. Secondly, the incorporation of contex-
tual information proves to be crucial in achieving performance enhancements across all 

Table 2   MMR performance of the proposed models depending on � variations

Model 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

SentenceBERT 0.04 0.05 0.05 0.05 0.05 0.06 0.07 0.08 0.09 0.09 0.09
BERT 0.0 0.01 0.0 0.0 0.0 0.0 0.0 0.0 0.01 0.01 0.01
RoBERTa 0.05 0.05 0.06 0.06 0.06 0.06 0.07 0.08 0.09 0.09 0.09
SciBERT 0.04 0.04 0.05 0.05 0.05 0.06 0.06 0.08 0.10 0.10 0.10
Word2vec 0.0 0.01 0.0 0.0 0.0 0.01 0.01 0.01 0.01 0.01 0.01
fastText 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
BLOOM 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
SPECTER 0.04 0.03 0.03 0.04 0.04 0.04 0.04 0.04 0.04 0.05 0.07
WikiTables 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
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Fig. 4   Precision@k at different 
levels for each model varying � 
parameter
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models, resulting in up to four times the performance improvement for SciBERT. It is also 
noteworthy that even with this approach, non-contextual models manage to obtain a signifi-
cant performance boost.

Figure  5 illustrates the precision scores (P@K) for the two approaches, Average and 
Boost, as well as their evolution as k increases. Notably, SciBERT stands out as the most 
prominent model, consistently achieving high precision scores. At P@5, SciBERT dem-
onstrates a precision score of nearly 0.5, indicating its strong performance in identifying 
relevant tables for a given abstract.

In addition, we conducted experiments with SciBERT ( � = 0.8 ), the best performing 
model, to investigate the impact of varying the � coefficient of Eq. 2 on the system’s per-
formance. The results in Fig.  6 reveal interesting findings regarding the performance at 
different precision levels (P@1, P@3, and P@5) when considering different values of �.

For P@1, the best performance is achieved with a � coefficient of 0.6. This suggests that 
for identifying the most similar table to a given abstract, a slightly higher weight should be 
given to the abstract-table pair rather than the abstract-context information.

However, the results differ for P@3 and P@5, where a � coefficient of 0.8 demonstrates 
better performance. This performance significantly drops from this point on, when the 
coefficient is 0.9 and 1, and the weight of the context is almost (or totally) discarded.

These findings emphasise the importance of context in our system and highlight the 
need to balance the contribution of abstract and contextual information. By adjusting the � 
coefficient, the system can effectively leverage both sources of information to enhance its 
performance in retrieving relevant tables for a given abstract.

4.4 � Execution time

The experiments were conducted using an A100-SXM4 GPU with 40 GB of RAM. Table 4 
provides the execution times (in the format hours:minutes) for two aspects of interest dur-
ing the experiments: indexing and classification time. It is worth noting that the average 
retrieval time for processing an abstract-table pair is approximately 150 milliseconds.

The total information indexing process for the models analysed took approximately 
15 h. It is important to note that the computational intensity varied across different models, 
impacting the speed of embedding calculation. Among the models used, non-contextual 
models such as Word2vec and fastText exhibited faster computation times compared to 

Table 3   MMR performance of 
the proposed models considering 
the two approaches that leverage 
context (Average and Boost)

Model Average Boost

SentenceBERT 0.27 0.23
BERT 0.09 0.03
RoBERTa 0.27 0.24
SciBERT 0.40 0.22
Word2vec 0.02 0.02
fastText 0.00 0.00
BLOOM 0.00 0.00
SPECTER 0.29 0.13
WikiTables 0.00 0.00
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the other models. These models were able to generate word embeddings relatively quickly, 
contributing to the efficiency of the indexing process.

On the other hand, the BLOOM model was the slowest in terms of computation time. 
Despite its slower performance, it should be noted that the effectiveness of BLOOM in 
producing satisfactory results for the experimentation presented in this study was lower 
compared to other models.

Additionally, the classification processes and metric calculation took approximately 28 h 
in total. These tasks involved evaluating the performance of the models and calculating 

Fig. 5   Precision@k at different levels for the two approaches that leverage context (Average and Boost)
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metrics such as MMR and precision at different scales (P@1, P@3, and P@5) for all the 
23,744 pairs of abstracts and tables.

The previous experiments were conducted to achieve comprehensive research results 
rather than focusing on real-time production systems. However, it is possible to adapt the 
proposed approach to improve response times in a real-time setting. By implementing cer-
tain optimisations, the system can be made more efficient without compromising its overall 
performance.

One such optimisation is to utilise the GPU version of Faiss, which leverages the com-
putational power of GPUs, resulting in significant improvements in embedding search 
speed. According to the official Faiss documentation, using the GPU version can lead to 
speed improvements of up to 5–10 times compared to the CPU version, providing faster 
computation and reduced response times.

Furthermore, Faiss provides various techniques that can further optimise the search pro-
cess. For instance, partitioning of the index can be applied to reduce the search range and 

Fig. 6   SciBERT precision@k varying � coefficient in Eq. 2

Table 4   Indexing and 
classification time 
(hours:minutes) for each model

Model Indexing Classification

SentenceBERT 01:07 03:18
BERT 01:31 03:52
RoBERTa 02:15 04:34
SciBERT 01:36 03:47
Word2vec 00:46 03:17
fastText 00:52 03:17
BLOOM 04:16 05:23
SPECTER 03:38 04:26
WikiTables 01:51 04:32
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enhance efficiency. This technique involves dividing the index into smaller subsets, enabling 
faster search operations by narrowing down the search space. By implementing partitioning, 
the system can achieve faster search times without sacrificing accuracy. Another optimisation 
technique is vector quantisation, which involves reducing the dimensionality of the vectors. By 
mapping the original vectors to a set of predefined centroids and storing only the indices of 
these centroids, the vector size can be reduced.

It is important to note that while these optimisation techniques can enhance system speed, 
there may be a trade-off with system performance. For example, the accuracy of search results 
may be slightly affected, and the choice of partitioning strategies or the number of centroids 
for vector quantisation can impact the overall system performance. Therefore, it is crucial to 
carefully evaluate the trade-offs between system performance and speed to determine the opti-
mal configuration for the specific real-time use case.

5 � Discussion

The thorough examination of the experimental results led to the hypothesis that accurate pre-
processing of the data is crucial for achieving reliable outcomes. Various issues were iden-
tified during the analysis, including malformed tables, multi-header structures, non-standard 
codification, and the need for data transformation, such as data tidying.

Malformed tables can introduce inconsistencies and irregularities in the data, making it 
challenging for the models to extract meaningful information. Multi-header structures, where 
tables have multiple layers of headers, can confuse the models and affect their ability to under-
stand the table’s structure and content. Non-standard codification or encoding issues can lead 
to misinterpretation of the data, causing inaccuracies in the embeddings and subsequent simi-
larity calculations. Additionally, certain tables may require data tidying operations, such as 
handling missing values, standardising units, or normalising data, to ensure consistent and 
reliable representations.

Furthermore, the use of broad and general keywords, such as USA, Biology, or Male, 
may not provide significant information when used as context in this specific experiment. 
Since all the documents are highly related to the medical field, these keywords may not con-
tribute much to distinguishing the tables’ relevance or similarity to the abstracts.

Numeric columns pose another challenge. The percentage of these columns is not very 
large, but they can contain various formats such as percentages, ranges, or scientific notation. 
While some models are capable of handling numerical data, associating and finding similarity 
between numeric values and abstracts or sets of keywords can be difficult. This can impact the 
performance of the approach, particularly in cases where the table’s numerical information is 
essential for determining its relevance.

The results highlight the significance of context in assessing the relevance of a table. Tables 
without context can be ambiguous, making it difficult to understand their purpose and the type 
of information they contain. For example, a table with columns indicating day and tempera-
ture may have different interpretations without proper context. Contextual information is cru-
cial for disambiguating the purpose and meaning of tables, whether they represent tempera-
tures in a specific location, a patient’s body temperature, or the Earth’s core temperature. The 
absence of clear context can pose challenges to the proposed approach.
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6 � Conclusions and future work

This paper presents a study that explores the impact of different language models on 
the retrieval of tables from research publication abstracts. The primary objective is to 
demonstrate the feasibility of extracting semantic information from both the abstracts 
and tables to facilitate information retrieval. The study also investigates the influence of 
incorporating contextual information in the task.

The results obtained emphasise the importance of high-quality data and preprocess-
ing steps in improving the performance of the retrieval task. Specifically, the inclusion 
of contextual information, represented by keywords, proves to be crucial. For example, 
when used with SentenceBERT, the incorporation of keywords triples the performance 
in the task.

Contextual models outperform non-contextual models significantly, showcasing their 
superior performance. However, it is important to note that these models exhibit higher 
computational complexity, leading to slower execution times. Furthermore, the study 
highlights the substantial improvement achieved by BERT models trained on scientific 
data compared to the base BERT model, underscoring the impact of pre-training data on 
model performance. The experimental findings indicate that contextual models utilising 
encoder architecture outperform BLOOM, which employs a decoder architecture result-
ing in lower-quality embeddings.

Several avenues for future research are identified based on this study. First, there is 
a need to explore contextual models with encoder architecture specifically fine-tuned 
for the abstract-table comparison task. Additionally, addressing the challenges posed by 
numeric columns and improving data preprocessing to handle higher quality data are 
important areas for future work.

Furthermore, future research should investigate the extent to which additional con-
textual information impacts classification accuracy. One potential area of exploration is 
the inclusion of table captions as a valuable resource to enhance the embedding repre-
sentation of the dataset. By incorporating table captions, which often provide concise 
and informative summaries of the table content, the accuracy of the classification task 
may be further improved.

Finally, the authors envision the development of a classification software based on 
their approach, aiming to support scientists in finding relevant datasets related to their 
research problems.
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