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The Role of Correlations in Direction and Contrast Coding in
the Primary Visual Cortex

Fernando Montani,! Adam Kohn,>? Matthew A. Smith,2 and Simon R. Schultz!
'Department of Bioengineering, Imperial College London, South Kensington, London SW7 2AZ, United Kingdom, and Center for Neural Science, New
York University, New York, New York 10003

The spiking activity of nearby cortical neurons is not independent. Numerous studies have explored the importance of this correlated
responsivity for visual coding and perception, often by comparing the information conveyed by pairs of simultaneously recorded
neurons with the sum of information provided by the respective individual cells. Pairwise responses typically provide slightly more
information so that encoding is weakly synergistic. The simple comparison between pairwise and summed individual responses conflates
several forms of correlation, however, making it impossible to judge the relative importance of synchronous spiking, basic tuning
properties, and stimulus-independent and stimulus-dependent correlation. We have applied an information theoretic approach to this
question, using the responses of pairs of neurons to drifting sinusoidal gratings of different directions and contrasts that have been
recorded in the primary visual cortex of anesthetized macaque monkeys. Our approach allows us to break down the information provided
by pairs of neurons into a number of components. This analysis reveals that, although synchrony is prevalent and informative, the
additional information it provides frequently is offset by the redundancy arising from the similar tuning properties of the two cells. Thus
coding is approximately independent with weak synergy or redundancy arising, depending on the similarity in tuning and the temporal
precision of the analysis. We suggest that this would allow cortical circuits to enjoy the stability provided by having similarly tuned
neurons without suffering the penalty of redundancy, because the associated information transmission deficit is compensated for by
stimulus-dependent synchrony.
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Introduction

A central question in neuroscience is understanding how in-
formation about the outside world is carried in neuronal spike
trains. Information can be carried in spike rate (Werner and
Mountcastle, 1965; Tolhurst, 1989), spike timing (Panzeri et al.,
2001), spike correlations across neurons (Kreiter and Singer,
1992, 1996; De Charms and Merzenich, 1996; Gawne et al., 1996;
Roelfsema et al., 1997), or a combination of these. Recently, a
great deal of attention has been focused on correlated firing: that
the probability of one cell spiking is related to whether other
nearby cells fire (Mastronarde, 1983; Ts’o and Gilbert, 1988; En-
gel et al., 1990; Gawne and Richmond, 1993; Zohary et al., 1994;
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Kreiter and Singer, 1996; De Oliveira et al., 1997; Lebedev et al.,
2000; Maldonado et al., 2000; Bair et al., 2001). Whether such
correlations affect the coding of sensory information is still highly
debated. It has been proposed that correlations might act as an
extra channel for information, carrying messages about the out-
side world not carried by other aspects of spike trains, such as the
overall firing rate (Richmond and Gawne, 1998; Abbott and
Dayan, 1999; Gray, 1999; Panzeri et al., 1999). Others have pro-
posed that correlation interferes with decoding the information
represented by the firing rate of a population of neurons (Zohary
et al., 1994; Shadlen and Newsome, 1998; Mazurek and Shadlen,
2002).

A quantitative answer to how correlation affects coding, inde-
pendent of the how responses are decoded, can be provided by
information theory. Unfortunately, information theoretic stud-
ies have provided disparate answers. For instance, retinal gan-
glion cells have been found to encode synergistically (Meister,
1996), approximately independently (Nirenberg et al., 2001), or
redundantly (Puchalla et al., 2005). In the lateral geniculate nu-
cleus Dan et al. (1998) reported synergistic effects. In cortex most
studies have concluded that neurons provide approximately in-
dependent information, with some evidence for weak synergy in
V1 (Reich et al., 2001; Golledge et al., 2003; Kayser and Konig,
2004 ), motor cortex (Oram et al., 2001; Averbeck and Lee, 2003),
and somatosensory cortex (Petersen et al., 2001). Given that cor-
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tical responses are correlated strongly (Zohary et al., 1994; Bair et
al., 2001; Reich et al., 2001) and that this correlation is stimulus-
dependent (Kohn and Smith, 2005; Samonds and Bonds, 2005),
it is surprising that the information provided by cortical neurons
is nearly independent.

We have investigated the role of correlation in stimulus en-
coding in primary visual cortex, with two important extensions
over previous studies. First, we use an exact information theoretic
method to quantify the information conveyed by different coding
mechanisms (Pola et al., 2003). Second, we apply this approach to
responses evoked in primary visual cortex by stimuli that vary in
two distinct ways: drift direction and contrast (Kohn and Smith,
2005). We confirm that coding is approximately independent
despite the presence of substantial correlation, with weak synergy
or redundancy arising for particular stimulus manipulations and
time scales. We show that this independence comes about be-
cause of a balance between the strong synergy provided by
stimulus-dependent correlation and redundancy arising from
the similarity in tuning of the neurons.

Materials and Methods

Experimental procedures. Recordings were made in 10 cynomolgus (Ma-
caca fascicularis), one bonnet (M. radiata), and one pig-tailed (M. nem-
estrina) adult male monkeys. All experimental procedures were approved
by the New York University Animal Welfare Committee. This data set
has been described previously (Kohn and Smith, 2005), as have the ex-
perimental procedures used in the laboratory (Cavanaugh et al., 2002).
Briefly, the animals were premedicated with atropine (0.05 mg/kg) and
diazepam (1.5 mg/kg) and anesthetized initially with ketamine-HCI (10
mg/kg). Anesthesia during recording was maintained by intravenous
infusion of sufentanil citrate (Sufenta; 4-8 ug-kg~'+h™'). To mini-
mize eye movements, we infused vecuronium bromide intravenously
(Norcuron; 0.1 mg - kg ~' - h ™). Vital signs (EEG, ECG, end-tidal Peo,
temperature, and lung pressure) were monitored continuously. The pu-
pils were dilated with topical atropine, and the corneas were protected
with gas-permeable contact lenses. Refraction was provided by supple-
mentary lenses. Electrophysiological recordings were made via a seven-
electrode array (Thomas Recording, Giessen, Germany). Spikes were
detected by using a hardware discriminator and were digitized with a
temporal resolution of 0.25 ms. Most pairs of cells (90.5%) were recorded
on separate electrodes. Use of an anesthetized preparation for this exper-
iment allowed many more trials to be collected than otherwise would be
possible; this is particularly important for information theoretic analyses
in which effective sampling is crucial. The use of sufentanil avoided some
of the problems that are apparent with other anesthetics such as halo-
thane and isoflurane, including changes in contrast sensitivity (Movshon
et al., 2003) and oscillations (Imas et al., 2004).

Visual stimuli. Stimuli were luminance-modulated drifting sine-wave
gratings presented at a frame rate of 100 Hz. We measured, in order, the
direction, spatial and temporal frequency, and size tuning for drifting
sine-wave gratings. After characterizing the stimulus preference for each
cell independently, we measured correlation for responses evoked by
stimuli of different directions and contrasts. The spatial and temporal
frequency of these test stimuli were set between the preferred values of
the two cells or at the value of the cell that responded less vigorously.
Stimuli were presented between the receptive field (RF) centers of the
cells and covered both RFs. All measurements were made by using stim-
uli presented in a circular aperture to the dominant eye of the less respon-
sive cell. A gray field of average luminance surrounded the stimuli.

Direction and contrast experiments were performed in separate blocks
of trials. Within most (~90%) of these experiments the presentation
order of each direction or contrast was block randomized. In the direc-
tion experiments we presented full-contrast gratings drifting in five dis-
tinct directions, spanning the range between evoking a weak response
and driving both cells strongly. In the contrast experiments we fixed the
direction to that most effective at driving the pair of cells and presented
the stimulus at four contrasts, typically 1.56, 6.25, 25, and 100%. For cells
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The information that would be obtained if each neuron
were to convey independent information (+)

The reduction in total information due to overlap in the
tuning of cells (-)

'ensemb[e

Total (ensemble)
mutual information
(+) The effect of the average level of
correlation over stimuli (+/-)

The contribution of stimulus

The overall effect of dependence of correlation (+)

correlated firing (+/-}

Figure 1.  Information component breakdown. The ensemble mutual information can be
broken down into a linear component, the reduction of information attributable to the redun-
dancy caused by overlap in tuning curves, and the contribution of correlated firing (/.,, ). The
noise correlation term can be broken down additionally to separate out the effect of the average
level of correlation over all stimuli and the stimulus dependence of correlation; the latter term
captures any effects attributable to coding by explicit modulation of correlation/
synchronization.

with low contrast sensitivity we adjusted the range of contrasts to extend
from 12.5 to 100% in octave steps. Stimuli were presented for 2.56 s, with
a 3 s interstimulus interval during which we presented an isoluminant
gray screen. Each stimulus was presented 30-200 times. However, for the
purposes of the information calculations (see below) these stimuli were
divided into individual cycles of the drifting grating, and thus much
greater numbers of experimental trials (480—-3200; mean, 1300) were
available for the purposes of information estimation.

Response characterization. We characterized the correlation by using
the (shift predictor corrected) spike train cross-correlogram (CCG) [Per-
kel et al. (1967), and see supplemental material E, available at www.
jneurosci.org] as described by Kohn and Smith (2005) as well as using
information theory. For the purposes of the information calculations we
used response bins with fixed time window lengths, T (which were integral
fractions of the grating period 7,i.e., T= 7, T = 7/2, T = 7/4 etc., where Twas
the inverse of the stimulus temporal frequency used for the pair of cells
ranging from 80 to 320 ms). Response vectors r for each trial were calculated
by counting spikes in these bins of length T'ms; for codes comprising a pair of
cells, the response vector had length two. The cardinality of the response
vector was (Mg, + 1) (Hgmay o + 1), where ng .+ is the maximum number
of spikes (over all stimuli, for any trial) that was observed to be fired by cell i.
For each window length T we calculated the information quantities (as
shown below) by using all 4803200 trials (cycles). When multiple windows
could be extracted from a single cycle (e.g., 4 windows at T = 7/4), the
resulting information values from each window in the cycle were averaged
together. Note that simple cells were cycle modulated, so the results should
be taken to be average information estimates, which should not affect con-
clusions with regard to the relative effect of correlations.

Theory. In this section we describe how we calculated the Shannon
(1948) information transmitted by neuronal population activity (and a
number of related quantities). Shannon mutual information quantifies
the extent to which the responses are dependent on the stimuli. It is a
distance-like measure (the Kullback—Leibler divergence) between two
probability distributions: the joint probability of responses and stimuli,
P(r,s), and joint probability distribution that would apply if responses
did not depend at all on stimuli, P(r)P(s). This dependence between
responses and stimuli may take a number of forms: firing rate depen-
dence, pairwise correlation dependence, etc. Information component
breakdown methods (Fig. 1) allow us to quantify the effect of such de-
pendencies on the mutual information and thus assess the different ways
in which the correlations contribute to the neural code. If synergistic or
redundant interactions between cells are observed, the information com-
ponents may reveal the mechanisms from which they arise.

The technical approach we adopt is a modification of a previously
developed technique (Panzeri et al., 1999; Panzeri and Schultz, 2001;
Schultz and Panzeri, 2001) in which a Taylor series expansion was used to
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break the Shannon (1948) information into its components. Pola et al.
(2003) generalized this approach by substituting correlation functions
with probability functions, resulting in an exact information component
breakdown. One disadvantage to the Pola approach is that the correla-
tion components cannot be written explicitly in terms of entropies of
probability distributions. Although we do not see this as giving rise to
problems of interpretation (but see Schneidman et al., 2003), it does
mean that advanced methods for entropy estimation cannot be used.
Thus we have rewritten the correlational components as approximate
entropies (i.e., an entropy plus additional terms that are very small and
relatively immune to bias), allowing us to use a recently developed tech-
nique for minimizing the bias associated with estimating entropy from a
limited number of experimental samples (Nemenman et al., 2004). By
using a Bayesian prior to generate a nearly uniform distribution of en-
tropies, we thus correct for sample size-dependent bias at its source and
avoid potential artifacts that may occur when sampling is insufficient, as
is typically the case in neurophysiological experiments.

We consider a time period of duration T unit time bins in which the
activity of a given pair of cells is observed. The neural population re-
sponse will be denoted by r (drawn from a response space R), and a
sensory stimulus from a given stimulus set S will be denoted by s. The
mutual information transmitted by the population response about the
whole set of stimuli (Shannon, 1948; Cover and Thomas, 1991) is written
as follows:

I(R;S) = H(R) — H(R|S), (1)

where H(R) and H(R|S) are the total response entropy and the noise
entropy, respectively. They are defined as follows:

H(R) = — D, P(r)log,P(r), )
and
H(R[S) = — D) P(s), Plx]s)log,P(x]s), (3)

where P(rls) is the probability of observing a given ensemble response
vector r conditional on the occurrence of stimulus s, and P(r) is the
average of P(r|s) over all stimuli.

To understand the meaning of correlation, one must define the prob-
ability of getting independent population responses as the following:

c T
Pua(tls) = [T T ] P(rs), (4)
and
Pind(r) = <Pind(r‘s)>s> (5)

where c is the label for each cell (up to C = 2 cells in the pair for the
analysis presented here, although the formalism is quite general in this
respect), t indexes the time bin up to a maximum value of L correspond-
ing to duration T, and the stimulus average is the following:

N

(x),= >, P(s)x. (6)

s=1

The presence of noise correlation (correlation in the response variability
for a fixed stimulus) or signal correlation (correlation in the tuning of, or
signal conveyed by response variables) is indicated by P, 4 (xs) # P(x]s)
and P(r) # P,_4(r), respectively. Moreover, P(s|r) is the true distribution
of stimuli given responses, and P, 4(s|r) is the distribution one would
derive in the absence of knowledge of correlations. In practice, we ob-
tained P, 4(r]s) numerically by multiplying the marginal probability dis-
tributions, as is apparent from Equation 4.

The information component breakdown method allows us to write the
total mutual information into a sum of components that are related to
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the different decoding mechanism (Panzeri and Schultz, 2001; Pola et al.,
2003):

I(R;S) = Ly, + Isigsim + Lo (7)

The first term of the information breakdown, ;;,, gives the total amount
of information that would be conveyed if all of the cells were
independent:

C T
Iin = 2, >, [H(Ry) — H(R.[9)] (8)
where
H(RS) = — D, P(s) X, Pr|9)log,P(rs), (9)
SES Tet

and H(R,,) is the averaged value across all of the stimuli.

The signal similarity term I;,;,,, quantifies the information loss arising
from redundancy because of an overlap in the tuning curves pertaining to
response (cell, time) bins r_;:

H(R), (10)

M =

C
Isigsim = Hind(R) - E
c=1

t=1

where

Hi(R) = — E Pia(r)log, Piy(r), (11)

The third term, I, quantifies the total amount of information attribut-
able to the correlated activity on the overall neural coding:

c T
Icor = I(R,S) - Hind(R) + E E H(Rfr)> (12)

c=11t=1

So far, it is apparent that all of the terms can be written in terms of
entropies of particular distributions. However, this correlation term can
be resolved, in addition, into two components, a stimulus-independent
component I.,;,4 and a stimulus-dependent component I, 4, This

last term in the Pola et al. (2003) formalism is calculated as the following:

Icordep = I(R;S) + X + z H(RC|S))

c

(13)

where

X = — 2, P(r)log, Py(x). (14)

That is, the stimulus-dependent correlation component is not made
up entirely of entropies, and thus advanced entropy estimation tech-
niques such as that by I. Nemenman, F. Shafee, and W. Bialek (NSB)
(Nemenman et al., 2002, 2004) cannot be applied. Moreover, x can be
biased substantially, which renders its calculation by previously available
procedures difficult for all except very low-dimensional problems.

Formally speaking, the stimulus-dependent correlation component
can be defined as the Kullback-Leibler divergence between P(s|r) and
Pind(s|r) (Nirenberg et al., 2001; Latham and Nirenberg, 2005), concep-
tually characterized by Nirenberg and colleagues as the effect of correla-
tions on the decoding of stimuli as follows:

P(s|r)

Loy = DIPIRIPa(slr)) = 25 P(1) 2L Pllolog: -y

(15)

In the following we rewrite the correlation stimulus-dependent compo-
nent from “first principles” by using Kullback—Leibler for the case in
which only pairwise correlations between neurons are considered. We
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note that this formalism easily can be extended to a larger number of cells
as follows:

P(r,r \s)
Leotaep = DPGS|rry)|Pa(srir)) = >0 > P(s) P(ryro|s)log, -+
s Pind(f17‘2|5)
P(rlrz)
a 2 P(rl rZ)logz Pind(rl 7‘2) (16)

rr

defining

(P(ri]s)){P(ra]s))s

B="p(r ]9 P(rls)). (17)

The correlation stimulus-dependent component can be rewritten as
follows:

P(r,1,s)
Icordep = z E P(S) P(71r2|5)10g2 m

riry s

P(T’lrz)
= 2 Prn)log gy oy, ~ A (19)

rnrz

where

A= E P(r,r,)log, B. (19)

riry

The stimulus-dependent correlation component thus has been ex-
pressed in terms of entropy quantities with the addition of a single term
A; the NSB estimation method can be applied to these quantities with the
exception of A. The remaining non-entropy term (A) is essentially
the stimulus-averaged response multiplied by a logarithmic function of
the coefficient B summed over the whole space of responses. We are
summing therefore in the space of responses quantities that have been
averaged over the stimuli, and it is reasonable to expect a very low bias
contribution from this term. Moreover, because 3 is the product of the
stimulus-averaged response from each cell divided by the stimulus un-
conditional independent responses, it is reasonable to expect that it will
always be close to one, and therefore A will be close to zero (supplemental
material A, available at www.jneurosci.org). In practice, we included A in
our calculations (without bias correction); the magnitude of Awas always
observed to be small.

Having expressed all of the quantities necessary to perform the infor-
mation component analysis in terms of entropies of particular (in some
cases conditional) distributions, we computed these entropies by insert-
ing the respective distributions into the NSB entropy estimation routine
(supplemental material B, available at www.jneurosci.org). We found
that, for our data set, this procedure resulted in substantially better esti-
mation performance than we were able to achieve with techniques that
we have used previously (Panzeri and Treves, 1996). In addition, the NSB
approach provides a convenient error estimate for the entropies, which
can be propagated into error estimates for the information quantities
(supplemental material C, available at www.jneurosci.org).

We have expressed all information quantities in total information
terms, measured in bits, as opposed to rates measured in bits per second.
In the context of the present study we believe that this leads to a clearer
interpretation; for a discussion of the relationship to information rate quan-
tities, see supplemental material D (available at www.jneurosci.org).

Results

We analyzed the activity of 147 pairs of single neurons in the
primary visual cortex of anesthetized, paralyzed macaque mon-
keys (Kohn and Smith, 2005). The neurons in each pair were
typically complex cells separated by <500 pum that had a mean
receptive field overlap of 75% and similar tuning properties: a
mean difference of 37° in direction preference, 0.37 octaves in
spatial frequency preference, and 0.36 octaves in temporal fre-
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quency preference. These neuronal pairs previously have been
shown to manifest stimulus-dependent synchrony (Kohn and
Smith, 2005). In this paper we present an information theoretic
analysis of the effect of this synchrony on neural coding of direc-
tion and contrast, making use of a modified version of the
method of information components (Panzeri and Schultz, 2001;
Pola et al., 2003). We report here on a subset of 102 pairs (for the
orientation analysis) and 71 pairs (for the contrast analysis) of the
original Kohn and Smith (2005) data set, chosen to satisfy con-
vergence criteria for the entropy estimation procedure that we
used (Nemenman et al., 2004).

Direction coding: information adds linearly across cells

We examined the population coding of stimulus direction in
primary visual cortex by quantifying simultaneously recorded
pairwise responses as the number of spikes fired by each cell in the
pair within a time window T (a “two letter word” response). We
then calculated the total mutual information conveyed by the
ensemble response about which stimulus direction gave rise to
the response (see Materials and Methods). We designated this
Ipsempie (Fig. 1) and compared it with two other information
measures: the sum of the mutual information calculated from the
responses of the individual neurons (i.e., the sum of two pieces of
information calculated from two “one letter words,” I,,,,) and
the mutual information calculated from a reduced code in which
the spikes on each trial are pooled across cells [i.e., the informa-
tion from a single one letter word, I,,.ieq (Reich et al., 2001)]. If
the responses of the neurons are uncorrelated completely, then
I psemble Should be equal to I,; in the presence of correlations
Ipsemble Might exceed I, .., which we would refer to as a synergis-
tic interaction, or might be less than I,,,,, which we would refer to
as a redundant interaction. This commonly used definition of
redundancy between a pair of information channels (cells) mea-
sures the extent to which they carry common information; it is
not the same as the redundancy within a single information chan-
nel introduced by Shannon (1948), which is defined in terms of
information capacity.

Figure 2 A shows a typical pair of cells (which we label pair A)
with partially overlapping tuning curves (their direction prefer-
ences were 49° apart). We presented five stimuli (Fig. 2 A, filled
symbols) that drove each cell through a wide range of firing rates.
The result, as can be seen in Figure 2C, is a substantial modulation
in the height of the central peak of the CCG of the spike trains of
the neurons; at a particular orientation that drives both neurons
moderately well, a fraction of spikes fired by each neuron tends to
be synchronized with millisecond temporal precision (Kohn and
Smith, 2005). For stimuli that do not drive both cells well, the
extent of synchronization falls off sharply. This stimulus depen-
dence of synchrony arises despite correcting for the basic rate
dependence of the CCG (Kohn and Smith, 2005); the origin of
the stimulus dependence in the CCG is discussed in supplemental
material E (available at www.jneurosci.org).

The synchronized firing illustrated above is an example of
correlation. The timing of spikes in the two neurons is not inde-
pendent. Does the substantial synchronization apparent in this
example lead to a synergistic or redundant encoding of stimulus
direction? In Figure 2 E it can be seen that the answer for this pair
is neither. In this case there appears to be a balance of contribu-
tions such that the overall effect of the correlation is neither syn-
ergistic nor redundant. The ensemble information (I, ;mpie) 1S
exactly equal to the sum of the single cell information values
(Iym) for a wide range of time windows.

A second example pair with more widely separated direction
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Figure2. Direction coding by two pairs of neurons. A, B, Direction tuning curves for two pairs

of neurons. Both of the first pair are direction-selective and the second only slightly directionally
biased (fit with von Mises functions). Error bars indicate SEM. C, D, CCGs for each of the pairs
above show that fine time scale synchronization is induced for stimulus directions that drive
both cells relatively well. The cross-correlation was measured for the five stimuli indicated by
the filled symbols in A and B. E, F, Information analysis. The total information available from
each pair of neurons (/seme) is compared for different integration time windows, T, to the
sum of the information values obtained from each constituent neuron alone (/,,,) and to the
information from a pooled code in which the identity of the cell firing each action potential is
ignored (fopeq)-

tuning curves (difference in direction preference of 87°) is shown
in Figure 2 B (which we label pair B). The height of the central
peak of the CCG is again sensitive to stimulus direction (Fig. 2 D),
but in this case the resulting interaction is synergistic; the ensem-
ble mutual information is larger than the sum regardless of the
time window over which spikes are counted (Fig. 2 F).

The picture over the entire population is one of a small
amount of synergy; with a time window of 5 ms the ensemble
code does on average 2.4% better than the sum of single cell
contributions (Fig. 3A, B). To compute the degree of synergy in
the population for a range of time windows T, we calculated a
synergy index (which we call the synergy fraction) as (I.,semble —
Lium) Tensemples Values > 0 indicate synergistic coding, and val-
ues < 0 indicate redundancy. The synergistic effect of ensemble
coding is more substantial at shorter time windows, where the
fine temporal precision at which the spikes may synchronize has
a significant effect. The maximum effect we observed was 13.7%
at 2 ms (for technical reasons related to convergence of the nu-
merical integral involved in the entropy computation, this was
the smallest time window we were able to use), tailing off sharply
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Figure3. Information adds relatively linearly across cells. A, The total (ensemble) informa-
tion available for each pair is plotted against the sum of the information available individually
from each cell constituting the pair. The time window used for counting spikes was 5 ms. Pairs
marked A and B correspond to the pairs illustrated in Figure 2, A and B. B, The synergy fraction
(defined as 1 — I,y //ensemble ad indicating the fraction of information beyond that expected
if the cells are independent) is plotted against the time window used for counting spikes. The
lines show the average == SEM over the entire data set and over only those pairs showing
ensemble information << 1 bit (this latter curve excluding potential artifactual redundancy
effects). €, Pooling spikes across cells destroys a substantial amount of information in almost all
cases, indicating that the pattern of spikes across cells is informative.

at ~10 ms, a point at which the synergy fraction is close to zero
(Fig. 3B). Thus being very precise about spike timing leads to
synergy rather than information independence (Schneidman et
al., 2003). The short time scale over which synergy is present
agrees well with the time scale of synchrony in the population; the
mean full width at half-maximum of the CCG peaks was 9 ms. At
longer time windows (T'= 20 ms) the information became com-
parable in size to the stimulus entropy (log,, 5 bits), and thus
ceiling effects may reduce the raw information values somewhat.
We corrected for this by removing pairs from the population that
presented a higher information amount than 1 bit at a given time
window, an arbitrary but conservative threshold. It is apparent
that in the absence of ceiling effects the trend for long time win-
dows is for the synergy fraction to asymptote to a slightly negative
value, indicating that the mutual information adds across the
neurons as if they were approximately independent.
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In contrast to I, the information available from the pooled
code (I,o01eq) is curtailed severely; destroying the identity of
which cell fired a spike substantially reduces the information
transmitted [in agreement with Reich et al. (2001)]. This was
apparent in both example pairs A and B (Fig. 2 E, F) and is true for
every pair that was analyzed (Fig. 3C). The mean amount of
information lost that was caused by destroying cell identity was
46.33% of the ensemble information at T = 5 ms and 46% at T =

40 ms (Reich et al., 2001).

The role of correlations in direction coding: a balance of
redundant and synergistic effects

In the previous section we found that correlations between neu-
rons led to a weakly synergistic code for direction on fine time
scales. In a sense, this is surprising because the pairs often dis-
played substantial synchronization for which the strength was
strongly dependent on the direction of the stimulus (Fig. 2C,D)
(Kohn and Smith, 2005), suggesting that this synchrony could
convey substantial information. On the other hand, the syn-
chrony arises from common input to a pair of cells and was
prevalent in our data set precisely because the neurons had sim-
ilar receptive field properties. The similarity in tuning properties
means that the firing rate provides redundant information and
raises the issue of how this information compares with that pro-
vided by correlated firing.

To examine the relative information conveyed by different
aspects of the response, we separated the total mutual informa-
tion into components reflecting the contributions of individual
coding mechanisms (Fig. 1). The linear component I;;,, represents
the information that would be obtained if each neuron were to
convey independent information. This is equal to I,,,,, which we
calculated in the previous section by a different approach. I,
represents the reduction in total information conveyed because
of one source of redundancy: the overlap in the tuning of the cells.
These first two components depend only on the firing rates of the
individual neurons, rather than the correlated or synchronized
firing between neurons. The I, term captures the consequences
of this correlated firing and can be separated additionally into
stimulus-dependent (I ,,q4e,) and stimulus-independent (I ,,4)
parts. The effect of I 4., if non-zero, is always positive, but the
effect of I, ,i,q can be either positive or negative (synergistic or
redundant), depending on the sign and magnitude of the overlap
in tuning curves (Panzeri et al., 1999). Breaking the information
into its respective components allows us to identify how synergy
or redundancy arises.

Figure 4A shows the breakdown into components of the mu-
tual information for pair A. In this case the ensemble information
is exactly equal to the linear component, indicating that there is
(overall) no information provided by the correlation (consistent
with the analysis of Fig. 2 E). This is true despite the presence of
stimulus-dependent synchrony in this pair (Fig. 2C). The reason
for this lies in redundant contributions from the stimulus-
independent correlation (I_,,;,q) and the overlap in the tuning of
the two cells, I, which offset exactly the information pro-
vided by the stimulus-dependent synchrony (I ,qe,). Pair B,
which showed a stronger synchronization effect, also showed a
stronger contribution of the correlational components of the in-
formation. In this case the stimulus-dependent correlation com-
ponent I 4., Was sufficiently large to outweigh redundant effects
attributable to the average level of correlation (I_,;,q) and the
similarity in tuning (1), leading to an overall synergistic effect
of correlation (Fig. 4B).

For pair A (a fairly typical pair of cells), synchronization af-
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Figure4. Information component analysis for the example pairs, showing how the balance
between a synergistic contribution attributable to orientation-dependent synchronization
(Icorgep) and redundant contributions from tuning overlap (/5 ) and the average level of
correlation (/44 ) gives rise to the overall level of synergy or redundancy. The information
components i, , lsqqim - aNd f, Combine to give the total information, /ynempe- A, B correspond

to the same pairs of cells described in Figure 2, A and 8.

fected information content, but the stimulus dependence of the
synchronization served to balance the redundancy precisely be-
cause of overlapping tuning. The value of I ;4. [called AT by
Nirenberg et al. (2001), derived by using a different approach]
has been argued to indicate the importance of correlations for
decoding (Latham and Nirenberg, 2005): I 4., can be written as
the Kullback-Leibler divergence between P(s[r), the probability
that a stimulus s elicited ensemble response r, and P, 4(s|r), such
a probability distribution constructed without knowledge of the
correlations. If correlations are not important for decoding
which stimulus gave rise to the response, then these probability
distributions should be identical, and I, should be zero; as
correlations increase in importance for decoding, I, 4, also
should increase. For pair A the value of I 4, Was relative small
(10% of the ensemble information at 7= 5 ms). For pair B the
explicit information content in the stimulus dependence of cor-
relations outweighed redundant effects and led to a more sub-
stantive value for I 4., (18.5% at T = 5 ms). For time windows
of 5 ms the mean value of I 4., Over the population was 10.3%
(Fig. 5A). For longer time windows (7' = 40 ms) the mean value
of I or4ep Was also ~10%.

Which information components were responsible for the
small amount of synergy that was observed? We examined this
point by comparing the fraction of synergistic information
(Lensemble — Lsum)/Tensemble With the information components on a
pair-by-pair basis. For T'= 5 ms it can be seen that the redundan-
cies added by the signal similarity term I, (Fig. 5B) are can-
celed mostly by synergistic contributions of the total correlation
component I, (Fig. 5C). I, is related significantly to the syn-
ergy fraction (correlation coefficient, r = +0.36; significant to
p = 0.0005 by transforming the correlation to generate the t
statistic) and contributes mostly synergistically (Fig. 5C). The

component breakdown of I,,, reveals that I, 4., (Fig. 5D) is most
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Figure 5.  Information components across the entire population of 102 pairs (direction cod-

ing). A, Histogram of the relative contribution of /4, to the total information for a time

window of 5 ms. B, I, reflecting the redundant contribution attributable to the overlap in

tuning curves, is generally non-zero but is not correlated strongly with the overall amount of
synergy or redundancy. C, Correlational effects captured by /., are related more strongly to the
extent of synergy in the coding. D, The stimulus-dependent correlational component is related
strongly to the extent of synergistic coding, whereas (E) the average level of correlation is
unrelated (E). F, A bar chart capturing the average value of each information component (ex-
pressed as a fraction of the total information, /oempe) OVer the entire data set. Error bars
indicate SEM (n = 102).

predictive of the extent to which the pairs of neurons interact
synergistically (r = +0.33; p = 0.001); in contrast, I;,4 is unre-
lated to the synergy fraction (r = —0.008; p = 0.94) (Fig. 5E). The
average value of each of the components over the entire popula-
tion of pairs is shown in Figure 5F for a time window of 5 ms and
in Figure 6 A for a range of time windows.

In summary, it is the balance between I, 4., 00 the one hand,
and I and I, 04, ON the other, that mainly determines the
degree of synergy. For time windows lower than 10 ms, the pres-
ervation of temporally precise spike synchrony results in correla-
tional information that is a relatively large fraction of the total
information I empie (Fig. 6A). At time windows longer than 10
ms the synergy contribution from I, is curtailed significantly
and effectively canceled by the signal similarity term I, and
also by I,,inq> Which provides a greater redundant contribution
as the time window increases (Fig. 6 A). This is in agreement with
the study of Kohn and Smith (2005), in which an orientation-
sensitive component of the response correlation was found to
dominate for short time scales and an orientation-insensitive
component was found to dominate for longer time scales.
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Figure6. A, Therelative effects of the information component are time scale dependent. Bar
charts show the average fraction of the information accounted for by the different components
for time windows ranging from 2 to 80 ms; whereas the redundant contribution of / ;.4 grows
with time window, the effects of the other components follow a U or inverted U curve. Error bars
indicate SEM. B, Wide separation in direction preference leads to synergy. Time windows, T =
5 ms. Direction coding is redundant for pairs of neurons with similar tuning (negative synergy
fraction).

Greater separation in direction preference leads to synergy
One important difference between the two examples is that for
pair A the tuning preferences are closer together than for pair B,
although pair B showed a stronger synergistic relationship than
did pair A. As shown in Figure 6 B for a time window of 5 ms, this
is indicative of a general relationship; pairs with a greater separa-
tion in their preferred direction were more likely to interact syn-
ergistically, and those with preferred directions close together
were more likely to carry redundant information. Linear summa-
tion of information across cells, when the synergy fraction is zero,
occurred for neurons for which the preferred directions were
~14° apart (linear fit; r = 0.35; p = 0.0015) (Fig. 6 B) for a time
window of 5 ms. Neurons with widely separated tuning curves
thus carry complementary information, even when correlations
are taken into account, whereas neurons with similar direction
tuning curves tend to carry redundant information.

The finding that synergy is strongest for pairs with dissimilar
tuning may appear surprising because correlated firing, and
sharp synchrony in particular, are strongest between nearby neu-
rons that have similar tuning (Nelson et al., 1992; Lee et al., 1998;
De Angelis et al., 1999; Nowak et al., 1999; Bair et al., 2001; Kohn
and Smith, 2005). Our analysis reveals, however, that synergy is
strongest between pairs of neurons for which correlation would
be expected to be relatively weak. This is because, although
nearby neurons are particularly strongly correlated, this correla-
tion arises from strong common input that presumably also gives
rise to strongly overlapping tuning curves. The redundancy that
arises from having similar tuning outweighs the information pro-
vided by correlation. For pairs with different preferences even
weak correlation can lead to synergistic coding because the tun-
ing of the cells is less redundant. However, correlations do not
necessarily lead to synergy. Weak correlations can lead to synergy
or redundancy, depending on the similarity in tuning and relative
magnitudes of I, gep and I inq- Attempting to relate the strength
of stimulus-dependent synchrony to synergistic coding is thus
perilous. When similarity in tuning and stimulus-independent
correlation are taken into account, it is not necessarily the case
that stronger synchrony leads to more synergistic coding.

Contrast coding is redundant

In the previous sections we have used information theory to study
the role of correlations in the coding of stimulus direction in
primary visual cortex. However, correlations also are modulated
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Figure 7.  Contrast coding. A, Contrast tuning for a typical pair of cells (normalized to the

maximal response of one of the cells). Error bars indicate SEM. B, CCGs show a decrease in the
precision of spiking synchrony as contrast decreases. , The ensemble information is lower than
the sum of that available from each individual cell; contrast is coded redundantly by this pair of
neurons. D, Information components. The overall effect of /_,, is minimal for this example; the
redundant effect can be seen to stem from /y,;.,, reflecting the strong overlap in contrast
tuning.

by stimulus contrast (Kohn and Smith, 2005); whereas direction
determines the height of the central peak of the CCG, the width of
the central peak is primarily sensitive to stimulus contrast. This
can be seen in the example in Figure 7, a pair of neurons with
relatively similar contrast-tuning curves (Fig. 7A), which show a
broadening of the width of the CCG as contrast is reduced (Fig.
7B). The different effect of altering stimulus direction and con-
trast on correlation provides an important test of whether there is
a general role for correlation in stimulus coding or whether the
importance of correlation depends on the particular stimulus
attribute in question.

In the example of Figure 7, the ensemble information about
contrast is substantially less than the sum of the information
available from each cell independently, regardless of the window
of analysis (Fig. 7C). Thus the coding of contrast is redundant.
This can be explained by the fact that the contrast-tuning func-
tions of the neurons are similar, the values of stimulus-dependent
correlation component are smaller for contrast, and there is a
significant level of stimulus-independent correlation (e.g., sub-
stantial synchrony that is present at all contrast levels). Figure 7D
shows that the major contributor in the coding of contrast is the
large redundant I, component of the information and that
the effects of the average level of correlation (I,,,q) and the
stimulus dependence of correlation (I,q4.,) cancel each other.

The intuition provided by this example pair applies generally
across the data set. For the whole population at a time window of
5 ms, there was an average 3% redundancy. This redundancy
arose despite the fact that correlation was contrast-dependent;
the average contribution of the stimulus-dependent correlation
component I 4, Was 6.3% of the total information (Fig. 8 A, F).
Although the overall level of correlation (Fig. 8C, I,,) covaried
significantly across the data set with synergy fraction, 4, did
not (Fig. 8D). Much of the correspondence between I, and

cor
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Figure 8.  Contrast coding across the population of 71 pairs of cells for which contrast data

were available. A, Histogram of the relative contribution of /.., to the total information for a
time window of 5 ms. B, The relationship between /., the component reflecting the contri-
bution caused by the overlap in tuning curves, and the extent of redundancy as indicated by the
negative synergy fraction. (—E, The relationship between the magnitude of each of the corre-
lation components of the information and the overall extent of synergy on a pair-by-pair basis
across the entire data set. F, A histogram showing the average fraction of information captured
by each component across the data set. Error bars indicate SEM.

synergy/redundancy is accounted for by I_,;.4, which is strongly
related to the synergy fraction (r = +0.58; p = 1 X 10 ) (Fig.
8E). The effect of the correlation components for contrast is
relatively modest. Figure 8, B and F, shows that it is [, that
most strongly predicts the level of redundancy (r = +0.62; p =
1 X 1077), indicating that the redundancy substantially arises
from the high degree of similarity of all contrast-tuning curves
(compare Figs. 5B, 8 B, the differing nature of the role of I ., in
contrast and direction coding). I 4., nevertheless does have an
effect on the coding regimen, in that its lower value for the con-
trast data set than for the direction data set means that, for con-
trast, the redundant effects are not compensated for (compare
Figs. 5F, 8 F). These results in general are affected by the time
window used to count spikes. The information is maximal (and
redundancy lowest) at T = 2 ms, a time scale that corresponds to
astrong effect of fine time scale synchronization. As the time window
isincreased and the effect of spike locking is averaged out, the redun-
dancy increases, reaching a maximal value at 80 ms.

The relative uniformity of the redundancy for the contrast
data set is apparent from Figure 9A. Figure 9B summarizes the
results over the population for the coding of contrast compared
with direction coding. The pairs are weakly redundant at 5 ms;
however, by 40 ms time windows this has turned into strong
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redundancy (synergy fraction equal to —0.235 = 0.005). Our
findings show that the coding for contrast is more redundant
than for direction, regardless of the window of analysis and de-
spite the presence of significant correlation. This is consistent
with the general picture that pairs of cells with similar tuning
(typically the case for monotonic contrast-tuning functions and
true for a subset of the direction tuning data) have high correla-
tion but that the coding is mainly redundant.

Discussion

We found that, for direction coding, the information available by
being precise about spike timing for pairs of neurons in V1 adds
superlinearly, but as the time scale becomes more coarse, infor-
mation about direction adds slightly sublinearly across pairs of
cells, in agreement with a previous information theoretic study of
V1 cells (Reich et al., 2001). We have revealed the origin of these
effects by our information component analysis, which shows a
redundant (negative) contribution to the information attribut-
able to the overlap in tuning and to the average level of correla-
tion (i.e., stimulus-independent correlation). However, these
components are balanced on average by a contribution from
stimulus-dependent synchrony.

Synergy is stronger (and redundancy weaker) for pairs of neu-
rons with dissimilar tuning curves. Pairs of neurons with over-
lapping spatial receptive fields but dissimilar orientation tuning
will provide a strong joint response to features such as corners
and T-junctions in a visual scene (Das and Gilbert, 1999); by
comparison, those pairs with similar orientation tuning will be
jointly driven best by lines and edges. Our results suggest that the
pairwise coding of lines and edges is essentially independent, at-
tributable to the effects of tuning-related redundancy, whereas
the coding of features such as corners should be more synergistic.
Analogously, the coding for changes in contrast is strongly re-
dundant, attributable to the greater inherent similarity of the
contrast-tuning curves of the neurons in a pair.

The fact that the synchronization depends on the stimulus
direction is critically important for coding. It serves to reduce the
redundancy caused by cells having similar tuning. In our exper-
iments we used direction stimuli that were relatively coarsely
spaced (typically 22.5° increments). Another study used finer in-
crements of orientation (Samonds et al., 2003) and found the
degree of fine time scale spike synchronization to be exquisitely
dependent on stimulus orientation. Our study therefore might
underestimate the contribution of stimulus-dependent syn-
chrony to the neural population code for direction/orientation.
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Contrast response functions of pairs of neurons tend to be
fairly similar, and synchrony at lower contrasts is less temporally
precise. For both contrast and direction coding the redundant
contributions are dominated by the similarity in tuning, although
the redundancy is stronger for contrast. The average level of cor-
relation plays a small redundant effect in both cases. The syner-
gistic contribution of the stimulus dependence of correlations is
also lower on average for contrast than for direction coding.
Opverall, this results in a coding regimen more similar to the tra-
ditional intuition, in which correlations tend to result in redun-
dancy and thus limit the number of neurons for which the out-
puts could be combined usefully to represent the stimulus
variable. Importantly, the results of our analysis warn strongly
against making general statements about the role of correlations
in neural coding; as demonstrated here, the effect of correlations
can be quite sensitive to both the time scale and the nature of the
stimulus parameter that is being studied.

These principles underlying the neural coding of stimulus ori-
entation and contrast were revealed by performing, for the first
time, an information component breakdown of V1 neuronal re-
sponses. In doing so, it was crucial to use an effective sampling
procedure (Nemenman et al., 2004) to avoid the results being
contaminated by residual bias. The sampling approach we took is
described in detail in supplemental material A (available at
www.jneurosci.org). The information component breakdown
rendered transparent the interplay of synergistic and redundant
interactions, giving rise to the overall result of weakly synergistic
coding at short time scales and independent orientation (and
strongly redundant contrast) coding at longer time scales. The
information components, first derived for short time windows in
Panzeri et al. (1999) and extended to arbitrary time scales by Pola
et al. (2003), relate to terms that have been measured by others
(for review, see Schneidman et al., 2003). In particular, the stim-
ulus-dependent correlation component, I.oq4cp i exactly equal
to the quantity AI computed by Nirenberg et al. (2001) and Ni-
renberg and Latham (2003).

Schneidman et al. (2003) raised the importance of the distinc-
tion among different kinds of independence in neural coding. A
first type of independence (which we will call type I is activity or
response independence, which might apply if spike trains truly
were uncorrelated, i.e., p(r,,r,) = p(r)p(r,). A second kind is
conditional independence, which might apply if correlated activ-
ity could be explained purely by overlap in receptive field prop-
erties. This type II independence notion accounts for the oftmade
distinction between “signal” and “noise” correlations: only the
former involve type II dependence. Type III independence is in-
formational independence and applies to the situation when in-
formation adds linearly across cells, possibly despite the presence
of activity and/or conditional dependencies. This latter case de-
scribes the situation for our direction data set at long time scales
and is a fair description of the situation at short time scales given
the weak synergy we observe. However, it is important to note
that even a small amount of pairwise informational dependence
can have a relatively large effect on the population code for direc-
tion (Averbeck et al., 2006; Schneidman et al., 2006; Shlens et al.,
2006), even if only pairwise correlations are present. Such an
effect can be expected to be even larger if the pairwise correlations
are themselves only the second order signature of higher order
correlations. Thus deviations from informational independence
of the order of 10% may well be of substantial importance.

The primary goal of the current study was to address how
synchronization of spike trains affects the neural coding of drift-
ing gratings of different directions and contrasts. This leads to an
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obvious question: what is synchronization for? A number of the-
ories have been proposed, including temporal binding (Singer
and Gray, 1995), fine orientation discrimination (Samonds et al.,
2003,2004), and contour integration (Samonds et al., 2006). Our
results suggest a new role for stimulus-dependent synchroniza-
tion: to create a coding regimen that allows sensory information
to be pooled across a neuronal population in a linear (i.e., infor-
mationally independent) or even superlinear way despite the
presence of redundancy in the signals conveyed by individual
cells (i.e., their similarity in tuning). This may be an important
role, particularly if the redundancy is a necessary feature of cor-
tical circuitry rather than an imperfection. Because redundancy
can lead to improved robustness through fault tolerance, it may
well be desirable. By balancing this redundancy with stimulus-
dependent synchronization, the brain could take advantage of
both the robustness provided by redundancy and the accuracy
attributable to pooling allowed by informational independence.

We find that destroying the identity of which neuron fired
each action potential results in a substantial loss in information
about stimulus direction. This provokes the following question:
how could downstream neurons decode and make use of the
positive information contribution provided by the stimulus-
dependent synchronization? Simple linear readout schemes such
as the population vector (Georgopoulos et al., 1986) cannot; a
nonlinear readout algorithm is required, such as the nonlinear
population vector (Shamir and Sompolinsky, 2004). This does
not address how such a readout should be implemented, how-
ever, and the implementation constraints are particularly severe
if one considers that the information should be usable within a
single neuronal layer, as opposed to a multi-layer network. An
integrate-and-fire operation effectively would pool input spikes
regardless of origin, thus being subject to the Zohary et al. (1994)
limitations on combining information from correlated input
neurons. Nonlinear dendritic summation (Hiusser and Mel,
2003) thus would appear to be a necessary feature for the bio-
physical implementation of a decoder capable of making use of
the additional information contribution.
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