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Abstract—Kubernetes provides several functions that can help
service providers to deal with the management of complex
container-based applications. However, most of these functions
need a time-consuming and costly customization process to
address service-specific requirements. The adoption of Digital
Twin (DT) solutions can ease the configuration process by
enabling the evaluation of multiple configurations and custom
policies by means of simulation-based what-if scenario analysis.
To facilitate this process, this paper proposes KubeTwin, a
framework to enable the definition and evaluation of DTs of
Kubernetes applications. Specifically, this work presents an in-
novative simulation-based inference approach to define accurate
DT models for a Kubernetes environment. We experimentally
validate the proposed solution by implementing a DT model of
an image recognition application that we tested under different
conditions to verify the accuracy of the DT model. The soundness
of these results demonstrates the validity of the KubeTwin
approach and calls for further investigation.

Index Terms—Service Management and Orchestration, Kuber-
netes, Simulation, Optimization.

I. INTRODUCTION

The management of large-scale microservice architectures
requires powerful orchestration solutions such as Kubernetes,
the predominant tool for this task. Kubernetes provides a
plethora of functions to manage the different aspects of
service provisioning, such as cluster creation and federation,
automated replication, and updates management. These func-
tions provide a toolbox for service managers who need to
configure the behavior of Kubernetes applications and tune
their performance.

Finding the most appropriate set of configurations for a Ku-
bernetes application represents a challenging and compelling
problem [1], [2], that requires evaluating a large set of potential
configuration parameters and perhaps even considering the
realization of custom resource management solutions (e.g., for
smart scheduling of software components). For example, there
is the need to evaluate adequate lower and upper bounds for
the number of replicas to associate at each microservice to
avoid over-scaling or over-provisioning. In turn, this evalua-
tion process requires dealing with time-consuming and costly

operations such as the implementation of custom testbeds or
configuring complex cloud-based Kubernetes deployments. To
fully benefit from the potential of orchestration tools such as
Kubernetes, there is a need for solutions that can approximate
the behavior of Kubernetes applications, thus allowing the
evaluation of different configurations safely and quickly.

Digital Twin (DT) approaches could represent a compelling
step forward for the resolution of this problem. In fact, DT
approaches enable what-if scenario analysis [3], [4], thus
implementing a faster (and parallelizable) process for the
exploration of a larger number of configurations, and even
allowing the rapid prototyping of custom Kubernetes functions
(e.g., autoscaling, scheduling). As a result, DTs could be very
effective in speeding up the parameter identification process, as
well as in significantly broadening its scope, with potentially
significant costs savings [5], [6].

However, defining an accurate DT of a Kubernetes applica-
tion is a challenging task. Several variables need modelings,
such as the average container processing time, the commu-
nication latency between the cluster’s nodes, and internal
Kubernetes control loops. These parameters can be defined
a priori or collected from historical data through statistical
analysis. It is important to note that the quality of these
parameters influences the ability of the DT to accurately
reenact the behavior of its Kubernetes application.

Among these variables, modeling the service time of each
microservice arguably represents the most critical step in the
realization of the DT. At the moment of this writing, there is
no consolidated solution to model the statistical distribution of
the response time of Kubernetes applications. We believe that
a good statistical distribution of the service time is essential
to have a simulation environment with a good approximation
of the modeled application. To contribute to this field, we
propose KubeTwin, a framework that enables the definition
of DTs of Kubernetes applications. This paper analyzes the
problem of parameter identification for creating an accurate
statistical description of a Kubernetes application. We present
a generically applicable solution, which can analyze a set of



observations/metrics collected from a Kubernetes application
to create its DT model.

To demonstrate the viability of this solution, this paper
presents the case study of a realistic image recognition ap-
plication that we implemented and deployed on a Kubernetes
testbed. Experimental results show how the proposed solution
is capable of creating a DT model which can provide a
good approximation of the real system even under different
working conditions. We believe that the proposed framework is
a valuable contribution towards the adoption of DTs for what-
if scenario analysis which motivates us to further research.

II. DIGITAL TWINS OF KUBERNETES APPLICATIONS

KubeTwin is a framework we realized to define a DT of
a Kubernetes environment. With the term environment, this
paper specifies the overall components behind a Kubernetes
application, such as pods, computing resources, services (e.g.,
load balancers), and so on. Each component is a “per se DT”
that coexists with other DTs of Kubernetes components in a
larger Kubernetes environment. This concept is referred to as
“composability”, a foundational property of DT discussed by
Minerva et al. in [7].

With KubeTwin we can reenact the whole Kubernetes envi-
ronment at a very fine-grained level, simulating every service
request from the moment of its generation to the delivery of
the response.

The overall architecture and the KubeTwin main compo-
nents are visible in Fig. 1. Specifically, computing nodes,
called KTNodes, have resources with configurable characteris-
tics, e.g., CPU or GPU cores, and can be of two different types:
edge nodes, e.g., edge servers hosted in small-size data centers
located close to the end-user premises, and medium- and large-
size data centers located at Cloud facilities. KTNodes are
logically divided into clusters, which group a set of KTNodes
in a specific location.

A KTNode can execute multiple KTPods, each one hosting
a single KTContainer. Within KubeTwin, a KTContainer is the
single unit of execution, implementing a single software com-
ponent describing the amount of CPU and memory required
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Fig. 1. The KubeTwin Architecture.

for its execution. Furthermore, KubeTwin associates with each
KTContainer a statistical distribution modeling the response
time of the microservice it is simulating.

Finally, to simulate the request processing at each container
level we adopt a G/G/1/FIFO queuing model. Specifically,
KubeTwin users can configure several parameters, such as the
maximum queue size and the service request arrival rates asso-
ciated with a specific software component. For the latter, Ku-
beTwin provides several choices of widely used distributions:
exponential, log-normal, Pareto family, and others. In case of
multiple replicas of the same service, we implement a queue
before each container of the replica set. This choice is justified
by the default load-balancing mechanism of Kubernetes, which
redirects each request to a pod of the replica set with a given
probability. Let us note that finding a suitable configuration for
these parameters is important to define an accurate DT model,
i.e., a model that can mimic the behavior of a Kubernetes
environment with a good degree of accuracy.

Regarding the scheduling process, the KTScheduler is one
of the main components for the management of computing
resources according to a set of configurable policies, including
the result of automated scaling procedures. Specifically, the
KTScheduler is responsible for scheduling, i.e., allocating,
KTPods onto KTNodes. This association is implemented via
a filter-and-score procedure that analyzes the residual capacity
of the pool of computing resources to assign them a score –
according to a scheduling policy – and then selects the node
with the highest score.

All the above components enable a fine-grained evaluation
of a Kubernetes DT, thus allowing KubeTwin adopters to
run what-if scenario analysis and evaluate the performance of
their Kubernetes environments under different conditions (e.g.,
workload and computing changes). Following this approach,
the outcomes of DT evaluations can be fed into custom policies
and configurations for the real Kubernetes environment.

III. MODEL AND PARAMETERS IDENTIFICATION

As mentioned in the previous section, an accurate statistical
description of the target application is necessary to have a
reliable DT model of the Kubernetes environment. For this
task this paper proposes an innovative simulation-based infer-
ence procedure [8] that identifies the configuration parameters
described above. Specifically, the inference procedure explores
the space of possible configuration parameters, comparing the
metrics collected from a real-life Kubernetes application and
the outcome of a DT simulation with a sample parameter set,
and identifying the parameter set Σ that minimizes the statisti-
cal difference between those two observations. In other words,
our procedure solves the following optimization problem:

arg min
Θ, Σ

𝑓 (𝑥, 𝑦) (1)

where 𝑥 represents a set of observations taken from the
Kubernetes application and 𝑦 is the observations taken from
a simulation run using a model Θ with parameters Σ. The
objective function 𝑓 (𝑥, 𝑦) measures the statistical difference



between the probability density functions of 𝑥 and 𝑦, thus
indicating how distant the observations generated from the DT
are from the ones generated from the Kubernetes application.

Simulation-based inference represents a relatively compu-
tationally intensive process, and in our case problem (1)
typically has to deal with a relatively large search space
to explore. However, in our experience, simulation-based
inference approaches are far more accurate and robust than
other approaches leveraging simplistic approximations, e.g.,
matching the mean processing times values of the target
microservices.

Let us note that while we expect that the observations 𝑥

come from metrics collected from a Kubernetes application,
the observations 𝑦 are generated by the DT with a model
configuration Θ = 𝑚1, 𝑚2, . . . , 𝑚𝑛. Θ is a set containing 𝑛

– where 𝑛 is the number of microservices composing the
application – random variables 𝑚𝑖 , describing the processing
time of the corresponding microservices.

As for the modeling of the random variable 𝑚𝑖 ∈ Θ, the
simulation-based inference procedure provides several pos-
sibilities to describe their distributions. Therefore, users can
choose the distribution that could better fit the microservices
processing times: a log-normal distribution, a gaussian distri-
bution, a Gaussian Mixture Model (GMM) with a configurable
amount of components, and so on.

To solve problem (1), the optimizer looks for the configu-
ration parameters 𝜎𝑖 ∈ Σ of all random variables 𝑚𝑖 ∈ Θ that
allow the DT to produce observations 𝑦 that are most statis-
tically similar to 𝑥. This procedure allows the DT to predict
the behavior of the Kubernetes application with higher preci-
sion. There are several possible methods to measure statisti-
cal similarity, including calculating the Kolmogorov–Smirnov
statistics of two observations 𝑥 and 𝑦 [9], their Wasserstein
distance [10], or their Wilcoxon-Mann-Withey distance [11].
The outcome of the simulation-based inference procedure
will be the service time configurations for Θ to be used for
reenacting the DT model of the Kubernetes application.

With regard to the problem complexity, it is worth noting
that the type of distribution influences the solution of the
optimization problem (1), i.e., increases or decreases the
dimension of the solutions’ search space. Specifically, finding
a solution to the optimization problem (1) would require
exploring a relatively large search space, which we can ap-
proximate using the following:

𝐷 ≈ 𝑛 ×
𝑛∑︁
𝑖=1

𝑘𝑚𝑖
(2)

where 𝑛 is the number of microservices and 𝑘𝑚𝑖
the number

of components chosen to describe the random variable 𝑚𝑖 .
Concerning the optimization algorithm to implement

the simulation-based inference procedure, we
leverage the Quantum-inspired Particle Swarm
Optimization (QPSO) algorithm of the ruby-mhl library
(https://github.com/mtortonesi/ruby-mhl). In our experience,
this metaheuristic approach strikes a good trade-off between

convergence speed and capability to effectively explore large
spaces in search for global minima [4].

IV. USE-CASE APPLICATION

In this paper, we choose an image recognition application
as a reference use case to be discussed. The image recognition
service is an application that lets users identify objects in
a picture, such as a photo captured by the user’s phone or
camera feeds’ frames. When invoked, the application returns
a message containing the names of the recognized objects to
the user who requested the service. It is conceivable that this
application would run on dedicated computing resources given
its high computational requirements, thus allowing users to
save the battery life of their equipment [12].

The image recognition app is a common example of an edge
computing application, as it can process raw data produced
by near cameras or Closed Circuit Television (CCTV) [13].
Processing the images directly at the edge of the network
is beneficial in reducing network latency and usage since
it avoids uploading collected image frames to the cloud for
processing.

We built the image recognition app as a chain of two
different microservices, the first implementing image resizing
and the second implementing an object recognition algorithm.
Both microservices leverage the Flask Python framework
to allow network communication via REST-ful APIs. The
first microservice of the chain (MS1) takes the image and
normalizes it creating a representative array. Then MS1 sends
this array to MS2, which classifies the image by leveraging
a pre-trained model classifier. The final output of MS2 is the
name of the object recognized from the input image. This
information is then relayed back to the user through MS1.

Regarding the orchestration, we encapsulated MS1 and MS2
as two different containers allowing Kubernetes to manage
and orchestrate them. Then, we configured a small-scale
testbed composed of two Virtual Machines (VM) with four
vCPU cores and 8GB of RAM each, running a standard
installation of Kubernetes. To make the image recognition
application available, we deploy the two microservices as two
different containers running in separate pods. In addition, for
each microservice, we define a Kubernetes NodePort Service
for handling the services’ name resolution, load balancing
functions, and exposing the application endpoints. Finally, we
defined a deployment for each microservice to manually scale
the number of replicas of each component.

V. EXPERIMENTAL RESULTS

The first step to define an accurate DT model for the
image recognition application regards the metrics collection.
Specifically, we are interested in estimating the processing
time for MS1 and MS2 and the Time To Resolution (TTR),
i.e., the total time to serve a generic request in a baseline
scenario using the testbed deployment described above. The
baseline configuration is obtained by analyzing the application
behavior in a steady-state scenario, using one replica for each



microservice and a workload of non-overlapping requests (i.e.,
no queue time).

A. Parameters Inference

To collect these metrics, we developed a request generator
using the Python programming language that can send requests
with a configurable interarrival time to an HTTP endpoint.
For the baseline scenario, we configured the request generator
to send 2000 requests with a rate of one request per second
(RPS). With this configuration, the interarrival time between
subsequent requests is much larger than the average service
time (around 50ms), thus canceling the requests’ queuing time.
In fact, minimizing the effect of queuing times is essential to
properly capture the behavior of service processing times and
to make sure the system under analysis is stable and operating
in steady state conditions.

For each request, we collect the end-to-end Time To Reso-
lution (TTR) that we measure as the time needed to complete
an HTTP request to the image recognition application. In
addition, we also collect the service time for MS1 and MS2 by
collecting the time required to execute the instructions within
each HTTP function from their logs.

Then we compute the Simple Moving Averages (SMA) with
𝑛 = 50 of the processing times for all observations of MS1
and MS2. The behavior obtained by these calculations shows
that MS1 and MS2 appear as stationary processes since their
moving averages do not have high variations. Specifically, the
SMA of MS1 is around 10 ms, while the one for MS2 is
around 30 ms.

By assuming the stationarity, a G/M/1 queue model should
describe well the service processing function of both mi-
croservices. Therefore, the simulation-based inference process
described in Section III should be capable to find a DT model
that well fits the image recognition application.

The first requirement for the fitting process is to define a Ku-
beTwin configuration file containing the description of the two
microservices, the available computing resources, and other
Kubernetes-related configurations. For these experiments, we
would fit the processing time of MS1 and MS2 using two
GMM random variables with three components. Each compo-
nent has a weight, a mean, and a sigma parameter for which we
fix lower and upper bounds to help the optimization algorithm
to converge.

Concerning the QPSO parameters, we set the number of
iterations to 200, the swarm size to 50, and the 𝛼 contraction-
expansion parameter to 0.75 [4]. At each iteration, the op-
timizer evaluates 50 different configurations, from which it
selects the population’s best until it reaches the maximum
number of iterations. As a function to measure the statistical
distance between the outcome of the simulation and the
metrics, we used the Wasserstein distance implemented in the
SciPy Python Library.

We report the results of the simulation-based inference pro-
cess in Fig. 2, which shows the Probability Density Functions
generated using i) the image recognition application’s log
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Fig. 2. The results of the simulation-based inference process.

0 5 10 15 20
RPS

0.2

0.4

0.6

0.8

Ti
m

e 
To

 R
es

ol
ut

io
n 

(T
TR

) [
s]

K8S-Mean
KubeTwin-Mean
K8S-99th
KubeTwin-99th

Fig. 3. The average and the 99th percentile TTR values collected for 5000
requests with KubeTwin and the K8S under different workload (RPS).

(K8S) and ii) the best configuration found by the simulation-
based inference process (KubeTwin). We can observe how the
proposed method can generate an accurate model for the DT
that, when executed, can reflect the distribution of the end-
to-end TTR values of the real image recognition application.
Let us also note the distributions illustrated in Fig. 2 have a
long right tail, thus indicating some high TTR values peaks for
the image recognition application. We believe these peaks are
the results of naming resolution, waiting times of containers,
and other situations in which occurrences and distributions are
difficult to model. However, these peaks are limited in number
(1 or 2), thus not changing the steady-state behavior of the
Kubernetes application. Overall, the results illustrated in Fig. 2
show that the proposed method can find an accurate DT model
that mirrors the real Kubernetes application under the baseline
scenario. However, the DT model should still provide good
accuracy even when operating in different working conditions
(e.g., higher requests load).

B. Validating the Model Under Different Conditions

To verify the accuracy of the DT model, we launch an
experimental campaign to collect and compare the TTR values
from 5000 requests for both the Kubernetes application and the
Digital Twin under different workloads. The idea is to show
that the DT model can well reproduce the behavior of the real
application under a modified scenario, thus evaluating if the
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fitted model can still be a good representation of the image
recognition application.

In this regard, we built a Python application that sends
a total amount of requests at different Requests Per Second
(RPS) values. Let us note that generating a workload with a
constant frequency (measured as the number of requests sent
in a second) is a per se challenging task. Even if there are
several tools available that can execute a stress test of a web-
based application (e.g., the Apache benchmark tool), none of
them allows the user to specify a target RPS value. In fact,
the capacity to stress an application using a target RPS mainly
depends on the computing resources available on the machine
generating the requests.

For this validation, we collect for each experiment the end-
to-end TTR values of all 5000 requests to compare and verify
their distribution. Fig. 3 shows the Mean TTR (MTTR) and the
99th percentiles values on the y-axis that we collected from the
execution of both the image recognition application (K8S) and
its DT for all experiment (from 1 to 20 RPS) using the baseline
deployment – one replica per microservice. By observing Fig.
3, we can verify how the MTTR values computed by the
DT model are a good approximation of the image recognition
application until around 15 RPS. Then, starting from 16 RPS,
the MTTR values of the DT model diverge from the ones of
the application.

Considering the high variance of the results, analyzing only
the MTTR values could not be enough to understand the model
performance. Therefore, Fig. 3 also shows the distribution of
the 99th percentiles for the application and the DT, which we
believe can provide a better insight. Analyzing the 99th per-
centile values, the divergence between the simulation and the
application is even more evident. The differences revealed that
the DT model was probably overestimating the service time
of the microservices at higher RPS. To prove this behavior,
we gather the logs from the microservices at different RPS in
Fig. 4. From these results, we can see that the service time
of each microservice decreases with the higher request rate.
This speedup effect in the response time is probably caused
by optimizations made at the CPU level (e.g., caching) that
increase the performance of very active processes. Following
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Fig. 5. The average and the 99th percentile TTR values collected for 5000
requests using the model Fitted at RPS 20.

TABLE I
MSE VALUES FOR THE MTTR AND THE 99TH PERCENTILE

Model MSE - Mean MSE - 99th
Baseline (1R) 0.001641 0.042060
RPS 20 (1R) 0.000364 0.001200
RPS 20 (3R) 0.010873 0.077834

this finding, we utilized the value obtained for RPS 20 to re-fit
the model with the same procedure described in Section V-A.
Then, we remade the measurement campaign and plotted the
results in Fig. 5. As visible from the picture, the model is much
more precise in forecasting the application response time, with
a Mean Square Error (MSE) decrease of about 0, 0013 for the
model fitted at one (Table I.)

C. Multi-Replicas Deployment

As a second validation, we want to verify if the DT model
described in the previous section can also approximate the
behavior of the Kubernetes application when the deployment
increases in size. More specifically, we set the number of
replicas to 3 for each microservice, and we collected the TTR
logs from 5000 requests under different workloads from RPS
1 to RPS 40.

At the same time, we run the DT model using a 3 replicas
configuration to compare the results. These are visible in
Fig. 6, which illustrates how KubeTwin can provide a good
estimate of the real application up to 40 RPS. From then, the
two systems diverge, and the 99th percentile of the DT model
reports a higher value when compared to the K8S application.

We are currently analyzing why the system remains stable
even when the load increases. Of course, with short response
times (i.e., around 40ms), the results are drastically impacted
by numerous sources like network variability, CPU scheduling,
and others.

VI. RELATED WORK

Kubernetes represents the de-facto orchestration solution to
manage a wide range of container-based applications. Among
the related efforts, authors in [14] present a theoretical opti-
mization framework for edge-to-cloud offloading of Vehicle-
to-everything (V2X) tasks and an edge-to-cloud offloading
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decision algorithm called ECODA. Furthermore, in [15], the
authors present a hybrid shared-state scheduling framework
model that delegates most tasks to distributed scheduling
agents. Watanabe et al. propose a Kubernetes-based prototype
of a Multi-access Edge Computing architecture to which
users can offload applications [16]. The authors in [17] also
investigate Kubernetes scheduling techniques to find the main
gaps, related challenges, and possible improvements to the
current state-of-the-art. In [1], Santos et al. propose a network-
aware scheduling approach for container-based applications
that extends the default scheduling mechanisms of Kubernetes
to consider the current network conditions.

Despite all these efforts, few initiatives are investigating
DT of Kubernetes applications. Differently, this work takes
the DT perspective and presents a novel framework to define
DTs of Kubernetes applications for running what-if scenario
analysis. We believe this work can bring many contributions to
researchers and practitioners investigating custom and adaptive
scheduling techniques.

VII. CONCLUSIONS

Digital Twins (DTs) of Kubernetes applications can sim-
plify the configuration problems with simulations and what-
if scenarios analyses. However, modeling accurate DTs is
challenging and requires proper design and testing efforts.

To simplify this process, we present the KubeTwin frame-
work, a novel tool that provides a simulation-based approach
to the definition and evaluation of DTs. This work focuses
on the simulation-based inference procedure we devised to
create an accurate DT model leveraging a set of observations
collected from the real application. We experimentally vali-
dated the proposed solution to show its viability by discussing
and presenting a use case of an image recognition application.
The obtained results push for further investigation into the
characterization of microservices processing to create even
more accurate and load-adaptive models.
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