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Abstract

Metastasis is responsible for the majority of cancer-related deaths. It occurs when cells from a
primary tumour disseminate and initiate new tumours at distant organ sites. Metastasizing cells
have to exhibit especial characteristics that allow them to surpass all barriers and bottlenecks in
their way to effective colonization. Ensuring survival throughout this process depends on how
those cells communicate with the surrounding environments.

Patterns of metastasis are remarkably variable between cancer types. In fact, distinct cancers
seem to be predisposed to metastasize to specific organs, a feature known as metastasis organ-
otropism. Our work is based on the hypothesis that organotropism can be partially explained by
the extent of intercellular communication between metastasizing cells and cells in the secondary
organ. Some proteins that establish intercellular interactions are tissue-specific and can be
expressed in pre-cancerous tissue.

Using RNA-seq data from non-diseased tissue, we built networks of intercellular protein-
protein interactions between cells from the primary cancer tissue and cells from a potential
metastasis tissue. Controlling for other factors that affect organotropism, we found that sites
where cancers metastasize more often tend to establish a larger number of intercellular interac-
tions than sites with low incidence of metastasis. We detected 528 literature curated interactions
that might play a role in metastasis formation and contribute to the observed differences in cell-
cell communication, some previously known to be related to cancer and/or metastasis. Finally,
using a network of signalling pathways, we observed that proteins involved in metastasis-
associated interactions and their closest neighbours in the network are enriched in cancer driver
genes and biological processes linked to invasion and metastasis. In conclusion, we identified
intercellular interactions and proteins that drive metastasis development and help explain organ-
otropism. These insights might constitute new research and therapeutic opportunities to treat
and prevent metastasis.

Keywords: metastasis organotropism, biological network, protein-protein interaction, cell-cell
communication, cancer driver gene
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Resumo

Cancro, tumor ou neoplasma são sinónimos para um grupo que inclui mais de 200 doenças que
podem afetar quase todos os órgãos ou tecidos humanos. É uma das principais causas de morte
no mundo, responsável por mais de 10 milhões de mortes em 2020. Em Portugal, no ano de 2020,
os cancros da próstata, colorretal, e do pulmão foram os mais comummente diagnosticados
em homens, enquanto mama, colorretal e tiroide foram os tipos de cancro mais frequentes em
mulheres. É possível classificar os cancros tanto quanto ao órgão de origem como quanto ao seu
tipo celular. Os cancros com origem em células epiteliais são os mais comuns. Existem também
cancros do tecido conectivo ou muscular (sarcomas), de células hematopoiéticas (leucemias e
linfomas), e cancros de células do sistema nervoso.

Os organismos multicelulares complexos podem ser vistos como uma sociedade ou ecossis-
tema,no qual os seus indivíduos (células) se organizam em comunidades (tecidos). A cooperação
que garante o funcionamento ótimo destas comunidades é controlada por sinais extracelulares
específicos de tecido enviados, recebidos e interpretados por cascatas de sinalização intracelu-
lares que regulam as células durante o ciclo celular. O cancro ocorre quando, após sucessivos
episódios de mutação génica e alterações cromossómicas, as células deixam de responder aos
sinais de controlo, levando ao seu crescimento anómalo e proliferação descontrolada. Mutações
que promovem o desenvolvimento de cancro ocorrem em genes específicos–genes carcinogéni-
cos (cancer driver genes). O processo de carcinogénese leva à seleção de mutações em genes que
participam em vias celulares responsáveis por controlarem processos como a proliferação, cres-
cimento, diferenciação e apoptose. Estas alterações levam à aquisição pelas células cancerosas
de fenótipos malignos, que as distinguem de células normais. Muitos destes fenótipos resultam
da profunda remodelação das vias de sinalização intracelular, permitindo às células cancerosas
ignorar estímulos extracelulares ou gerar uma resposta mesmo na ausência de sinal. Durante
o crescimento tumoral, o ambiente específico de tecido que envolve as células é gradualmente
transformado para criar um ambiente favorável ao desenvolvimento e sobrevivência das células
cancerosas–o microambiente tumoral (TME). Dentro do TME, as células cancerosas interagem,
colaboram e competem entre si, bem como com outros tipos de células. Este ambiente complexo
de interações intercelulares estimula a progressão tumoral, levando ao aparecimento de novas
populações celulares com mutações e fenótipos distintos (heterogeneidade intratumoral). Entre
estes, surgem fenótipos que se distinguem pela sua agressividade, capazes de invadir o tecido
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circundante ao TME, de se disseminarem pelo organismo, e de se estabelecerem e proliferarem
num local distante, originando focos secundários de tumores–as metástases.

As metástases são responsáveis pela maioria das mortes relacionadas com cancro, sendo
usualmente resistentes a terapias de cancro convencionais. Não obstante, o processo de formação
de metástases é bastante ineficiente, e a maioria das células cancerosas que chega a um órgão
distante acaba por sofrer apoptose. Acesso a todos os órgãos, excluindo os nódulos linfáticos,
ocorre predominantemente através do sistema circulatório sanguíneo, sendo esta a via principal
de disseminação da maioria dos cancros. Para além desta via e da disseminação linfática, alguns
cancros observam uma disseminação extravascular, como no cancro dos ovários, cujas células
se propagam através da cavidade peritoneal.

O processo que leva à formação de metástases pode ser dividido em várias etapas distin-
tas, que representam obstáculos à disseminação das células cancerosas pelo organismo. Estas
incluem invasão do tecido circundante ao tumor primário, passagem através dos vasos sanguí-
neos, sobrevivência em circulação, extravasação para o parênquima do tecido e formação de
micrometástases. Células capazes de formar metástases possuem características especiais que
lhes permitem ultrapassar estes obstáculos. Estas características incluem programas celulares
que promovem plasticidade fenotípica, que se manifesta na capacidade de transição entre fe-
nótipos epiteliais com elevado grau de interações de adesão celular e fenótipos mesenquimais
mais móveis e agressivos. A metastização pode ocorrer com uma única célula ou em pequenos
agregados celulares, que aumentam a probabilidade de sucesso da migração. Comunicar e
interagir com outras células é essencial durante todo o processo de metastização, permitindo às
células cancerosas evadir o sistema imunitário, captar a ajuda de células como as plaquetas e
remodelar a matriz extracelular. O tumor primário tem um papel essencial para o sucesso da sua
migração, ao secretar fatores que atuam principalmente no tecido onde a metástase se acabará
por implantar, criando um nicho pré-metastático (PMN). O PMN é um local mais acolhedor
e propício à sobrevivência das células metastizantes que o tecido circundante, no qual estas
podem residir durante largos períodos até que as condições sejam ideias para proliferarem.

Os padrões de metastização não são aleatórios, existindo uma aparente “preferência” para
cada cancro metastizar para determinados órgãos. Este fenómeno, denominado organotropismo,
não é explicado exclusivamente por fatores físicos ou anatómicos, como padrões de circula-
ção, vascularização e acessibilidade de um órgão. Na verdade, o PMN apresenta diferentes
características, dependendo do tecido onde se localiza. Assim, os requisitos e condições para a
sobrevivência de uma célula metastizante são distintos e nem todos os tecidos parecem favo-
ráveis ao desenvolvimento de metástases. Esta dependência do sucesso da metástase no tipo
de tecido de chegada parece dever-se, em parte, a fatores específicos de tecido expressos pela
célula cancerosa, que permitem a adaptação a microambientes particulares.

A biologia de redes consiste na aplicação da teoria matemática de grafos, numa abordagem
quantitativa para caracterizar redes que descrevem sistemas biológicos. Um grafo é um objeto
matemático abstrato utilizado para representar redes, onde um conjunto de nós é ligado entre
si por um conjunto de arcos. No caso de uma rede de interações proteína-proteína (PPI), os nós
representam proteínas e os arcos as interações entre estas. O cancro é uma doença complexa,
no qual as células apresentam diversas vias profundamente alteradas, que comunicam entre
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si e com o exterior. A abordagem de redes é especialmente apropriada para caracterizar esta
complexidade, permitindo ter em conta o contexto em que se insere cada proteína alterada, e
prever o seu impacto e papel no fenótipo da doença.

A nossa hipótese é que o organotropismo pode ser parcialmente explicado pelo nível de
comunicação intercelular estabelecido entre células metastizantes e células no PMN. Possíveis
diferenças na comunicação entre células podem dever-se à expressão de fatores específicos
de tecido que participam em interações intercelulares e promovem um ambiente propício ao
desenvolvimento de tumores metastáticos. Além disso, esses fatores podem ser seletivamente
expressos em tecidos não cancerosos. Com o intuito de avaliar o nível de comunicação entre
células do tumorprimário e células do tecido potencial para formação de metástases, construímos
redes intercelulares de PPI específicas de tecido usando dados de expressão génica de tecido
saudável. Cada rede representa a comunicação entre uma célula de metástase e uma célula do
tecido que a acolhe. A comparação entre as redes intercelulares de diferentes tecidos foi realizada
recorrendo a um método que controla para outros fatores que podem afetar o organotropismo
para além da comunicação entre células. Os nossos resultados sugerem que, redes em locais onde
os cancros metastizam mais frequentemente do que o esperado ao acaso, estabelecem um maior
número de interações intercelulares que redes em locais de baixa incidência de metástase. Em
seguida, usando as redes previamente estabelecidas, procedemos à identificação das interações
que podem explicar as diferenças observadas na comunicação entre células. O nosso método tem
a vantagem de ter apenas em conta as características específicas de tecido e de não estar enviesado
para proteínas sobre-expressas em cancro. Detetámos 528 interações diretamente associadas
à incidência de metástase que podem potencialmente favorecer a formação de metástases.
As interações associadas a metástases apresentam-se enriquecidas em proteínas descritas na
literatura e em bases de dados de associação gene-doença, como possuindo associações prévias a
cancro e/ou metástases. Entre as proteínas que estabelecem estas interações, existem vários alvos
de fármacos desenvolvidos para outras doenças, que podem ser potencialmente reaproveitados
para o tratamento e prevenção de metástases.

Por fim, a rede de interações intercelulares foi conectada aos processos que ocorrem no
interior da célula, utilizando uma rede de vias de sinalização e de interações fator de transcri-
ção–gene alvo. Simulámos a propagação de um sinal com origem ou destino nas proteínas que
participam em interações intercelulares associadas a metástases, com o intuito de encontrar os
seus vizinhos na rede intracelular. Os resultados indicam que tanto o grupo de proteínas associ-
adas a metástases como os seus vizinhos na rede estão enriquecidos em genes carcinogénicos.
Adicionalmente, vários processos biológicos enriquecidos nestes dois grupos de proteínas estão
diretamente relacionados com processos alterados no cancro. Entre os processos que parecem
ser afetados ou estar a afetar as interações associadas a metástases, encontram-se vários que
regulam a adesão e a migração celular, propriedades essenciais na invasão e metástase.

Em suma, o método desenvolvido neste trabalho permitiu-nos associar interações interce-
lulares específicas à formação de metástases e ao fenómeno de organotropismo. A maioria das
associações detetadas são novas e não tinham uma conexão prévia à progressão das metástases.
Estas interações e as proteínas que as estabelecem poderão dar azo a investigações futuras e
sugerir novos alvos terapêuticos para o tratamento e prevenção das metástases.
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CAR-T cells Chimeric antigen receptor T cells. Autologous CAR-T cell therapy is a patient-
specific cellular therapy in which the patient’s own T cells are genetically modified
to express a chimeric antigen receptor [1]. (p. 50)

mTOR Serine/threonine-protein kinase mTOR. The mTOR pathway is a central regula-
tor of cellular metabolism, growth and survival in response to hormones, growth
factors, nutrients, energy and stress signals [2, 3]. (p. 51)

Notch Group of four cell membrane receptors (NOTCH1, NOTCH2, NOTCH3,
NOTCH4). The Notch pathway is important for cell-cell communication, which
involves gene regulation mechanisms that control multiple cell differentiation
processes [4]. (p. 9)

PI3K/Akt The phosphatidylinositol (PI) 3-kinases (PI3K(s)) phosphorylate PI and its
phosphorylated derivatives at position 3 of the inositol ring to produce 3-
phosphoinositides. Atk is a group of three closely related serine/threonine-
protein kinases (AKT1, AKT2 and AKT3). The PI3K/Akt pathway regulate
many processes including metabolism, proliferation, cell survival, growth and
angiogenesis [3, 5, 6]. (pp. 4, 8)

Rac Subfamily of the Rho family of GTPases comprising the Rac1, Rac2, Rac3, and
RhoG proteins. The Rac pathway regulates cellular responses such as secretory
processes, phagocytosis of apoptotic cells, epithelial cell polarization, neurons
adhesion, migration and differentiation, and growth-factor induced formation
of membrane ruffles [3, 7]. (p. 4)

TGF-𝛽 The transforming growth factor beta is a family of three cytokine isoforms (TGFB1,
TGFB2, TGFB3). The TGF-𝛽 pathway regulates processes such as cell growth, cell
differentiation, cell migration, apoptosis, cellular homeostasis [8]. (p. 9)
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Wnt Wnt family comprises a large number of cysteine-rich glycoproteins. The canoni-
cal Wnt pathway (Wnt/𝛽-catennin) mainly controls cell proliferation, whereas
the noncanonical Wnt pathways regulate cell polarity and migration, and the
two main pathways form a network of mutual regulation [9]. (p. 9)
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Introduction

1.1 Cancer and Tumorigenesis

Cancer is not a single disease, with a single cause or a one-size-fits-all cure. On the contrary,
cancer, neoplasm or malignant tumour are synonyms for a large group of diseases that may
start in almost any organ or tissue, comprising over 200 distinct disease entities in humans [10].
It ranks as a leading cause of death worldwide, accounting for nearly 10 million deaths in
2020. The global burden is expected to grow to 30 million new cancer cases and 16.3 million
cancer-related deaths based on the expected population by 2040 [11]. Cancers are traditionally
classified according to the tissue and cell type from which they arise. Carcinomas are cancers
arising from epithelial cells, and they are by far the most common cancers in humans (about
80% of cases). Sarcomas arise from connective tissue or muscle cells. There are also cancers that
do not fit in either of these two categories, including leukaemias and lymphomas, derived from
hemopoietic cells, as well as cancers derived from cells of the nervous system. In Portugal in
2020, prostate, colorectal, and lung were the most common types of cancer in men, while breast,
colorectal and thyroid cancer were the most common among women [12].

Cancer is characterized by abnormal and uncontrollable cell growth. The processes and
events leading to cancer development are collectively called tumorigenesis or oncogenesis.
Every tumour is the product of many episodes of mutation in a multistep process analogous to
Darwinian evolution. Normal human somatic cells progressively accumulate genetic mutations,
some of which confer some type of growth advantage, driving the progressive transformation
into highly malignant derivatives [13]. Rarely, however, does mutation in a single gene lead to
the onset of cancer and not all mutations contribute to cancer phenotypes (passenger mutations).
Mutations that do play a critical role in the development of cancer occur in specific genes known
as cancer driver gene(s) (CDG) [14]. CDG are usually expressed in most tissues and cells, though
their products coexist in different tissue-specific contexts, with distinct molecular neighbours
and interactors. Genes that drive the development of cancer phenotypes by a gain-of-function
(upregulation) mutation are designated as proto-oncogenes, becoming fully-fledged oncogenes
after mutating. They positively control processes that, when up-regulated, give cancer cells a
survival advantage against normal cells [15]. This is the case of MYC, a proto-oncogene that
positively regulates cell proliferation [16]. On the contrary, tumour-suppressor genes drive
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cancer development when they suffer a loss-of-function mutation, and so, negatively control
similar processes. That is the case of TP53, which blocks cell division after DNA damage [15, 17].
Interestingly, some CDG, as is the case of the NOTCH1, can exhibit both tumour-suppressor and
oncogene behaviour depending on the tissue context, cell type, and mutational signature [4].

But how do the conditions for the emergence of abnormal cell behaviour appear? How
do mutations appear and drive cancer progression? A complex multicellular organism can
be seen as a society or ecosystem whose individual members are cells that reproduce by cell
division and organize themselves into collaborative assemblies called tissues. Cancer represents
a breakdown of this multicellular cooperation, an emergence of cell-level fitness at the expense
of the fitness of the organism as a whole [18]. Thus, multicellular organisms have developed
comprehensive tumour suppressor mechanisms that control cell proliferation and behaviour,
which are specific for each particular tissue [19]. These controls are exerted by extracellular
signals sent, received, and interpreted between cells through signalling cascades, driving gene
expression and directing them on how to act—resting, growing, dividing, differentiating, or
dying. Any cell that escapes the controls is triggered to undergo apoptosis [15].

Nevertheless, mutations naturally accumulate throughout the lifetime of a multicellular
organism. So, except for some neoplastic diseases that have a paediatric aetiology, cancer is
intimately related to the ageing process [20, 21]. In each cell division, there is a probability of
occurring genetic or chromosomal alterations, a risk that increases with the exposure to certain
mutagens such as chemical carcinogens (e.g. asbestos, benzo[a]pyrene), ultraviolet (UV) light,
certain viral infections (e.g. Human Papilloma Virus, Epstein-Barr Virus), chronic inflammation,
amongst others factors [10, 13]. Variants of certain genes also increase the risk of developing
cancer, such as in the BRCA1 and BRCA2 genes, of which carriers of certain variants have a
significantly larger risk of developing breast cancer [21]. These acquired mutations in the genome
of stem or progenitor cells may increase the fitness of their progenies, fuelling clonal expansion
that populate part of a tissue, creating a patchwork of mutant clones [22]. For some cancers,
research has been able to pinpoint the first mutation that provides a normal cell with an increased
fitness that drives clonal expansion. These “gatekeeping” mutations are known, for example,
for colorectal cancer, where they happen most often in the APC gene, a tumour suppressor
that controls growth signals. [21] Though cancer is fundamentally a disorder driven by genetic
mutations, epigenomic alterations, such as aberrant DNA methylation and remodelling of
histone modifications, are also important in tumour evolution. Aberrant DNA methylation is
induced by ageing and accelerated by chronic inflammation [23]. These factors, combined with
the tendency for cellular repair mechanisms to be less effective as an individual ages, burden
somatic tissues with driver and passenger mutations. Despite mutational signatures in normal
tissues being distinct from the ones in cancer, 90% of genes driving somatic expansion in normal
tissues are also known CDG [24]. Mutational loads, cancer drivers, “gatekeeping” mutations,
and epigenetic changes are also tissue-specific and depends on the tissue microenvironment
and cell neighbourhood [25].

So, it is the increased genomic and chromosomal instability leading to mutations in pro-
gressively more drivers, coupled with sporadic catastrophic events and epigenetic changes,
what eventually leads down a path for the appearance of malignant phenotypes. But what are
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these phenotypes, and how can they be identified and characterized? Hanahan and Weinberg
proposed the Hallmarks of Cancer, a set of functional capabilities acquired by cells, as they
progress from normalcy to neoplastic growth states. Besides hallmarks, the authors also suggest
the existence of Enabling Characteristics, which consist of traits possessed by cancer cells that
create the conditions for the acquisition of those functional characteristics. The Hallmarks of
Cancer were first described in the year 2000 [26], and further updated in 2011 [27] to reflect new
and improved knowledge about the tumorigenesis process and comprise eight Hallmarks and
two enabling characteristics (Figure 1.1a). A recent publication by Hanahan [28] consolidates
the knowledge supporting the hallmarks advanced in the two previous editions and proposes
two new hallmarks and enabling characteristics (Figure 1.1b). Since it is a fairly new update
(added during the development of this work), these have not been widely discussed and are not
incorporated in the resources used in this work.

(a) (b)

Figure 1.1: The Hallmarks of Cancer. (a) Hallmarks and enabling characteristics as defined by
Hanahan and Weinberg in 2011 [27]. (b) 2022 update by Hanahan [28]. Adapted from [28].

The hallmarks Sustaining proliferative signalling, evading growth suppressors, resisting cell death,
enabling replicative immortality describe characteristics that confer cancer cells their most recog-
nized behaviour: the ability to control their own fate. For these traits to appear, cancer cells
undergo an extensive remodelling of their intracellular signalling pathways, allowing them to
ignore extracellular stimuli or generate a response even in the absence of a signal. But as a
mutation in a single CDG is not enough to drive cancer progression, more than a single altered
pathway is necessary to lead to the appearance of cancer phenotypes. Signalling pathways are
not linear cascades that relay information and are not isolated inside a cell. Instead, they are
highly structured and interact between each other (cross-talks) through some of their molecular
component, creating a veritable network of intracellular regulatory interactions [29]. Distinct
pathways might share some of their components, control the expression of the same genes,
and drive the same cellular functions. In cancer, the extent of alterations in a pathway can
vary widely depending on tissue and cell-specific factors, but usually mutations affect more

3



CHAPTER 1. INTRODUCTION

than one component (CDG). Due to the high degree of interconnectivity, specific mutations
can change the interplay dynamics between two pathways: some might be synergetic and lead
to the development of cancer phenotypes; others can be mutually exclusive and originate a
lethal phenotype [30]. Another cancer hallmark that is closely related to signalling pathways
is deregulating cellular metabolism. Oncogenic mutations in signalling pathways that control cell
growth and proliferation, such as PI3K/Akt and c-MYC, directly affect the dynamics of metabolic
pathways [31]. Such alterations in nutrient uptake and usage are what enable cancer cells to
survive nutrient-poor environments, hypoxia, and drive an elevated rate of proliferation [32].

During tumour growth, the tissue-specific microenvironment surrounding cancer cells is
gradually transformed to create a tumour-specific microenvironment (TME). The TME is a
compartment with distinct biochemical and biomechanical properties from the surrounding
normal tissue. Besides cancer cells, it comprises several cell types of various origins, including
mesenchymal stromal cells (e.g. fibroblast, mesenchymal stem cells), cells of the immune
system (e.g. macrophages, natural killer (NK) cells), and peripheral nerve cells [33]. It also
includes highly modified extracellular matrix (ECM), which provides structural support, and an
environment forcell-cell communication. Within the TME there is a highly dynamic environment,
where cancer cells interact with each other, cooperate, and compete for resources. Intercellular
communication is driven by a complex and dynamic network of cytokines, chemokines, growth
factors, mediated by ECM proteins and matrix remodelling enzymes that sequester and control
their accessibility to cell receptors [34]. Small molecules can also be delivered over larger
distances by extracellular vesicles and exosomes. Direct cell-cell contact through adherens
junctions mediated by cadherins stabilizes cells, and gap junctions mediated by connexins allow
transfer of ions and metabolites [35]. Thin membrane tubes called tunnelling nanotubes mediate
the direct connection of the cytoplasms of two cells and allow the transfer of cellular content
between cells, including large molecules such as proteins and miRNAs, and even organelles
such as mitochondria and lysosomes [36]. This type of communication can help cancer cells
survive nutrient depleted environments inside the TME. Direct interaction between cancer cells
and the ECM mediated by integrins activates several intracellular signalling pathways, as is the
case of EGFR activation of Rac to promote cell survival [37].

The complex environment of intercellular interactions inside the TME modulates tumour
behaviour and stimulates the appearance of tumour phenotypes. Clonal tumour cells in the
TME secrete angiogenic factors to increase vascularization (Inducing or accessing vasculature),
and promote inflammation by modulating tumour-associated immune cells (Tumour-promoting
inflammation) [37, 38]. Chronic inflammation and persistence of antigen in the TME lead to T cell
exhaustion, which is characterized by a progressive loss of T cell effector functions, mainly due
to the expression of high levels of inhibitory receptors (Avoiding immune destruction) [39]. Finally,
TME dynamics and interactions also play a crucial role in tumour progression and metastasis
(Activating Invasion & Metastasis). The ability of cancer cells to invade adjoining tissue and/or
spread to other organs is what sets apart cancer from benign growths. Metastasis development
is the main focus of this dissertation, and we will look into what is known about this process in
the next section.
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1.2 The Metastatic Cascade and Organotropism

Metastasis is characterized by the dispersal and colonization of cancer cells from a primary
tumour to other organs in the body. Unlike primary tumours, which can be treated by localized
therapies such as surgery and radiotherapy, metastasis is a systemic disease that can affect
different organ and tissue sites, and is commonly resistant to conventional cancer therapeutics.
This explains why secondary tumours are responsible for the majority of cancer related deaths,
and stresses the importance of elucidating the mechanisms and factors governing the metastatic
process [40, 41].

Metastasis is a very inefficient process. Depending on their size, tumours can shed millions
of cells each day, and some tumours start disseminating cells early in their development [42].
Even so, mouse models suggest that the majority of circulating tumour cell(s) (CTC) do not
survive to form metastases, and even those that arrive at a distant organ commonly undergo
apoptosis [43, 44]. To successfully colonize other organs, tumour cells must exhibit special
characteristics that allow them to surpass all barriers and bottlenecks in their way. Yet, cancer
cells themselves are not under positive selection to metastasize, and mutation patterns and the
overall mutational burden in primary and metastatic cancers are largely concordant. Very few
unique mutations associated with metastasis have been identified, though genes that regulate
DNA and chromatin modifications are frequently mutated in aggressive tumours. Alterations
at the epigenetic level could favour phenotypes that are fit to survive the metastatic process, but
this certainly does not explain all the acquired adaptations [45]. So, what are the processes that
allow cancer cells to acquire the necessary traits to successfully spread to distant organs?

The main driving forces behind the development of metastatic potential in cells are intra-
tumoural heterogeneity and phenotypic plasticity. As previously explained, tumour cell evolu-
tion is driven by genetic instability. Primary tumours are composed of highly heterogeneous
sub-clonal populations of cells, all direct descendants of the cell carrying the mutation which
originated the first clonal expansion responsible for tumour progression. These subpopulations
of cancer cells distinguish between themselves by their mutation patterns and overall mutation
burden, which is constantly increasing and changing, driving cell evolution inside the TME [46,
47]. Accumulated mutations that can play a role in metastasis formation are not necessarily sub-
jected to somatic selection inside the TME, but since they do not affect tumour progression, they
are silently carried by subpopulations of cells [40]. In turn, genome heterogeneity contributes to
phenotypic variability and plasticity. Some cancer cells can acquire stem-like characteristics that
confers them the ability to adopt diverse phenotypic states in response to external signals and
cell-intrinsic programs [41]. This suggests that primary tumours comprise some highly adapt-
able and competent dominant clonal subpopulations, expressing the characteristics necessary
to overcome metastasis barriers and survive in foreign environments. Primary tumour cells that
are only partially competent can attain full metastatic potential through stochastic events that
change their epigenetic programs [48].

As already mentioned, metastasis proceeds through multiple steps and restrictive bottle-
necks, collectively known as metastatic cascade [49]. These obstacles are different, depending
on the route taken by tumour cells during dissemination throughout the body. Access to all
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organs of the body (lymph nodes excluded) happens predominantly through the haematoge-
nous circulation, making it the principal route of dissemination for most types of cancer [50].
Lymphatic dissemination and some forms of extravascular spread are also prominent routes in
various types of cancer [51]. For example, ovary cancer cells spread mainly within the peritoneal
cavity, invading the peritoneal mesothelium, and rarely establish haematogenous metastasis [52].
But since the haematogenous circulation is the predominant and most well studied route of
metastasis, we will briefly describe the steps, molecular factors and interactions involved in
that process. The metastatic cascade is commonly divided in five distinct steps, representing
bottlenecks faced by metastasizing cells during migration (Figure 1.2).
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Figure 1.2: The metastatic cascade. Created with BioRender.

First, to reach circulation, metastasizing cells have to invade the surrounding tumour-
associated stroma and adjacent normal tissue (1), and then squeeze through blood vessel
walls (2), a process facilitated by the leaky structure of the neovasculature promoted by the
TME [40]. Invasion requires the activation of signalling pathways and the expression of
factors that increase motility, and invasiveness. These traits are enabled by cell-cell interactions
through dynamic changes in the function of cell adhesion molecules (cadherins, IgCAM family,
and selectins), ECM remodelling enzymes (matrix metalloproteinases and cathepsins), and
cell-matrix adhesion molecules (integrins and syndecans). Intracellular signalling pathways
activated by integrin-mediated adhesions, and by growth factors and cytokines released during
ECM remodelling, influence migration success through control of cell growth, proliferation,
survival, and inflammation [40, 42, 51]. A common feature of the phenotypic plasticity in
carcinoma cells is the epithelial-mesenchymal transition (EMT) process. EMT is a reversible
phenotypic change in which cells lose intercellular adhesion and epithelial polarization and gain
mesenchymal traits that confer the needed increase in motility and invasiveness [41]. Moreover,
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migration of tumour cells into the blood stream can occur through single-cell dissemination or
collective migration. When tumour cells disseminate in clusters, there is a clear difference in
gene expression, morphology, and function between cells. Leader cells (which interact with the
surrounding environment) exhibit a high degree of plasticity and mesenchymal characteristics,
whereas follower cells retain epithelial traits [53]. Though cells commonly lose expression of
cell-adhesion molecules such as E-cadherin, to increase their mobility when migrating alone, in
collective migration, adhesion interactions are required to tightly link clusters of cells [54].

In the bloodstream (3), to avoid damage by exposure to haemodynamic shear forces and
stresses due to the loss of ECM adhesion, cancer cells associate with platelets in microaggregates.
This CTC-platelet interaction is mediated by selectins, and has also the benefit of helping CTC
avoid immune detection, by blocking NK cells from interacting with cell receptors [48, 55].
Eventually, CTC become entrapped in capillary beds at distant organs, extravasate into the
tissue parenchyma (4), form micrometastasis and stay dormant until ideal conditions occur to
start proliferation and development of a secondary tumour (5). The success of these sequential
processes depend not only on physical/anatomical factors and on the intrinsic abilities of the
tumour cells themselves, but also on the characteristics of the welcoming tissue. Mechanical
entrapment is considered to be the main mechanism for cancer-cell arrest, but cell adhesion
interactions also play a role in CTC arrest and extravasation [42]. CTC are capable of forming
specific adhesive interactions in particular tissues that favour their trapping, and extravasa-
tion usually involve adhesion to the endothelium, modulation of the endothelial barrier, and
transendothelial migration to invade the tissue parenchyma [55]. Alternatively, CTC lodged in
the microvasculature can initiate intraluminal growth, forming a microcolony that eventually
ruptures the vessel and extravasate by breaching vascular walls [40].

The blood flow patterns in the body usually determine that the first organs encountered by
CTC are the lungs and liver, which explains, in part, why these are common sites of metastasis
for several cancers. Permeable capillaries called sinusoids, such as those of liver and bone
marrow, have gaps that might facilitate the extravasation of CTC and contribute to the high
incidence of liver and bone metastasis [42]. Nevertheless, and though rapid arrest improves the
chance of survival, some CTC bypass these initial filters to reach other organs through the arterial
circulation. In fact, metastatic patterns are non-random and considerably different among cancer
types. Most cancers display a high incidence of metastasis to specific organs. For some of these
“preferred” sites, propensity for metastasis cannot be explained alone by blood flow patterns
nor by easy access to the organ stroma, a phenomenon known as metastasis organotropism or
organ-specific metastasis [56, 57]. In 1889, Stephen Paget was the first to propose an explanation
for organotropism based on host-tumour cell interactions. His seed and soil hypothesis states
that certain tumour cells (seeds) have an intrinsic affinity or compatibility to particular organ
environments where they thrive (congenial soil), akin to how plant seeds spread everywhere
but only thrive in particular welcoming soils [58]. Current evidence supports and expands this
hypothesis to include the concepts of organ microenvironment and metastatic niche as factors
in the outcome of metastasis [59].

The “seed and soil” hypothesis, though an appealing metaphor, misleads when it introduces
the concept of congenial soil –no organ microenvironment is really compatible and welcoming
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to metastasizing cells. In fact, colonization after extravasation is probably the main limiting
step in the metastatic process, with less than 0.02% of cells ending up generating macroscopic
metastasis [42, 43]. Tissues have a repertoire of immune surveillance mechanisms that are the
first line of defence against disseminated cancer cells. Outside the protective TME, invasive cells
are particularly vulnerable to tissue-resident macrophages, T cells and NK cells, as well as to
non-immune cells such as astrocytes in the brain [41]. Due to the inhospitable environment of
tumour-free secondary sites, many CTC end up reseeding the primary tumour, a process known
as tumour self-seeding. Self-seeding requires little, if any, additional adaptation of CTC to the
recipient microenvironment, and can help to select for subpopulations that are more aggressive
and metastasis-ready [60].

So, how do organ microenvironments become more welcoming to disseminated cancer
cells? There are two main factors that contribute to the success of a metastasizing cell in a
distant organ. First, cancer cells capable of forming metastasis express, beforehand, factors
that allow them to communicate, interact, and thrive in particular organ microenvironments.
Many growth and survival signalling pathways that are altered in primary cancer cells are
found to be amplified or have an expanded output in metastasizing cells. For example, high
expression of the VCAM-1 in breast cancer cells hypersensitizes the PI3K/Akt cell survival
pathway to activation by external signals such as interactions with 𝛼4𝛽1 integrins [61]. Besides,
some factors induced by both cancer driver mutations and tissue- or cell-specific programs,
might predispose cancer cells to metastasize to certain organs. For example, both normal
mammary epithelial cells and breast cancer cells express RANK, which is the receptor for the
cytokine RANKL. RANKL, an osteoclast differentiation factor highly expressed in the bone
marrow, triggers migration of cancer cells that express the RANK receptor [50, 62]. Second,
cross-talk between primary tumour cells and distant organ microenvironments start even before
CTC arrive at the organ site. Primary tumours and CTC secrete factors such as cytokines,
chemokines and hormones, soluble or packed in extracellular vesicle, that prepare a welcoming
niche to receive metastasizing cells—the pre-metastatic niche (PMN). The PMN is a recent
concept, developed in the past decade, that can be defined as a supportive and receptive
tissue microenvironment with the conditions for the survival and proliferation of metastasizing
cells at the distant organ [63]. Survival of metastasizing cells in these niches depends on
stromal signals, cell adhesion, extracellular matrix interactions, and metabolic cues. The PMN
is tissue-specific, thus, many determinants of metastatic tropism differ between cancer types
and secondary organ sites. Nevertheless, some characteristics of the PMN are common in
every organ niche and are promoted by factors secreted by primary tumour cells. They include
inducing immune suppression to avoid detection of metastasizing cells by tissue-resident T
cells and NK cells; promoting inflammation with cytokines that regulate tumour growth;
recruiting non-resident cells such as bone marrow-derived cell(s) (BMDC) that secrete CTC
attracting factors; remodelling the ECM to allow the adhesion of CTC and BMDC; and inducing
vascular permeability and angiogenesis to facilitate the invasion of the tissue stroma by CTC [63,
64]. Conditions that allow the survival of a metastasizing cell when arriving at a particular
PMN might not be ideal to promote proliferation. So, they might enter a phase of proliferative
quiescence known as protective dormancy. Tumour cells can remain as dormant single cells or in
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micrometastasis clusters for months and even years. Barriers that prevent tumour development
include oxidative stress, immune surveillance, and physical condition in the stroma. Intercellular
interactions play an essential role in promoting tumour cell survival, proliferation arrest, and
eventually in stimulating their exit from dormancy. Entry into dormancy is promoted by growth-
inhibitory signals in the PMN, such as TGF-𝛽. Interactions that might stimulate escape from
dormancy include integrin-mediated cell signalling, cell-adhesion interactions through L1CAM,
and activation of Wnt and Notch signalling by factors produced by fibroblasts [51, 65].

1.3 Network Biology

The traditional reductionism paradigm, which dominated biochemistry and molecular biology
research during the twentieth century, involves isolating and studying each cellular component
separately [66, 67]. However, a biological system such as a cell is not just an assembly of its com-
ponents. Instead, most biological characteristics (phenotypes) arise from complex interactions
between each molecular component. Aided by the advent of high-throughput technologies and
the increase in computational power, Systems Biology emerged in the past decades as an answer
to the shortcomings of the reductionist approach. Applying systems thinking to study complex
biological systems means taking into account all components, their status (at a particular moment
in time or their change through time), and their interactions [67, 68]. Computational Systems
Biology employs this holistic approach to extract patterns in large experimental datasets, and
study the dynamics of a system that give rise to emergent behaviours not explained by the
characteristics of each component alone [69].

A major field in computational biology is network biology, which applies graph theory as
a quantitative approach to describe networks that characterize biological systems. A graph
𝐺 = (𝑁, 𝐸) is an abstract mathematical object used to represent networks, where 𝑛 ∈ 𝑁 is the
set of nodes (components) and 𝑒 ∈ 𝐸 the set of edges (interactions) between nodes [70]. There
are several types of graph categories. Depending on the nature of the interactions, networks
can be directed or undirected. In directed networks, the interaction between any two nodes has
a well-defined direction, which represents, for example, the direction of information flow in a
signalling cascade (Figure 1.3a). In undirected networks, the edges do not have an assigned
direction (Figure 1.3b). The interactome, which represents the physical binding relationship
between proteins, is an example of an undirected network [67]. A multigraph (Figure 1.3c), in
opposition to a simple graph, allows for multiple edges (edges that connect the same nodes with
the same direction) and loops (edges that joins a node to itself). Finally, it is possible to assign
numerical values (weights) to each edge to form a weighted graph (Figure 1.3d) [71].

The structure, also known as topology, is the pattern of connectivity between nodes in the
graph. Studying networks concerns understanding the impact of the individual characteristics of
each node in the global properties of its structure. Centrality measures, such as the degree—the
number of edges connected to a node—give a way to quantify the importance of each node in a
network [71]. The clustering coefficient 𝐶𝑖 , which is defined as the ratio between the number
of edges linking nodes adjacent to node 𝑖 and the total possible number of edges among them,
quantifies how close the local neighbourhood of a node is to being part of a clique—a region
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Figure 1.3: Example of possible graph types. Circles represent nodes and lines/arrows represent
edges. Created with BioRender.

of the graph where every node is connected to each other [67]. Network diffusion algorithms,
including random walks with restart (RWR), assume that information located on nodes can be
transmitted to their neighbours through the edges connecting them. This process can be applied,
for example, to simulate the propagation of a signal through a network of regulatory interactions
and find the pathways and nodes more affected by a perturbation such as a disease [72]. Taken
together, these methods can be used to characterize the global topological properties of a network,
the similarity, or connectivity between nodes and define different network models.

Random network models are constructed by randomly connecting 𝑁 nodes to 𝐸 edges
with a probability 𝑝. The node degrees follow a Poisson distribution, which indicates that
most nodes have approximately the same number of edges. Random networks are statistically
homogeneous because extreme values of degree and large values of 𝐶𝑖 are very rare. Also,
the mean path length between any two nodes is proportional to the logarithm of the network
size, which indicates relatively short paths between any pair of nodes—a property known as
small-world. On the contrary, biological networks such as protein-protein interaction networks
have a scale-free topology. The degree distribution of scale-free networks follows a power law
𝑃(𝑘) 𝑘−𝛾, where 𝛾 is the degree exponent. This means that the network is characterized by a few
highly connected nodes known as hubs, while the majority of nodes has a small number of edges.
Besides, biological networks show a high degree of clustering, which suggests the existence
of highly connected local regions—modules. Biological networks also have the small-world
property, but their average path length is smaller than what is predicted for random networks.
This means that information flow is highly efficient and that any local perturbation reaches the
whole network very quickly [67, 73]. Those characteristics are conserved throughout evolution
because they confer biological networks one of their most important property: robustness, i.e.,
the ability of a network to respond to changes while maintaining normal function and behaviour.
Hub proteins are central nodes in a protein-protein interaction (PPI) networks, thus the deletion
of any hub would be catastrophic for the cell. Nonetheless, as only a few proteins are hubs,
most deletions, or change of function mutations affect non-hub proteins. This means that the
cell can still perform its function by using alternate paths that do not pass by the affected node.
Modularity also contributes to network robustness. Proteins with the same specific function and
those that form complexes tend to cluster into several functional communities that are highly
conserved. Modules are highly connected, which facilitate the rewiring of a pathway upon
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failure of a node. Additionally, highly connected proteins tend to be linked with low-connected
proteins, which weakens the communication between modules, probably limiting the effects of
local perturbations in cellular networks [67, 70].

Several types of cellular networks can be constructed. PPI network characterize physical
interactions between proteins; metabolic networks track the chemical conversions between
metabolites; gene regulatory networks represent the relationship between transcription factors
and their target genes. All cellular networks have similar properties and can be affected by
diseases that limit or change the function of a node. The ability of networks to reproduce the
complex interplay between molecules inside a cell, makes them a well suited tool for studying
complex diseases. By understanding the context of an altered gene in the network, one can
predict the phenotypic impact of the defect and its role in disease. This impact is observed in
the local and global properties of the network, which shift as networks suffer a rewiring during
disease progression. Network medicine is the application of network biology to characterize
human disease. Disease proteins interact closely with each other, forming connected sub-graphs
called disease modules, that usually overlap with the topological and functional modules in
biological networks. This suggests that by looking in the neighbourhood of disease-associated
proteins, one can identify new disease proteins and the processes in which they participate [74].

1.4 Hypothesis and Goals

Our hypothesis builds upon five premises already described in the introduction:

1. Metastatic patterns and driver mutations are mainly identical between primary tumour
and secondary foci, with the differences between the cells of these foci commonly ascribed
to epigenetic changes that lead to the amplification of certain cell programs.

2. Intercellular interactions are essential to the success of metastasis. The chances of a tumour
cell surviving the metastatic process depend on how it responds and communicate with
the surrounding environment, for example, in avoiding immune surveillance or co-opting
other cells to its cause.

3. Both the TME and the PMN are tissue-specific. Tumour cells from different tissues of origin
express distinct proteins that participate in cell-cell interactions. Also, the requirements
for a cell to survive inside the PMN are different between tissues.

4. Some factors expressed in non-diseased cells play a role in the metastatic process and are
specific to some tissues and/or cell-types.

5. Network biology tools are well suited for studying complex diseases such as cancer. With
networks, one can capture the complex interplay between proteins and pathways affected
in cancer and metastasis and identify new metastasis-associated genes.

Our hypothesis is that organotropism, i.e., the apparent preference for cancers to metastasize
to specific tissues and organs, can be partially explained by the level of communication estab-
lished between metastasizing cells and cells in the PMN. Differences in cell-cell communication
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can be attributed to the tissue-specific expression of factors involved in intercellular interactions,
and that these factors can be selectively expressed in normal tissues. With this in mind, we
will first build tissue-specific intercellular PPI networks between pairs of cancer and metastasis
tissues. We want to quantify and compare the level of communication between pairs with a
high incidence of metastasis to those with a low incidence. Second, we will use these networks
to identify interactions and proteins that might influence the success of metastasis to specific
organs. Ultimately, we will establish a connection between the metastasis-associated proteins
and an intracellular signalling network in order to ascertain whether cancer-specific genes and
processes are associated with them.
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Materials and Methods

2.1 Programming Environments and Packages

Most of this work was done in the Python programming language on the Jupyter notebook
environment, employing the following packages: NumPy [75] and Pandas [76] for data structures
and manipulation; SciPy [77], Statsmodels [78] and Scikit-learn [79] for statistics and machine
learning; iGraph [80] for network building and analysis; and Plotly [81] for data visualization. The
package clusterProfiler [82] for the R programming language was used to perform Gene Ontology
(GO) enrichment analysis. This document was created with the (pdf/Xe/Lua) LATEX processor
and the novathesis template (v6.10.5) [83].

The code developed during this project is fully available at code repository. The raw data
files available at data repository.

2.2 Analysis of Gene Expression Data

2.2.1 Gene Expression Datasets

We used 2 distinct datasets of gene expression across healthy human tissues to build tissue-
specific intercellular PPI networks.

The Genotype-Tissue Expression project (GTEx) is a project established to study tissue-
specific gene expression and characterize genetic effects on the transcriptome across human
tissues [84]. At the time of this work, the GTEx Analysis V8 (dbGaP Accession phs000424.v8.p2)
provides the most up-to-date RNA sequencing (RNA-seq) datasets, based on data generated
from 17382 non-diseased tissue samples collected from 948 postmortem donors. We used the
gene median levels GTEx dataset available at the GTEx Portal and obtained on 2021/11/16 at
12:12:24. This preprocessed RNA-seq dataset contains median transcripts per million (transcripts
per million (TPM)) levels for 56200 unique Ensembl gene identifiers [85] across 54 tissues and 2
cell lines.

The The Human Protein Atlas (HPA) project aims to map human protein expression in
cells using a multi-omics approach, including antibody-based imaging, mass spectrometry-
based proteomics, and transcriptomics [86]. We used the transcript expression levels Consensus
dataset based on the HPA version 21.1 and downloaded from the HPA portal on 2021/12/10
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at 12:59:08. This dataset summarizes HPA and GTEx transcriptomics data across 55 human
non-diseased tissues, normalized using trimmed mean of M values (TMM) to allow for between-
sample comparisons. To combine the two data sources, a consensus normalized expression
value (nTPM) is calculated as the maximum normalized value for each gene [86]. In total, the
Consensus dataset comprises nTPM levels for 20090 Ensembl gene identifiers across 55 tissues.

As mentioned above, both datasets present expression values in TPM. Converting raw counts
to TPM levels is a common normalization procedure in RNA-seq data analysis that corrects
for both library size and gene length to allow within-sample comparison of gene expression
levels [87]. The Consensus dataset employs TMM as an additional normalization step. TMM
can be used to remove some bias of TPM values for between samples comparison, or can be
used instead of TPM directly in raw counts data [88]. Since this step is specially useful when
performing differential expression analysis, we reason that the median levels provided in the
GTEx dataset can be used as is to build the PPI networks.

Distributions of RNA-seq data are highly skewed to large values (there is no upper limit of
expression). So, as an additional normalization procedure, a 𝑙𝑜𝑔2 transformation was performed
in both datasets as log2(TPM + 1). Though this procedure might reduce the biological signal
of the data [89], decreasing data dispersion is needed to compare expression values between
tissues and build tissue-specific networks (Supplementary Figure A.1).

Finally, we introduced an expression cut-off of 1 TPM: genes with expression below the
cut-off in all tissues were removed.

2.2.2 Gene identifier (ID) Mapping

The Ensembl gene IDs provided in the GTEx and Consensus datasets identify not only protein-
coding genes, but also noncoding RNA genes, pseudogenes and gene variants, among others.
Despite each dataset also providing generic gene symbols for each entry, we found many
duplicated symbols, old symbols and alias, and non-approved IDs. Since we needed consistent
and unique protein-coding genes to build PPI networks and compare the results for both datasets,
we mapped and translated all Ensembl gene IDs into unique HUGO Gene Nomenclature
Committee (HGNC) names [90].

Gene ID mapping was performed using the complete HGNC approved dataset, downloaded
from HGNC database on 2021/11/26 at 11:34:43. The developed algorithm not only maps
Ensembl gene IDs, but also checks the gene symbols provided in each gene expression dataset to
allow mapping of entries with old or deprecated Ensembl IDs (Figure 2.1). As Ensembl genome
assembly models are used to align and map RNA-seq reads, gene ID mapping takes precedence
over gene symbols mapping. This means that entries mapped using a provided gene symbol
are dropped if that symbol is already used in an entry mapped with the Ensembl ID. To further
ensure consistency, all gene expression entries with the same Ensembl IDs were discarded.

2.2.3 Tissue and Organ Identifiers

The GTEx and Consensus datasets have distinct ways of identifying human tissues, organs and
anatomical locations. Some tissues correspond to different locations on the same organ. For
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Figure 2.1: Flowchart of the Ensembl ID mapping algorithm: diagram describing the processing
of a database entry. The algorithm iterates over all entries. Ensembl ID mapping and Alternate
ID mapping are not concurrent processes, which means that all entries are processed before the
latter process begins.

example, several brain regions appear in both datasets with distinct gene expression signatures
(Table 2.1). Moreover, datasets of metastasis frequencies omit details about cancer or metastasis
location on a particular organ.

Table 2.1: Brain regions in GTEx and Consensus datasets.

GTEx Name Consensus Name

Brain - Amygdala amygdala
Brain - Anterior cingulate cortex (BA24) basal ganglia
Brain - Caudate (basal ganglia) cerebellum
Brain - Cerebellar Hemisphere cerebral cortex
Brain - Cerebellum choroid plexus
Brain - Cortex hippocampal formation
Brain - Frontal Cortex (BA9) hypothalamus
Brain - Hippocampus medulla oblongata
Brain - Hypothalamus midbrain
Brain - Nucleus accumbens (basal ganglia) pons
Brain - Putamen (basal ganglia) thalamus
Brain - Substantia nigra white matter

To standardize tissue labels and designations across all datasets, we manually curated a list
that matches the tissue names in each dataset to a unique tissue ID (Supplementary Table B.1).
Different tissues/regions of the same organ were matched to the same tissue ID.
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2.3 Tissue-specificity

We used the Tau Tissue Specificity Index [91] to characterize the tissue-specificity of genes across
tissues on the GTEx and Consensus datasets. The tau index (𝜏), is defined as

𝜏 =

∑𝑛
𝑖=1 (1 − 𝑥̂𝑖)
𝑛 − 1 ; 𝑥̂𝑖 =

𝑥𝑖

max
1≤𝑖≤𝑛
(𝑥𝑖)

, (2.1)

where 𝑛 is the number of tissues and 𝑥𝑖 is the expression of the gene in tissue 𝑖.
Two lists of housekeeping and tissue-specific genes determined by Dezső et al. [92] were

used to evaluate the 𝜏 distribution of genes. The lists were downloaded on 2021/12/01 from
Housekeeping Genes and Tissue-specific Genes, respectively. The genes in the two lists are
identified by their NCBI Entrez Gene ID [93] and were converted to HGNC Gene Names using
the complete HGNC approved dataset, as described in Section 2.2.2.

2.4 Outlier Detection

An outlier or anomaly can be defined as a point (or set of points) that has an extreme value
compared to the remaining data. Another common definition for outlier is a point that was
generated through distinct mechanisms and belongs to a different distribution [94]. Outliers can
appear due to experimental errors, noise, or arise from natural variation in the underlying data.
Since this anomalous points do not conform to the expected behaviour of the distribution, they
are normally treated differently from the rest. Several methods exist to detect outliers, including
statistical methods and tests, clustering-based methods and classification-based methods [95].

The Tukey’s Fences is a simple non-parametric statistical method to detect outliers, commonly
used to determine the whiskers in box plots [96]. A data instance with a value lower than the
lower fence (𝑄1− 𝑘× IQR) or higher than the upper fence (𝑄3+ 𝑘× IQR) is considered an outlier,
where IQR is the interquartile range (Figure 2.2).

Two values are commonly used to set 𝑘:

• 𝑘 = 1.5: the value used to build box plot whiskers, determines the inner fence. The region
between fences contains 99.3% of observations, which means this method is equivalent to
the 3𝜎 rule for normal distributions (Figure 2.2).

• 𝑘 = 3: determines the outer fence. The region between fences contains > 99.999% of
observations.

2.5 Clustering Analysis

Machine or statistical learning is a field of statistics and computer science concerning the
development of self-learning algorithms (models) for exploratory data analysis, pattern-finding,
and prediction of new features [98].

Clustering is a type of unsupervised classification system used to find patterns in unstruc-
tured data. Unlike supervised learning classification, where mathematical models are trained
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Figure 2.2: Box plot and probability density function of a normal 𝑁(0, 1𝜎) population. The IQR
is defined as IQR = 𝑄3−𝑄1, where Q1 is the first quartile and Q3 is the third quartile. Adapted
from [97].

with labelled data examples (prior knowledge), clustering tries to find a set of finite and discrete
data structures (clusters) in a finite and unlabelled dataset [99, 100]. Data partition is performed
in a way to ensure that clusters are “homogeneous” and separated between each other. This
requires using measures of similarity/distance, so that observations within each group are more
similar/close to each other than to observations in other groups [101].

Clustering analysis can be divided into two major approaches:

• Hierarchical or linkage-based: Data points are hierarchically linked and grouped using
a measure of distance, forming a dendrogram. Algorithms find nested clusters either in
agglomerative mode (each point starts in its own cluster and pairs of similar clusters are
successively merged as one moves up the hierarchy) or in divisive mode (starting with all
data points in one cluster and recursively dividing each cluster into smaller ones as it goes
down the hierarchy) [99, 102].

• Partitional or cost minimization: Data is assigned into clusters by optimizing a similarity
criterion (cost function). Centroid-based algorithms use the distance (usually Euclidean)
to the cluster centre (centroid) to assign points to a cluster. In density-based algorithms,
clusters are areas with a higher density of points than the rest of the dataset. Density can
be defined using the K-nearest-neighbours (KNN) method or kernel density estimation
(KDE). Finally, in clustering using mixture models, clusters are formed of points likely to
belong to the same probability distribution [99, 102].
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2.5.1 Mean Shift Clustering

Mean Shift is a density-based clustering algorithm that aims to discover blobs in a smooth density
of samples. It is non-parametric, so it does not require prior assumption about the shape of the
clusters [103].

The mean shift procedure uses KDE estimate density. In this procedure, regions of high
density are determined by a kernel function 𝐾. The weighted mean of the density in the window
determined by 𝐾 is,

𝑚(𝑥) =
∑
𝑥𝑖∈𝑁(𝑥) 𝐾(𝑥𝑖 − 𝑥)𝑥𝑖∑
𝑥𝑖∈𝑁(𝑥) 𝐾(𝑥𝑖 − 𝑥)

(2.2)

where 𝑁(𝑥) is the neighbourhood of samples within a given distance around 𝑥 and 𝐾(𝑥𝑖 − 𝑥) ≠ 0.
The difference𝑚(𝑥)−𝑥 is the mean shift. In each iteration of the mean shift algorithm, data points
move (shift) to the regional mean (𝑥 ← 𝑚(𝑥)) until it converges. Regional means correspond to
the cluster centres, which are updated in each iteration and filtered in the final step to remove
near-duplicates [103, 104].

The Mean Shift algorithm has only one parameter, the bandwidth, which dictates the dis-
tance/size of the kernel function, i.e., the considered region to calculate the mean. For each
clustering procedure, the bandwidth was estimated using the estimate_bandwidth function
provided in Scikit-learn. This function needs the input of a quantile to apply the KNN method.
The optimal quantile was chosen by evaluating the clustering performance for each gene (see
Section 2.5.2).

2.5.2 Clustering performance evaluation

The Davies-Bouldin index is an internal evaluation scheme of clustering results. It uses similarity
as a measure that compares the distance between clusters with the size of the clusters themselves.

Similarity is defined as a measure 𝑅𝑖 𝑗 that trades off:

• 𝑠𝑖 , the average distance between each point of the cluster and the centroid of that cluster
(cluster diameter).

• 𝑑𝑖 𝑗 , the distance between cluster centroids 𝑖 and 𝑗.

𝑅𝑖 𝑗 can be constructed to be non-negative and symmetric:

𝑅𝑖 𝑗 =
𝑠𝑖 + 𝑠 𝑗
𝑑𝑖 𝑗

(2.3)

Then the Davies-Bouldin index is defined as the average similarity between each cluster 𝐶𝑖
for 𝑖 = 1, ..., 𝑘 and its most similar one 𝐶 𝑗 .:

𝐷𝐵 =
1
𝑘

𝑘∑
𝑖=1

max
𝑖≠𝑗

𝑅𝑖 𝑗 (2.4)

A lower Davies-Bouldin index relates to a model with better separation between the clusters,
with zero being the lowest possible score [105].
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2.6 Organotropism Pairs of Tissues

An organotropism pair of tissues is composed of a cancer tissue and a tissue where that cancer
is likely to metastasize. To determine organotropism pairs, we used metastasis frequency data
from two sources.

2.6.1 Metastasis Frequency Datasets

The Human Cancer Metastasis Database (HCMDB) integrates expression data of cancer metas-
tasis from the Gene Expression Omnibus (GEO) and The Cancer Genome Atlas (TCGA) [106].
Data is grouped by experiments performed by the authors comparing the transcriptomes of
primary and metastasis tumours. Each entry has information (when available), about primary
and metastasis tumour sites. We used the first version of the database, available at HCMDB and
obtained on 2021/10/12 at 16:58:28. The current version of HCMDB comprises 29 cancer types
derived from more than 455 experiments.

The Autopsy Study dataset was assembled using the Data table for analysed cases from [107].
This study performs quantitative analyses of metastasis patterns using archival data from
postmortem tissue analysis. The final dataset comprises review data from 3827 autopsies that
included examination of all organ systems, performed between the years 1914 and 1943 on
patients from 5 US medical centres. None of these patients received chemotherapy or radiation
treatment. In total, 41 primary tumours and 30 metastatic sites were considered.

Correspondence between cancer/tissues names in the datasets and the tissue identifiers
created for GTEx and Consensus datasets was performed after computing the organotropism
pairs. This was done to avoid influencing statistics results by removing relevant frequency data.
Primary and metastasis sites to which no match was found were removed from the final datasets.
The correspondence between tissues and tissue IDs annotated with information justifying the
procedure is available in Supplementary tables B.2, B.3, B.4, and B.5.

2.6.2 Hypergeometric Test-based Organotropism Pairs

The hypergeometric discrete random variable with parameters 𝑁, 𝑛, 𝑀 counts the number of 𝑘
objects with a specific characteristic (successes) in a sample of size𝑁 chosen without replacement
from a population of 𝑀 objects, where 𝑛 is the number of objects with the specific characteristic
in the total population. The probability mass function is defined as

𝑝(𝑘, 𝑁, 𝑛, 𝑀) =

(
𝑛

𝑘

) (
𝑀 − 𝑛
𝑁 − 𝑘

)
(
𝑀

𝑁

) (2.5)

for 𝑘 ∈ [max(0, 𝑀 −𝑀 + 𝑛),min(𝑛, 𝑁)].
The hypergeometric test uses the hypergeometric distribution to measure the statistical

significance of a drawn sample. In a test for over-representation of successes in the sample,
the hypergeometric p-value is calculated as the probability of randomly drawing 𝑘 or more
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successes from the population in 𝑁 total draws [108]. The test was applied to the two metastasis
frequency datasets to find overrepresented pairs of tissues.

Correction for multiple testing was performed using the Benjamini-Hochberg procedure for
controlling the false discovery rate (FDR) [109]. This method corrects for type I errors in a set of
𝐻1 . . . 𝐻𝑚 null hypothesis tested with corresponding 𝑃1 . . . 𝑃𝑚 p-values. For a given 𝛼:

1. find the largest 𝑘 such that 𝑃(𝑘) ≤ 𝑘
𝑚𝛼

2. Reject the null hypothesis for all 𝐻(𝑖) for 𝑖 = 1, . . . , 𝑘

Pairs of tissues with a p-value < 0.05 after FDR correction were considered organotropism
pairs. Pairs were filtered with the tissue ID correspondence and organotropism pairs involving
the same tissue as cancer and metastasis site were removed. The final output is a table, where
each row represents a primary site and each column a metastasis site, filled with zeros and ones,
where ones represent organotropism pairs.

2.6.3 Controlled Comparison Algorithm

A control pair is a pair of tissues that was not classified as an organotropism pair using the
hypergeometric test, and which can be used to compare the distribution of PPI. The controlled
comparison algorithm was developed to choose control pairs, so that a tissue appears the same
number of times in control pairs as in organotropism pairs.

The algorithm takes as input the table of organotropism pairs generated in 2.6.2 and inserts
control pairs with the value of −1. That way, a simple cost function (𝑐 𝑓 ) was devised based
on the sums of row and column elements of the input table. The goal of the algorithm is to
minimize 𝑐 𝑓 to optimize the distribution of control pairs.

For a bidimensional array 𝐴𝑚×𝑛 (table of organotropism pairs), 𝑐 𝑓 is defined as

𝑐 𝑓 =

𝑚∑
𝑖=1

©­«
𝑛∑
𝑗=1

𝑎𝑖 𝑗
ª®¬

2

+
𝑛∑
𝑗=1

(
𝑚∑
𝑖=1

𝑎𝑖 𝑗

)2

, 𝑐 𝑓 ≥ 0 (2.6)

where 𝑎𝑖 𝑗 denotes the entry on the 𝑖th row and 𝑗th column of 𝐴. 𝑐 𝑓 = 0 corresponds to the ideal
proportion of pairs (# of organotropism pairs = # of control pairs).

The algorithm works by iterating the rows and assigning a probability of inserting a control
pair in each row entry. It tries, when possible, to always insert the exact number of control pairs
for the sum of elements in the row to be zero.

Let 𝑤𝑖 = (𝑤𝑖1 , 𝑤𝑖2 , . . . , 𝑤𝑖𝑛) be the weights vector of row 𝑖 and 𝑆 𝑗 =
∑𝑚
𝑖=1 𝑎𝑖 𝑗 the sum of the

elements of column 𝑗. The weight for entry 𝑎𝑖 𝑗 is determined as

𝑤𝑖 𝑗 =


|𝑆𝑗 |+𝑆𝑗

2 if 𝑎𝑖 𝑗 = 0

0 if 𝑎𝑖 𝑗 = 1
(2.7)

When
∑𝑛
𝑗=1 𝑤𝑖 𝑗 = 0 there are no ideal entries in row 𝑖 to insert control pairs and the path taken

will not lead to a global minimum. In this case, the algorithm recomputes the weights vector,
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with the weight for entry 𝑎𝑖 𝑗 determined as

𝑤𝑖 𝑗 =


1 if 𝑎𝑖 𝑗 = 0

0 if 𝑎𝑖 𝑗 = 1
(2.8)

The probability of assigning a control pair to entry 𝑎𝑖 𝑗 is

𝑝𝑖 𝑗 =
𝑤𝑖 𝑗∑𝑛
𝑗=1 𝑤𝑖 𝑗

(2.9)

where
∑𝑛
𝑗=1 𝑤𝑖 𝑗 is the sum of the elements of weights vector 𝑖. The entries to insert control pairs

in row 𝑖 are randomly chosen, taking into account the probabilities vector 𝑝𝑖 = (𝑝𝑖1 , 𝑝𝑖2 , . . . , 𝑝𝑖𝑛).
Control pairs with the same cancer and metastasis tissue are checked and removed when

they exist. After assigning all control pairs, the 𝑐 𝑓 is computed. The algorithm stops when
𝑐 𝑓 = 0 or if it reaches the maximum number of iterations. On each iteration loop, rows are
shuffled to increase the search space of possible combinations of control pairs.

2.7 Tissue-specific Intercellular PPI Networks

2.7.1 Intercellular Interactions Datasets

The OmniPath database combines data from more than 100 resources and contains protein-
protein and gene regulatory interactions, enzyme–post-translational modification (PTM) rela-
tionships, protein complexes, protein annotations and intercellular communication [110]. The
Python client for the OmniPath web service [111] was used to download the intercellular inter-
action network in table format. Each entry describes an interaction, including the source and
target proteins, and data about the direction, effect, type of interaction, cellular location of the
interacting proteins, sources, and references.

The complete network was processed using two filters. First, interacting proteins were
required to be present in one of three locations: secreted (extracellular), plasma membrane
(transmembrane), and plasma membrane (peripheral). Second, a literature curated network
was created by removing the records with no references. The non-curated network has more
interactions and proteins but has also more noise, i.e., interactions that might not happen in
physiological conditions. For example, it includes interactions only caught in high throughput
screenings. The two datasets were used in parallel to build the intercellular interactions networks.

The network includes interactions between a protein and a protein complex (composed of
two or more interacting proteins) or between two protein complexes. To simplify the analysis,
each complex was unfolded, i.e. separated into its components. Interactions were assigned
between each protein in a complex and each protein in the interaction partner, being it a single
protein or another unfolded complex.

2.7.2 Grouping Tissues by Tissue ID

The tissue IDs map different tissues/regions of the same organ, which means that the same
tissue ID might have different patterns of gene expression. This is not an issue in the controlled
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comparison, where tissues have the same proportion in the organotropism and control groups.
However, it can influence results, for example, when correlating the frequency of metastases
with the number of interactions in each tissue pair or when searching for metastasis-associated
intercellular interactions.

To circumvent this potential problem, we defined new datasets of gene expression using only
the tissue IDs and ditching GTEx and Consensus labels. Since PPI networks were constructed
using both presence/absence calls and the TPM values (weighted networks), the different
regions of the same organ were grouped using two criteria. For TPM values, the median of the
TPM distribution of all regions was used. For the datasets with the presence/absence calls, the
grouping was performed by majority voting: if the gene is present in the majority of the regions,
the gene is deemed to be expressed in the tissue. In case of a tie, the gene is considered as absent.

2.7.3 Network Construction

Networks of intercellular interactions can be represented as a bipartite graph 𝐺 = (𝑈,𝑉, 𝐸).
A bipartite graph can be divided into two disjoint and independent sets of nodes, U and V,
such that each edge (E) connects a node in U to one in V [112]. In intercellular PPI networks,
each set represents a cell, and each node a protein. The interactions in the whole graph, as
downloaded from OmniPath, have implicit directions, with source and target genes. That includes
bidirectional interactions, which can encompass physical interactions without an apparent
direction or with both directions, and those detected with methods that are not able to assign
a direction (Figure 2.3a). So, to take into account this possibly ambiguous information, two
different types of graphs were built: a simple undirected graph, where bidirectional interactions
are treated as a single interaction (Figure 2.3b); and a simple directed graph which can be
integrated in signalling pathways, where bidirectional interactions are removed (Figure 2.3c).
In both graphs, the interaction 𝐴𝑈 → 𝐵𝑉 is considered distinct from 𝐴𝑉 → 𝐵𝑈 , since the two
interacting nodes are present in both sets. In other words, despite representing the same protein,
𝐴𝑈 and 𝐴𝑉 are expressed in different cells. Thus, even when not considering the direction of
the interaction, the contribution from this single interaction to the communication between cells
is bigger than, for example, interaction 𝐶𝑈 → 𝐷𝑉 .

Tissues are comprised of different cells types, each with distinct patterns of gene expression.
Since bulk RNA-seq data is being used to build tissue-specific networks, it is not possible to
distinguish between different cell types. And so, instead of𝑈 and 𝑉 representing two cells, it is
more accurate to say that they represent generic cells in tissues𝑈 and 𝑉 , respectively. In other
words, they represent approximately all possible interactions a cell originating in tissue𝑈 can
establish with a cell in tissue 𝑉 .

To build each intercellular PPI network, two graphs are created: one that comprises interac-
tions that flow from a cell in tissue𝑈 to a cell in tissue𝑉 and another with the opposite direction.
The two graphs are merged, and the resulting graph is simplified—multiple edges and loops are
removed. For directed networks, interactions with multiple edges (bidirectional interactions)
are completely removed, as previously mentioned.

Two different approaches were used to build tissue-specific intercellular PPI networks. The
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Figure 2.3: Abstract representation of the different graph types used to represent intercellular
PPI networks. Circles represent nodes (proteins) present in two distinct sets (cells) 𝑈 and 𝑉 ,
with identifiers 𝐴 . . . 𝐺. Arrows and lines represent edges (interactions).

first approach uses the presence/absence calls previously computed to distinguish between
tissues. This means that each tissue has a distinct number of genes and so, networks will differ
in the number of interactions. The second approach creates weighted networks using directly
the expression value (TPM) of each gene. The weight of a gene in a certain tissue is defined as
the expression value normalized by the maximum expression value in all tissues. The weight of
an interaction is the product of the two gene weights. In these networks, all possible interactions
are present, and they differ in the sum of all interaction weights.

2.7.4 Jaccard Index

The Jaccard Similarity Index or Coefficient is a measure of similarity and diversity between
two finite sets. It is useful for binary data such as presence/absence sets. The Jaccard Index is
defined as the ratio of the size of the intersection with the size of the union of the two sets [113]:

𝐽(𝑈,𝑉) = |𝑈 ∩𝑉 ||𝑈 ∪𝑉 | =
|𝑈 ∩𝑉 |

|𝑈 | + |𝑉 | − |𝑈 ∩𝑉 | (2.10)

The Jaccard Index was applied to the intercellular PPI networks built using gene calls. For
this case, the two sets𝑈 and𝑉 represent tissues. |𝑈∩𝑉 | represents the number of interactions in
the network and |𝑈 ∪𝑉 | the total number of intercellular interactions that can be established by
cells from tissues𝑈 and 𝑉 . This measure gives an idea of the similarity/compatibility between
the two tissues, since it takes into account the potential of each tissue to form intercellular
interactions.

2.7.5 Z-score

The z-score or standard score measures the distance between an observation (𝑥) and the mean
(𝜇) in units of standard deviation (𝜎):
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z-score =
𝑥 − 𝜇
𝜎

(2.11)

Observations above the mean have positive z-scores, while those below the mean have
negative scores. z-scores were generated for each intercellular PPI network using the mean and
standard deviation from a distribution of random network values.

For networks built using gene presence/absence calls, random networks were created by
sampling intercellular genes from 3 different sets: source-only genes, target-only genes and
genes that can appear as both source and target in an intercellular interaction. The original
number of genes present in the tissue for each set was kept, and each gene has a probability
of being picked proportional to its expression value. Keeping the number of genes preserves
the tissue-specific signal of gene expression. z-scores were calculated using the number of
interactions in the network.

In the case of weighted networks, the interaction weights were randomized by shuffling
gene weights after constructing the network. That means the expression values used in the
randomized networks are the ones specific for the tissue, only they are assigned to different
genes. This preserves the tissue-specific signal of gene expression. z-scores were calculated
using the sum of interaction weights.

2.8 Selection of Intercellular PPI Interactions

2.8.1 Statistical Analysis

2.8.1.1 Fisher’s Exact Test and Odds Ratio

In an experiment with two random variables 𝑥 and 𝑦 with a binary response, the frequency
distribution of the variables can be represented by a 2 × 2 contingency table (Table 2.2). The
Fisher’s exact test is a commonly used test to analyse contingency tables. In this test, the
population distribution from which the observed table is taken is conditioned on the margins,
i.e. row and column totals are fixed. The null hypothesis is that the contingency table is from the
hypergeometric distribution with parameters (𝑀, 𝑛, 𝑁), making it identical to a hypergeometric
test (see Section 2.6.2) [114].

Table 2.2: Example of a contingency table for two random variables 𝑥 and 𝑦 with a binary
response. The marginal totals are defined with the parameters of a hypergeometric distribution
𝑝(𝑀, 𝑛, 𝑁).

𝑦 𝑦̄ total
𝑥 𝑎 𝑏 𝑛

𝑥̄ 𝑐 𝑑 𝑀 − 𝑛
total 𝑁 𝑀 − 𝑁 𝑀

The odds ratio (OR) is a measure of association between two binary variables. It expresses
the odds of an event occurring in one group relative to the odds of it occurring in another group.
The OR for variables 𝑥 and 𝑦 in the contingency table 2.2 is defined as
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𝑂𝑅 =
𝑎/𝑏
𝑐/𝑑

(2.12)

2.8.1.2 Mann-Whitney U Test

The Mann-Whitney U test (MWU) test is a non-parametric version of the t-test for independent
samples. Although it compares the distributions of two random variables, for identically shaped
distributions it can be seen as a test for comparing medians. The two-tailed formulation for the
null hypothesis is that the distributions of both groups are the same [115, 116]. The test statistic
(U statistic) for two samples 𝑥 and 𝑦 is defined as:

𝑈 = 𝑛𝑥𝑛𝑦 +
𝑛𝑥(𝑛𝑥 + 1)

2 −𝑊 (2.13)

where 𝑛𝑥 and 𝑛𝑦 are the number of observations from samples 𝑥 and 𝑦, respectively, and𝑊 is
the rank sum for sample 𝑥. The distribution of U values can be determined exactly by computing
its value for all possible permutations of the observations, numerically approximated by using
a large sample of the possible permutations. When the number of observations is large, the U
statistics converges to the normal distribution.

2.8.1.3 Spearman Rank Correlation Coefficient

The Spearman’s rank correlation coefficient (SRCC) is a non-parametric measure used to deter-
mine the strength and direction of the relationship between two variables, where the relationship
is monotonic, i.e., increases or decreases consistently, but not necessarily at a constant rate [117].
It is similar to the Pearson’s Correlation for ranked data. The SRCC for two ranked variables 𝑥
and 𝑦 is

𝑟𝑠 =
𝑆𝑥𝑦√
𝑆𝑥𝑥𝑆𝑦𝑦

(2.14)

where 𝑆𝑥𝑦 is the covariance of the rank variables and 𝑆𝑥𝑥 and 𝑆𝑦𝑦 are the variances of the rank
variables 𝑥 and 𝑦, respectively.

The coefficient ranges from -1 to 1, where -1 indicates a perfect negative correlation, 1
indicates a perfect positive correlation, and 0 indicates no correlation. The SRCC can be used to
test the hypothesis that there is no association between the two samples. The p-value indicates
the probability that 𝑟𝑠 assumes a large absolute value solely due to chance.

2.8.1.4 Kolmogorov-Smirnov Test

The Kolmogorov-Smirnov test (KS) test is a non-parametric test of the equality of continuous,
one-dimensional probability distributions. It can be used as a goodness-of-fit test to determine
if a sample was drawn from a reference probability distribution (one-sample KS), or used to
determine whether two samples were drawn from the same distribution (two-sample KS) [118].
Consider two independent random samples: 𝑋1 , 𝑋2 , . . . , 𝑋𝑛 , and𝑌1 , 𝑌2 , . . . , 𝑌𝑚 , with sizes 𝑛 and
𝑚, respectively. The KS statistic (𝑇𝑛,𝑚) for the two-sample test is the largest distance between the
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empirical distribution functions of the first and second samples, 𝐻1(𝑥) and 𝐻2(𝑥) respectively,
across all values of 𝑥:

𝑇𝑛,𝑚 = sup
𝑥

|𝐻1,𝑛 (𝑥) − 𝐻2,𝑚 (𝑥) | (2.15)

where sup is the supremum function.

2.8.1.5 Shannon Entropy

The Shannon entropy is a measure of the uncertainty or randomness in a set of data. It quantifies
the amount of information required to identify an element in the set. In biology, the Shannon
entropy is also called the Shannon diversity index and is used to quantify species diversity. The
information content (or surprise) of an event 𝑥𝑖 is a function which increases as the probability
𝑝(𝑥𝑖) of an event decreases [119]. This relationship is described by the function

ℎ(𝑥𝑖) = −𝑙𝑜𝑔2𝑝(𝑥𝑖) (2.16)

The entropy of the ensemble 𝑋 is defined to be the Shannon information content of

𝐻(𝑋) =
𝑛∑
𝑖=1

𝑝(𝑥𝑖)ℎ(𝑥𝑖) (2.17)

where 𝑛 is the number of events in 𝑋.
The Shannon entropy was applied to assess the diversity of tissues in intercellular interactions.

Two populations of tissues were defined for each interaction: a cancer tissue population and a
metastasis tissue population. 𝑝(𝑥𝑖) is the probability of choosing the 𝑖th tissue from population
𝑋. Thus, 𝐻(𝑋) quantifies the uncertainty in predicting the identity of a randomly chosen tissue.
The larger the uncertainty, the more diverse is the population.

2.8.2 Interaction Selection Workflow

Interactions that might be associated with metastasis formation and organotropism were found
by establishing a relationship between the intercellular networks where the interaction is
present (or the weight of the interaction in the network) and the frequency of metastasis (or
label –organotropism/control) of that pair of tissues. Distinct statistical methods were used,
depending on the combination of network type/metastasis data:

1. Networks built using gene presence/absence calls with organotropism pairs of tissues:
Both datasets consist of variables with a binary response. The Fisher’s Exact test was used
to find out if an interaction appears more or less frequently in organotropism than in
control pairs. The log(OR)was computed to find the sign of the association between the
interaction and metastasis formation.

2. Networks built using gene presence/absence calls with metastasis frequency: The MWU
test was used to test if the group of networks where an interaction is present had a higher or
lower distribution of metastasis frequency than the group where the interaction is absent.
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The difference between the U statistic of the two groups was used to find the sign of the
association between the interaction and metastasis formation.

3. Weighted networks with organotropism pairs of tissues: The MWU was used to find if
the pairs of organotropism had a larger or smaller distribution of the sums of interaction
weights than the control pairs group. The difference between the U statistic of the two
groups was used to find the sign of the association between the interaction and metastasis
formation.

4. Weighted networks with metastasis frequency: SRCC was used to determine if an
interaction has statistically significant positive or negative correlation with metastasis
formation. The sign of the interaction corresponds to the sign of the correlation.

Interactions were searched in both GTEx and Consensus datasets of gene expression (with
grouped tissues) and in HCMDB and Autopsy Study datasets of metastasis frequency. Only the
undirected intercellular interactions graph was used. After computing the tests for all conditions,
results were subjected to FDR correction (see Section 2.6.2) andstatistically significant interactions
were aggregated in one dataset. An interaction sign was computed for each condition. A positive
sign means that the interaction contributes to metastasis formation (is a driver of metastasis)
and negative signals that the interaction hinders metastasis formation.

Next, the tissue specificity of each interaction was evaluated. Ideally, a metastasis-associated
intercellular interaction can be established between cells from many distinct tissues. Interac-
tions specific to one or few tissues can also be associated with metastasis formation, but their
relevance might be masked by other factors specific to that or those few tissues that also drive
organotropism, such as organ accessibility, vascularization and anatomic location. Two methods
were used to assess the tissue specificity/diversity of an interaction:

• Shannon entropy: A low entropy indicates that the interaction is established between
cells from few distinct tissues. Two distinct Shannon entropies were calculated for each
interaction: one to assess cancer tissue diversity and the other for metastasis tissues. Only
interactions where both entropies are > 0 were selected.

• Interaction tau: the tau (𝜏) of an interaction between genes 𝐴 and 𝐵 is defined as
max(𝜏(𝐴), 𝜏(𝐵)). Only interactions with a 𝜏 < 0.9 were selected.

Finally, two further filters were imposed: interactions with a low correlation (−0.25 ≤ 𝑟𝑠 ≤
0.25) were dropped and interactions were required to be statistically significant in both datasets
of gene expression (GTEx and Consensus).

2.9 Intracellular PPI Network

2.9.1 Intracellular Interactions Datasets

The Python client for the OmniPath web service was used to download retrieve intracellular
interactions from two datasets: signalling interactions from Omnipath and transcription factor
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(TF)—target gene interactions from the DoRothEA database. DoRothEA curates and assigns
a confidence level to each regulon (collection of a TF and its targets) based on the available
supporting evidence, ranging from A (highest confidence) to E (lowest confidence). Evidence
includes literature-curated resources, chromatin immunoprecipitation sequencing (ChIP-seq)
experimental data, computational prediction of TF binding motifs, and inference from gene
expression data (GTEx) [120]. We choose confidence levels A to D to build the intracellular
network, leaving out interactions that are only supported by computational predictions (level
E). The interaction data was retrieved in table format, where each entry describes an interaction,
including the source and target proteins, and data about the direction, effect, type of interaction,
sources, and references.

The network includes interactions involving protein complexes composed of two or more
interacting proteins. To simplify the analysis, each complex was unfolded as described in the
intercellular PPI network methods (see Methods 2.7.1). Finally, the network was filtered using
the GTEx and Consensus datasets, keeping only genes present on, at least, one of the datasets.

2.9.2 Random Walks with Restart (RWR)

A random walk is a process that describes a path consisting of a succession of random steps
on some mathematical space. When applied to a graph, a random walk describes the path
taken by a “walker” that moves from one node to a neighbouring node with a probability that
is proportional to the weight of the connecting edge (in unweighted graphs, all edges have the
same weight) [74]. RWR is a random-walk-based propagation process used to identify nodes
that are closest to some node of interest (starting node). In the RWR implementation, the walker
has a probability of returning to the starting node at each step of the walk [70].

Let 𝐺 = (𝑁, 𝐸) be a directed graph representing a PPI network, where 𝑁 is the set of nodes
(proteins), and 𝐸 is the set of edges (interactions). 𝐺 can be represented as an adjacency matrix
𝐴 = 𝑎𝑖 , 𝑗 , where 𝑎𝑖 , 𝑗 = 1 when there is an edge 𝑒𝑖 𝑗 between node 𝑛𝑖 and 𝑛 𝑗 , and 𝑎𝑖 , 𝑗 = 0 otherwise.
A RWR over 𝐺 is a process that starts from node 𝑛𝑖 , and at each time step 𝑡 moves to one
randomly selected neighbour of the current node 𝑛 𝑗 , with a probability 𝛼 of restarting at every
time step:

𝐹𝑡+1 = (1 − 𝛼)𝑊𝐹𝑡 + 𝛼𝐹0 (2.18)

where 𝑊 = 𝐴𝐷−1 and 𝐷 is the diagonal degree matrix of 𝐴. 𝐹𝑡 is a vector in which the i𝑡ℎ
element holds the probability of being at node 𝑖 at time step 𝑡 and 𝐹0 is the initial probabilities
vector. The steady state probability vector 𝐹∞ gives a measure of proximity of each node to the
starting node 𝑛𝑖 [70, 121].

The RWR algorithm was applied to the intracellular network to simulate the propagation
of a signal inside a cell. Two distinct signals were considered: a signal that reflects incoming
communication from neighbouring cells, starting in intercellular receptors (target proteins); and
a signal that simulates outgoing communication, ending in emitters/ligands (source proteins).
A RWR was performed for each intercellular protein (query protein) with a restart probability
of 0.25. To simulate the signal that ends in a source protein, the direction of the edges in the
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intracellular graph was reversed. In practice, this means that the outgoing edges of a node
become its incoming edges. That way, the random walk can start in the source protein and
trace a path backwards that ends in the protein that potentially initiated the outgoing signal.
The result is a vector for each intercellular protein, containing the probability of visiting each
intracellular protein.

2.9.3 Permutation Test

A permutation test is a non-parametric test in which the null distribution of a test statistic is
estimated by randomly permuting the group labels of the observations. Permutation tests can be
exact tests if samples are small and allow the computation of every possible permutation, but for
large sample sizes the null distribution is estimated by Monte Carlo sampling (pseudo-random
sampling). Permutation tests assume that the observations are independent and identically
distributed under the null hypothesis [122].

Permutation tests were performed to find the proteins in the intracellular network closer to
the intercellular proteins that establish metastasis-associated interactions. For each intracellular
protein, the probabilities vectorof the RWR was divided into two main groups: RWR probabilities
of walks starting in proteins that appear in interactions with a positive association with metastasis
𝐴, and RWR probabilities of walks starting in proteins absent from metastasis-associated
interactions 𝐵. Let 𝑋𝐴 and 𝑋𝐵 be two random variables for each individual from the two groups
𝐴 and 𝐵. The null hypothesis is that all observations are sampled from the same underlying
distribution and that they have been assigned to one of the samples at random. First, the observed
value of the test statistic is computed for each intracellular protein and for each subgroup of
metastasis-associated proteins:

𝑇𝑜𝑏𝑠 = 𝑥̄𝐴 − 𝑥̄𝐵 (2.19)

where 𝑥̄𝐴, 𝑥̄𝐵 are the sample means of 𝐴 and 𝐵, respectively. A higher value of 𝑇𝑜𝑏𝑠 means
that this intracellular node is more likely to be visited in random walks starting in intercellular
proteins with a positive association with metastasis than walks starting in other intercellular
proteins. Next, the observations of groups 𝐴 and 𝐵 are pooled, and the difference in sample
means is calculated and recorded for every permutation of the group labels 𝐴 and 𝐵, keeping
constant the group sample size. The one-sided p-value of the test is calculated as the proportion
of sampled permutations where the difference in means is greater than 𝑇𝑜𝑏𝑠 .

The intracellular network includes intercellular gene, some of which might have significant
RWR probabilities. Thus, all intercellular genes were removed before submitting the results to
FDR correction (see Section 2.6.2). Intracellular proteins were considered as close to intercellular
interactions associated with metastasis if they are statistically significant (FDR < 0.05) and if
their 𝑇𝑜𝑏𝑠 is an outlier in the distribution of 𝑇𝑜𝑏𝑠 values using the Tuckey’s Fences method (see
Methods 2.4). This filter is imposed to ensure that only proteins with larger RWR probabilities
are chosen as being associated with metastasis development.
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3

Results

3.1 Calls of Presence/Absence of Gene Expression

Proteins are usually considered the main effectors of phenotype in cells, responsible for perform-
ing essential catalytic, structural, signalling functions, among others. Protein levels in a cell are
regulated not only by mRNA abundance (transcription rate) but also by mRNA transport and
stability, translation rates and protein stability (turnover rates). Nevertheless, mRNA levels are
still a good approximation to characterize tissue-specific signatures in gene expression, and can
account for more than 50% of protein level variability [123, 124]. As the first step in constructing
our tissue-specific PPI networks, we used tissue-specific RNA-seq data to determine where each
gene is expressed. First, we determined the tissue-specificity of each gene, and defined specificity
thresholds to group genes. Second, we devised two strategies to perform presence/absence
calls for each gene, taking into account the different levels of tissue-specificity.

3.1.1 The Tissue-Specificity of Genes

The pattern of gene expression varies significantly across human tissues. It is common to classify
genes in two major categories, based on their patterns of expression: housekeeping and tissue-
specific genes. Housekeeping genes are required for maintenance of basal cellular functions,
and thus are present in all cells, regardless of tissue and cell type [125]. Tissue-specific genes are
only expressed in one tissue and are usually associated with specific cell and tissue phenotypes
and functions [92]. However, many genes may have a midrange expression profile that does
not fit any of the above-mentioned groups. This third group contains genes highly expressed
in a subset of tissues, with a much lower level in the remaining tissues [91]. Furthermore, as
high-throughput methods with improved sensitivity to measure gene expression emerge, genes
thought to be specific to one tissue might be found to be present in other tissues. In fact, most
genes have some background expression in all tissues [126].

We used the Tau Tissue Specificity Index to characterize the patterns of gene expression across
GTEx and Consensus dataset tissues (see Section 2.3). The tau index (𝜏) was found to perform
better than other methods, such as the Gini coefficient and simple expression thresholds [127]. 𝜏
values vary between 0 and 1. Genes with 𝜏 = 0 are expressed in all tissues, with approximately
the same expression level. Genes with 𝜏 = 1 are only expressed in one tissue. We evaluated the
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𝜏 distribution of lists of housekeeping and tissue-specific genes [92] (see Methods 2.3) and set
three tissue-specificity groups:

• 𝜏 ≤ 0.4: includes most housekeeping genes (Figure 3.1a). These genes are expected to be
present in all tissues.

• 𝜏 ≥ 0.9: set to include the main peak of tissue-specific genes (Figure 3.1b). These genes are
expected to be present in only one tissue.

• 0.4 < 𝜏 < 0.9: intermediate 𝜏 levels. Genes in this group feature a broad range of
presence/absence patterns.
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Figure 3.1: KDE plot of the distribution of tau values in (a) housekeeping and (b) tissue-specific
genes.

The 𝜏 index is a good way to characterize tissue-specificity but does not allow us to assign
presence/absence calls, unless we consider only genes very close to the endpoints of the 𝜏

interval. That means we expect that not all genes in the housekeeping group are expressed in
all tissues, and that some genes in the tissue-specific group are expressed in more than one
tissue. Thus, we applied two distinct methods to perform the present/absent calls: an outlier
detection method on the housekeeping and tissue-specific groups, and clustering analysis for
the intermediate 𝜏 group. We also set two expression cut-offs as a fail-safe for these methods.
Expression values above 5 TPM (log2(TPM+1) ≈ 2.6) always mean that the gene is expressed,
and values below 1 TPM (log2(TPM+1) = 1) signal that a gene is not present in a tissue. These
thresholds are used to ensure that large values of expression are never discarded, and that
values close to background noise are not considered.

3.1.2 Presence/Absence Calls using Outlier Detection

To perform calls of gene expression, we applied a genewise method for outlier detection based
on the Tukey’s Fences (see Section 2.4). A call is decided as follows:
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• 𝜏 ≤ 0.4: only lower outliers are considered. If the expression in a tissue is lower than the
lower fence, the gene is considered as not expressed in that tissue.

• 𝜏 ≥ 0.9: only upper outliers are considered. If the expression in a tissue is higher than the
upper fence, the gene is considered as present in that tissue.

The results of the outlier expression show that, as 𝜏 increases, the number of tissues where a
gene is present drops (Figure 3.2). This is consistent with the expected behaviour of 𝜏, which is
directly proportional to the tissue-specificity of the gene, and suggests that the outlier detection
is performing as expected. The correlation is stronger on the group 𝜏 ≥ 0.9 with a SRCC below
−0.65 and significantly different from 0 (p-value ≈ 0) for both GTEx and Consensus datasets (see
Methods 2.8.1.3). The correlation is smaller for 𝜏 ≤ 0.4, −0.33 for GTEx and −0.37 for Consensus,
but still significant (p-value ≈ 0).
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Figure 3.2: Presence/absence calls using the outlier detection method. Relationship between
the number of tissues where each gene is expressed and its 𝜏. Upper row: results for 𝜏 ≥ 0.9 in
(a) GTEx and (b) Consensus. Lower row: results for 𝜏 ≤ 0.4 in (a) GTEx and (b) Consensus.
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3.1.3 Presence/Absence Calls with Clustering Analysis

The 0.4 < 𝜏 < 0.9 set includes genes with widely disparate distributions of gene expression. At
these values of 𝜏, we expect to find genes expressed in a subgroup of tissues that is smaller the
larger is 𝜏. We used clustering analysis (see Methods 2.5.1) to perform presence/absence calls
for each genes in the group. The Mean Shift algorithm finds clusters of points by defining high
density regions in the expression dataset (Figure 3.3). We determine that a gene is not present
in a tissue if the corresponding expression value belongs to the cluster with the lowest value
(represented by the blue circles in Figure 3.3).
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Figure 3.3: Presence/absence calls using the clustering analysis method. Example for a selected
group of genes in (a) GTEx and (b) Consensus datasets. Each colour/marker represents a cluster.

Results from the clustering analysis show an expected inverse relationship between the 𝜏

and the number of tissues where a gene is expressed (Figure 3.4). The correlation is stronger
than what was observed in the gene calls using the outlier detection, with a SRCC of −0.78 for
GTEx and −0.81 for Consensus (p-value ≈ 0).

The way we split the distribution of 𝜏 values does not ensure we are using the ideal
separation to perform the calls, since we are applying different methods to each group. To test
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Figure 3.4: Presence/absence calls using clustering analysis method. Relationship between the
number of tissues where each gene is expressed and its 𝜏 in (a) GTEx and (b) Consensus datasets.

this assumption, we varied each 𝜏 threshold by ±0.5 and reapplied each method. For genes
previously called by outlier detection, using clustering does not significantly change the number
of tissues per gene. The difference is larger when we apply the outlier detection method for
genes previously called by clustering, with most genes being called present in less tissues. This
seems to imply that the outlier detection method is more sensitive and best suited for genes
with more extreme values of 𝜏.
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3.2 Organotropism Pairs of Tissues

The primary objective of this work is to identify potentialdeterminants oforganotropic metastases
by using intercellular PPI networks to characterize the communication between a metastasis
seed cell and cells in the metastatic site. This includes comparing intercellular PPI networks
in order to identify relevant differences in cell-cell communication. Therefore, we defined
the concept of organotropism pairs of tissues. An organotropism pair of tissues is composed
of a primary tumour tissue and a tissue where that tumour is likely to develop metastases.
We applied the Hypergeometric Test to find pairs of tissues with enriched frequency in two
metastasis datasets: HCMDB and Autopsy Study (see Methods 2.6.2). The differences seen in
the number of organotropism pairs between conditions (Figure 3.5) are mainly due to the size
and available tissues in the datasets. The Autopsy Study has more primary tumour sites, and
the Consensus dataset has a greater variety of tissues. Thus, the combination of the two data
sources originates more organotropism pairs.

Distinct tissues have distinct patterns of gene expression across cell types, which directly
influences the numberof membrane receptors, adhesion and secreted proteins each cell expresses.
As a consequence, we reason that cancer cells from distinct tissues have different interaction-
establishing potentials, which can impact their ability to colonize other tissues. Also, other
factors such as blood flow patterns and organ accessibility influence metastatic patterns. These
factors have to be taken into account when comparing the intercellular PPI networks between
organotropism pairs and the remaining pairs. One way of correcting for this issue, is for us to
have each tissue appearing exactly the same amount of times in the organotropism pairs and in
the remaining pairs, which we will call our control pairs.

We developed an algorithm that adds control pairs by taking into account the proportion
# of organotropism pairs

# of control pairs (see Methods 2.6.3). The algorithm is heuristic, so it may not find the
global minimum, and the ideal proportion might not be a possible solution for every input
table of organotropism pairs. Also, there may exist more than one global minima, with
different combinations of control pairs and, consequently, different distributions of intercellular
interactions. In order to avoid a possible bias in the comparison, we computed 1000 sets of
control pairs for each condition (dataset of metastasis frequency + dataset of gene expression).

Searching for pairs of tissues with enriched frequency is not a common approach used to
describe and study the organotropism phenomena. Metastatic patterns are usually described in
the clinic and in epidemiological studies. In these settings, organotropic metastasis sites usually
refer to the most commonly observed secondary tumour sites. To find out if the organotropism
pairs we obtained using the hypergeometric test are in accordance with what is referenced in
clinical practice, we defined two new sets of organotropism pairs. First, we applied the outlier
detection method (see Methods 2.4) to the two datasets of metastasis frequency to find the most
frequent metastasis sites for each primary tumour site. Second, we performed a literature search
and curation of studies that describe metastasis incidences (Supplementary Table B.6).

When comparing the hypergeometric test-based organotropism pairs with the results of the
literature curation, we see a significantly better agreement with the HCMDB dataset (Table 3.1).
As previously mentioned, the Autopsy Study dataset is larger and has more tissues, with many
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Figure 3.5: Hypergeometric test-based organotropism pairs. Number of organotropism pairs
per dataset combination.

of them being uncommon primary and secondary sites. For example, in this dataset, some
cancers have a high incidence of metastases to the heart, which is an extremely rare site of
metastasis. The Autopsy Study uses data gathered until the year 1943, a period before the
development of modern cancer treatments, such as radiation therapy and chemotherapy. This
means that, at the time, cancer spread was unimpeded, so it could potentially form metastases
in what are considered uncommon locations.

The hypergeometric test may be determining pairs as significant which are enriched but have
a very low frequency. This suspicion is confirmed when we do the intersection between outlier
detection-based and hypergeometric test-based pairs. We see that close to 90% of organotropism
pairs defined using the hypergeometric test in the HCMDB dataset are also pairs with a large
metastasis frequency (Supplementary Table B.7). On the contrary, this percentage does not
reach 50% with the Autopsy Study dataset.

Table 3.1: Intersection between organotropism pairs determined using the hypergeometric
test and literature curation. The Ratio represents the percentage of hypergeometric test-based
organotropism pairs which are also found in the literature.

Jaccard Ratio (%)
Metastasis Dataset Tissue Dataset

HCMDB GTEx 0.23 73.3
Consensus 0.20 75.0

Autopsy Study GTEx 0.14 36.4
Consensus 0.14 42.4
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3.3 Analysis of Intercellular PPI Networks

Cell-cell communication is of paramount importance for the development of metastasis. When
arresting at a novel and adverse environment, the chance of survival of CTC is dictated by how
they can successfully respond to, hĳack, send or ignore signals from neighbouring cells, avoid
immune response, remaining undetected and staying dormant until conditions are ideal to
proliferate. Our hypothesis is that, in tissues where a cancer is more likely to metastasize, cancer
cells establish a distinct pattern of intercellular communication. For detecting this difference,
we used intercellular PPI networks to measure the level of communication between cells from
different tissues of origin and establish a link with the emergence of organ-specific metastasis.

We built tissue-specific intercellular PPI networks for each pair of tissues in GTEx and
Consensus datasets, using both gene presence/absence calls and gene expression value (see
Methods 2.7). In the first case, where networks are unweighted, an intercellular interaction is
established if both genes involved are present in the pair of tissues. In the second case, where
network are weighted, every interaction has a weight computed from the expression values
of the genes involved. Since we are using bulk RNA-seq to define patterns of expression, the
networks are a representation of the possible cell-cell interactions that might be established
between cells from the two tissues. The level of intercellular communication was assessed
using the number of interactions and the jaccard index in unweighted networks, and the sum of
interaction weights in weighted networks.

3.3.1 Cancer-Wise Analysis of Metastatic Patterns

We started by using intercellular PPI networks to find a connection between the level of cell-cell
communication and the metastatic patterns of each cancer. Since organotropism is directly
related to the frequency of metastasis, our hypothesis is that cells from pairs of tissues with
higher frequencies of metastasis establish a significantly different number of interactions (or
interaction weights) than pairs unlikely to form metastasis. Intercellular interactions may both
hinder or improve the chances of survival and proliferation of a metastasizing cell. Therefore, it
is not possible to assume if high frequency pairs will have a higher or lower level of intercellular
communication.

Each tissue has a distinct pattern of gene expression, which makes cells from these tissues
more likely to establish a larger number of interactions or interactions with more weight. To
correct for this issue, for each network statistic, we computed a z-score from a distribution
of random network values (see Methods 2.7.5). When plotting the results of the undirected
intercellular networks built using gene calls, there seems to be no clear relationship between the
z-score and the frequency of metastasis for all cancers in each studied condition (Figure 3.6). This
stands for networks constructed using only curated interactions (Supplementary Figure A.2) and
for directed networks, where there are no visible differences between the two possible directions
(Supplementary Figure A.3 and A.4). The same absence of pattern exists for weighted networks
(Supplementary Figures A.5, A.6, and A.7).

Computing the SRCC confirms the apparent lack of relationship between the frequency
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Figure 3.6: Cancer-wise analysis of metastatic patterns for undirected networks built with gene
expression calls. Relationship between the z-score and the frequency of metastasis in log scale.
Each data point represents an intercellular PPI networks (cancer–metastasis tissue pair).

of metastasis and the intercellular interaction z-score (Supplementary Tables B.9-B.12). Some
conditions with distinct datasets show a positive correlation, whereas others show a negative
correlation. But the correlations are weak in all conditions and, most of the time, statistically
non-significant (p-value > 0.05). When computing the correlation coefficient for each cancer
separately, we finda higherprevalence ofnegative correlations, butonly a smallpart is statistically
significant. Since the results lack statistical significance and consistency between the conditions,
we cannot infer any kind of relationship between the intercellular communication (measured
by the z-score) and the pattern of metastasis.

3.3.2 Controlled Comparison of Intercellular Networks

Besides the pattern of gene expression particular to each tissue, metastasis formation is also
conditioned by factors such as blood circulation pattern, organ accessibility or anatomical
location, which are not taken into account when using the interaction z-score. Thus, we
must account for these physical factors when studying the intrinsic compatibilities between
metastasizing cells and welcoming tissues, which can be attributed to cell-cell communication.
We used the organotropism and control pairs of tissues defined in Section 3.2 to compare and
find differences in intercellular communication between the two groups. By requiring that
tissues appear the same number of times in both groups, we take into account the physical
factors that might influence the sites of metastasis formation, i.e., features besides the network
statistic used to measure intercellular communication are cancelled out.

Organotropism pairs seem to establish a larger number of intercellular interactions compared
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to control pairs in networks using both all or only literature curated intercellular interactions
(Figure 3.7 and Supplementary Figure A.8). This tendency is also present when using the
jaccard index to compare groups (Supplementary Figure A.9) and in directed networks, where
there seems to be no significant differences in the number of interactions in each direction
(Supplementary Figures A.10 and A.11). For weighted networks, we observe a similar pattern,
with organotropism pairs having a consistently larger sum of weights than the control group
(Supplementary Figures A.12, A.13).
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Figure 3.7: Controlled comparison between organotropism pairs and control pairs for undi-
rected networks built with gene expression calls. (a) Example with three randomly selected
distributions of control pairs; (b) Comparison with all generated controls. Each data point rep-
resents an intercellular PPI networks (cancer–metastasis tissue pair). Cell-cell communication
evaluated using the number of interactions.
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Across all conditions, the difference between groups appear to be more pronounced in
the HCMDB dataset. To find out if this difference is statistically significant, we perform a
simple permutation-based statistical test. We counted the frequency of occurrences where
a randomly-chosen control group has a median above the organotropism group to compute
a p-value for each condition. The difference between organotropism and control groups in
the HCMDB dataset is always statistically significant (p-value ≤ 0.05) across all conditions in
both presence/absence calls and weighted networks (Supplementary Tables B.13-B.16). On the
contrary, the difference between groups in the Autopsy Study is statistically significant in only 4
of the 36 tested conditions (all with weighted networks using Consensus/Curated/Undirected,
GTEx/All/C→M, Consensus/All/M→ C and Consensus/Curated/M→ C interactions).

3.4 Metastasis-associated Intercellular Interactions

Our previous analysis suggests that, after taking into account other factors at play in metastasis
development, cells from organotropism pairs of tissues tend to establish a larger number of
intercellular interactions than cells from control pairs. Our interest now shifts to understanding
which intercellular interactions may have a role in the metastatic process, and possible uncover
proteins that might be suitable targets to prevent the development of metastasis tumours. We
detected metastasis-associated interactions by determining a link between the presence/absence
of each interaction in intercellular networks (or the weight of the interaction in each network) and
the frequency of metastasis (or organotropism/control pair label) of each network pair of tissues
(see Methods 2.8). We recorded the occurrences where the relation was deemed statistically
significant, and the corresponding signal of the association. A positive signal indicates that
the interaction contributes to metastasis formation, whereas a negative signal suggests the
interaction may have a preventive role in tumour development.

In overall, we found 1095 metastasis-associated interactions with 607 unique genes. 881
interactions were positively associated with metastasis. Within those results, 528 interactions
are present in the curated graph (363 positive associations), which corresponds to 453 unique
genes. In the Table 3.2, we include the most significant interactions found in the different tests.
We found some interactions that are only established between proteins in the same cell (not true
cell-cell interactions) and decided to exclude them from the table. The table with all detected
interactions is available at metastasis-associated intercellular interactions.

To exemplify how the method works, we show the results for the curated interaction be-
tween the 𝛽2 microglobulin (B2M gene) protein and the antigen CD94 (KLRD1 gene). The 𝛽2

microglobulin is a component of the class I major histocompatibility complex (MHC), expressed
in almost all tissues and cell types [128]. CD94 is a NK cell receptor, involved in self–nonself
discrimination. Upon recognition of the MHC class Ib molecule HLA-E, CD94 can act as an
inhibitor of NK cell activity (CD94–NKG2A receptor complex) or as an activating receptor of
NK cell-mediated cell lysis (CD94–NKG2C receptor complex) [129]. We found a statistically
significant and positive relation of this interaction with metastasis development in three of
the four combinations of network type/metastasis data: presence/absence calls networks with
organotropism pairs (fisher’s exact test, FDR = 4.79 × 10−2, Figure 3.8a), presence/absence calls
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Table 3.2: Top intercellular interactions associated with metastasis ordered by test statistic.
median diff: difference of medians for between the two groups. Signal refers to how the
interaction affects metastasis development. (+): promotes metastasis formation. (-): prevents
metastasis formation.

Value Statistic Test Signal FDR
Source Target

B2M KLRD1 5.613 OR fisher’s exact + 4.79e-02
IFNG IFNGR1 5.613 OR fisher’s exact + 4.79e-02
IFNG IFNGR2 5.613 OR fisher’s exact + 4.79e-02
CSPG4 ITGA2 0.198 OR fisher’s exact - 4.79e-02
CD33 SIGLEC10 2.000 median diff MWU + 3.56e-11
CCL4 CCR5 3.000 median diff MWU + 3.20e-11
ORM1 CCR5 2.000 median diff MWU + 7.17e-10
TNF VSIR 2.000 median diff MWU + 1.38e-09
TNF FLT4 2.000 median diff MWU + 1.38e-09
IFNG IFNGR2 0.353 SRCC SRCC + 1.01e-08
MXRA5 SIGLEC7 0.344 SRCC SRCC + 1.79e-08
IFNG IFNGR1 0.342 SRCC SRCC + 2.12e-08
HLA-B KLRD1 0.324 SRCC SRCC + 1.23e-07
HLA-E KLRD1 0.323 SRCC SRCC + 1.27e-07

networks with metastasis frequency (MWU test, FDR = 3.46 × 10−6, Figure 3.8b), and weighted
networks with metastasis frequency (SRCC test, FDR = 9.6 × 10−11, Figure 3.8c).

We used Biopython package [130] to access the PubMed application programming interface
(API) [93] and search for titles and abstracts containing the following query: “(Gene) AND
(metastasis OR invasion)”, where Gene represents the gene name of the protein of interest. To
correct for genes that might be overrepresented in research, we also searched for publications
that simply mention each gene. Then, we computed the ratio between the number of PubMed
IDs matching the query with the association to metastasis or invasion, and the total number
of PubMed IDs retrieved for each gene. Both searches were limited to 1000 references per
gene. Proteins participating in metastasis-associated intercellular interactions seem to appear
in more publications containing the queried term than non-associated proteins (Figure 3.9a and
Supplementary Figure A.14a). The distribution of the two groups is statistically different at a
significance level of 0.05 (KS test, p-value < 7.5×10−7), both when using all intercellular proteins
or only proteins from curated interactions (see Methods 2.8.1.4). These results suggest that the
group of proteins participating in metastasis-associated interactions is enriched in proteins with
a known association with invasion/metastasis.

DisGeNET (v7.0) is a resource aiming to provide genotype-phenotype relationships. It
integrates data from diverse sources, including literature text mining, genome-wide associa-
tion studies (GWAS), and curated repositories, into a dataset of gene associations to human
diseases [131]. Gene-disease associations are ranked by a score that takes into account the
number and type of sources, and the number of publications supporting the association. Using
DisGeNET SQLite database, we added up the scores of all associations each gene that codes for
proteins establishing intercellular interactions has with different neoplasmic diseases (Neoplasm
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Figure 3.8: Method to associate intercellular interactions with metastasis and organotropism.
Example for the B2M-KLRD1 interaction. (a) Networks built with gene expression calls (Consen-
sus) vs organotropism pairs (HCMDB)–evaluated with the Fisher’s exact test. Numbers inside
the bars correspond to the size (number of pairs) in each group. (b) Networks built with gene
expression calls (Consensus) vs frequency of metastasis (Autopsy Study)–evaluated with the
MWU. (c) Networks built with gene weights (Consensus) vs frequency of metastasis (Autopsy
Study)–evaluated with SRCC and illustrated with an ordinary least squares regression line.
present: pairs which establish the interaction. absent: pairs which without the interaction.
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disease class name). We found that the group of genes from metastasis-associated interactions
has a larger sum of association scores than genes with no association (Figure 3.9b and Sup-
plementary Figure A.14b). The distribution of the two groups is statistically different (KS test,
p-value < 5.9 × 10−10) both when using genes from the complete intercellular network or only
genes from curated interactions.
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Figure 3.9: Prior known connections with cancer or metastasis in genes that participate in curated
metastasis-associated interactions. (a) PubMed search for titles and abstracts containing the
query: “(Gene) AND (metastasis OR invasion)”. Distribution of the ratio between of the number
of PubMed IDs matching the queried term and the total number of PubMed IDs that mention
each gene. (b) DisGeNET association with the Neoplasm disease class. Distribution in 𝑙𝑜𝑔 scale
of the sum of association scores for each gene.

The Open Targets Platform integrates evidence from omics experiments, drugs, animal
models, and scientific literature to score and rank target-disease associations. It also records
target-drug and disease-drug associations, which allow for the identification and prioritization
of potential therapeutic drug targets [132]. We downloaded the Open Targets Platform (v22.04)
in parquet format to uncover target-disease-drug associations for metastasis-associated proteins.
We found 222 proteins (160 from curated interactions) that are targeted by, at least, one known
drug (results available at Drug Targets). All identified targets also have, at least, one disease asso-
ciation with a cancer or benign tumour (MONDO_0045024 identifier). Drug-disease associations
do not discriminate between drugs that treat cancer and drugs that merely target symptoms
resulting from disease or treatment. So, we could not accurately split drugs into anticancer
and non-anticancer groups. Nevertheless, we found 53 proteins (39 from curated interactions)
that are not targeted by drugs associated with neoplastic diseases. Table 3.3 shows the top ten
targets, ordered by number of targeting drugs. All these proteins were identified as having an
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association with metastasis development, and so might be relevant for drug repurposing efforts.

Table 3.3: Top 10 targets with only non cancer-associated drugs. The Curated column signals if
the gene is present in the curated graph.

# of known drugs Curated
Target Gene Symbol

APP 11 Yes
MC4R 5 Yes
CD40LG 5 Yes
SELP 4 Yes
PTH1R 4 Yes
BACE1 4 No
FCGRT 4 Yes
F2R 4 Yes
C3 3 No
IFNG 3 Yes

3.5 Intracellular Network Analysis

We have seen that intercellular networks between organotropism pairs of tissues appear to have
a larger number of interactions than control pairs. Furthermore, we identified some interactions
that may play a role in metastasis development and showed that a significant part of the proteins
involved in those interactions have a prior documented relationship to cancer or metastasis
processes. But how does cell-cell communication impact signalling and gene expression inside
each cell? Which intracellular genes are affecting or affected by this communication, and what
is their connection to the Hallmarks of Cancer? Do CDG play a role?

To try answering these questions, we build a PPI network that includes signalling pathways
and TF-target gene data (see Methods 2.9.1). The complete intracellular network is represented
by a directed graph containing 18215 nodes (proteins) and 311021 edges (interactions). We
applied RWR to the intracellular network to simulate the propagation of two distinct signals
inside the cell: one starting in proteins that function as receptors (targets) in intercellular
interactions, diffuses through the network and eventually influences gene expression (target
network); and the other that starts anywhere in the network and ends in proteins that send
out signals in cell-cell communication (source network). Figure 3.10 illustrates this process; for
details, see Methods 2.9.2. Using a permutation test, we selected intracellular proteins that are
close to the proteins that take part in intercellular interactions with a positive association with
metastasis development (see Methods 2.9.3). In total, we found 1041 intracellular proteins near
target proteins and 27 near source proteins in the network (747 and 27 with curated intercellular
interactions, respectively). We only used intercellular proteins involved in interactions with
a positive association with metastasis, as opposed to proteins establishing interactions with a
negative sign or even proteins that take part in both positive and negative interactions. Since
we are not using the effect of the interaction (inhibition or activation), detecting intracellular
proteins associated with positive interactions simplifies the interpretation of their possible role
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in the network and in intercellular communication. This is particularly true if those proteins are
classified as CDG and/or present in pathways related to the Hallmarks of Cancer.
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Figure 3.10: The two different types of intracellular signalling networks: upper cell in blue–source
network; lower cell in green–target network. Nodes and edges in red represent a possible path
taken by a RWR starting in an intercellular protein. Node numbers represent the order by which
they are visited by the RWR, where the first node is either L–ligand, or R–receptor.

3.5.1 Cancer Driver Gene Enrichment Analysis

The Network of Cancer Genes & Healthy Drivers (NCGHD) available at NCGHD portal is a
manually curated collection of cancer genes, healthy drivers and their properties. NCGHD dis-
tinguishes between experimentally validated (canonical) CDG and candidate CDG which were
identified in cancer sequencing screens and have only statistical support [133]. We performed
an over-representation analysis using Fisher’s Exact test on the metastasis-associated intracel-
lular proteins using version 7.0 of the NCGHD database using canonical and candidate CDG.
Proteins close in the network to intercellular interactions that promote metastasis development
are significantly enriched in CDG, with OR above 2 for the target dataset and above 5 for the
source dataset (Table 3.4). Amongst the canonical CDG enriched in our list, we found known
proto-oncogenes such as MYC and RAC1 and tumour suppressor genes such as TP53 and RB1.
This suggests that CDG may have a direct influence in cell-cell signalling, both in pathways
responsible for sending information and responding to stimuli. Complete lists of CDG are
available at intracellular CDG and intercellular CDG.
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As explained in Methods 2.9.3, we removed all intercellular proteins present in the intracellu-
lar network from the results of the permutation test. This allowed us to clearly link intracellular
protein to intercellular interactions associated with the metastasis process. Notwithstanding,
known protein products of proto-oncogenes such as the EGFR take part in intercellular interac-
tions. Thus, it is worth finding out if genes that code for intercellular protein are also enriched
in CDG. The dataset of intercellular proteins is a subset of the intracellular PPI network, and
might be naturally enriched in CDG. So, for intercellular proteins, we performed CDG enrich-
ment analysis both on proteins associated and non-associated with metastasis. We observed
a statistically significant enrichment of CDG in the group of metastasis-associated proteins,
though with smaller OR than in the intracellular analysis (Table 3.5). On the contrary, the group
of non-associated proteins does not have more CDG than what is expected by chance, with
p-values ≈ 1. These results not only indicate that the set of proteins involved in intercellular
interactions is not naturally enriched in CDG, but they also provide further evidence for the role
of the intercellular interactions we detected in the metastatic process.

3.5.2 Cancer Hallmarks Enrichment Analysis

CDG have a direct influence in cancer development and progression. Mutations in these genes
alter the dynamics of processes and pathways in which their protein products participate,
affecting neighbouring proteins and leading to the appearance of the characteristic cancer
phenotypes. As previously mentioned, the Hallmarks of Cancer are a conceptual framework for
identifying and describing the cellular processes that are altered in cancer cells. However, the

Table 3.4: Enrichment analysis of CDG in intracellular genes.

# of Genes # of CDGs p-value Odds Ratio
Gene Type Network

source complete 27 16 1.80E-06 6.72
curated 27 15 1.14E-05 5.78

target complete 1041 335 5.82E-31 2.32
curated 708 239 2.23E-25 2.45

Table 3.5: Enrichment analysis of CDG in intercellular genes associated (Yes) and non-associated
(No) with metastasis development.

# of Genes # of CDGs p-value Odds Ratio
Gene Type Network Associated

source
complete No 1055 239 9.94E-01 0.72

Yes 384 111 9.31E-03 1.39

curated No 1078 250 9.79E-01 0.74
Yes 277 80 3.07E-02 1.34

target
complete No 824 202 9.95E-01 0.70

Yes 364 115 7.09E-03 1.42

curated No 806 205 9.89E-01 0.71
Yes 265 86 1.66E-02 1.41
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interpretation of these concepts and how they relate to specific biological processes as described
by GO terms vary between studies. Chen et al. examined the semantic similarity between
annotations and the gene set overlap and established a consensus among four different schemes
mapping GO terms to Cancer Hallmarks [134]. Consensus terms are GO terms selected by more
than 2 mapping schemes and are available at Consensus mapping scheme file.

We started by performing a GO term enrichment analysis on the set of intracellular genes
associated with metastasis. We then used the hallmarks to GO terms mapping file to search
for Cancer Hallmarks within enriched GO terms. With the dataset of curated intercellular
interactions, we found 336 enriched GO terms in the group of genes associated to source
proteins, and 1550 in the group associated to target proteins (Supplementary Table B.17). Five
GO terms were mapped to four hallmarks in the source dataset, and thirteen GO terms were
mapped to eight Hallmarks in the target dataset (Figure 3.11). Only the target dataset had genes
associated with the hallmark Activating Invasion and Metastasis, corresponding to the GO term
negative regulation of cell adhesion with 29 intracellular genes. Results for the complete intercellular
network are similar and can be found in Supplementary Figure A.15.

For intercellular proteins associated with metastasis, we performed GO enrichment analysis
in both metastasis-associated and non-associated proteins. The enrichment yield only one
statistically significant GO term in the non-associated dataset (FDR < 0.05), which did not
map to any hallmark of cancer (Supplementary Table B.18). This clearly contrasts with the
results for the metastasis-associated group of proteins. In the curated network, we uncover 361
enriched GO terms in the group of source proteins, and 229 in the group of target proteins
(Supplementary Table B.18). 12 GO terms were mapped to four hallmarks in the source dataset,
and 9 GO terms were mapped to six hallmarks in the target dataset (Figure 3.12). The Activating
Invasion and Metastasis hallmark is present in both datasets, mapping to the GO terms Regulation
of cell adhesion (79 genes) and Cell migration (113 genes) in source proteins, and to Cell migration
(107 genes) in target proteins. The enrichment analysis using the complete intercellular network
also show a similar pattern, with even more GO terms mapped to the Activating Invasion and
Metastasis hallmark (Supplementary Figure A.16). These findings suggest that proteins involved
in intercellular interactions with an association with metastasis progress are particularly enriched
in cellular processes that enable cell invasion and migration. In addition, it emphasizes the
importance of intercellular communication in the successful progression of metastases and in
the emergence of organotropism patterns.
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Figure 3.11: GO terms Hallmarks enrichment for intracellulargenes linked to curated intercellular
interactions. (a) source network genes; (b) target network genes. The size of the circle corresponds
to the number of genes in each GO term.
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Figure 3.12: GO terms Hallmarks enrichment for intercellular genes from curated intercellular
interactions. (a) source genes; (b) target genes. The size of the circle corresponds to the number
of genes in each GO term.
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4

Discussion

The hypothesis that cell-cell communication plays a crucial role in the success of the metastatic
process has been extensively discussed in the literature [48, 135]. Moreover, factors selectively
expressed both by primary tumour cells and the PMN, contribute to the creation of a welcoming
environment for the survival and proliferation of metastasizing cells, which helps explain the
tissue-specificity of metastases [57, 65, 136]. Taking into account these premises, we built tissue-
specific intercellular PPI networks to measure the level of communication between cells from
the primary cancer tissue and cells from a tissue to where that cancer might metastasize. Using
a method of comparison that controls for other tissue-related factors that affect organotropism
besides cell-cell communication, we found that sites where cancers metastasize more often than
what is expected at random (organotropism pairs) establish a larger number of intercellular
interactions than sites with low incidence of metastasis. This was observed in all conditions
tested, including in both networks built with gene presence/absence calls and weighted networks.
We then investigated metastasis-associated interactions, which may be driving metastasis and
contributing to the observed differences in cell-cell communication. Since our method uses
intercellular networks built using gene expression from non-diseased tissue, our results are not
biased towards proteins that are overexpressed in cancer. Furthermore, it allows us to pinpoint
determinants that might explain organotropism, taking into account only the specificities of
the cancer tissue-of-origin. We detected 528 curated interactions that could play a role in
metastasis formation, some of which already described in literature (PubMed) and in gene-
disease association resources (DisGeNET) as playing a role in cancer and/or metastasis. One
of those is the interaction already described between the 𝛽2 microglobulin, a component of the
HLA-E complex, and the NK cell antigen CD94. The NKG2A–CD94 heterodimeric receptor
recognizes peptides presented by HLA-E and leads to inhibition of NK cell effector functions,
including NK cell-mediated cell killing [137]. In fact, we also detected in our analysis both
the HLA-E–NKG2A and the HLA-E–CD94 as metastasis-associated interactions. Contrary
to classical MHC class I molecules, HLA-E is usually upregulated in several cancers, which
correlates with a poor prognosis [129]. Tumour cell lines with knockout of HLA-E have increased
NK cell sensitivity [138], and downregulation of NKG2A in NK cells increased their antitumour
activity [139]. The use of natural killer cells as cancer immunotherapy agents is gaining interest,
as they are easier to prepare and safer than CAR-T cells [1]. Besides using modified NK cells
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with enhanced cytotoxic activity, it is possible to enhance their antitumour activity by targeting
immune checkpoints such as the HLA-E–NKG2A/CD94 axis. We found monalizumab in the
OpenTargets search, an anticancer drug that targets NKG2A. Monalizumab is a monoclonal
antibody currently being tested in phase three clinical trials. It is an immune checkpoint inhibitor
that enhances NK cell-mediated killing of tumour cells by blocking NKG2A receptor [137, 140].
Another example found with our method is the heterotypic adherens juction between N-cadherin
(CDH2 gene) and E-cadherin (CDH1 gene). There is evidence that this interaction promotes
tumour cell migration and metastasis through, at least, two known mechanisms. First, E-
cadherin expressed in cancer cells promotes their coupling with cancer-associated fibroblasts
expressing N-cadherin, which enables cooperation and drives collective invasion [141]. Second,
cell adhesion in the bone-specific microenvironment between metastasizing cells expressing E-
cadherin and osteoblasts expressing N-cadherin activates the mTOR pathway, which stimulates
cell growth and proliferation, driving the formation of micrometastases [142]. Finally, we
connected the intercellular interactions graph with processes inside the cell using a network
depicting signalling pathways and TF-target gene interactions. Both intercellular metastasis-
associated proteins and their closest neighbours in the intracellular PPI network are enriched
in CDG. We also found several enriched GO biological processes related to the hallmarks of
cancer which are directly affected or affecting metastasis-associated interactions. This includes
the terms Regulation of cell adhesion and Cell migration that are linked to the hallmark Activating
Invasion and Metastasis. Taken together, these results give strength to our method of associating
specific interactions to organotropism and metastasis formation. Most associations we found
are new and have not previously been connected to metastasis progression. These intercellular
interactions and their components might motivate new research and suggest new therapeutic
opportunities to treat and prevent metastasis.

The analysis and integration of gene expression data in intercellular PPI networks constituted
a central part of our work and included two major steps–choosing and processing RNA-seq
data, and performing gene expression calls. The decision to use bulk RNA-seq data introduces
a limitation: instead of characterizing the intercellular communication between two specific
individual cells, our networks comprise averages of gene expression signals from individual cells
in two different tissues [143]. One way to improve upon this issue would be to use single-cell
RNA-seq (scRNA-seq) data to build intercellular PPI networks. scRNA-seq technology measures
the transcriptome at a single-cell resolution, and thus can be used to resolve intratumoural
heterogeneity, classify different cell types and cell states [144]. This would allow us to account
for cancer subtypes and characterize specific interactions that metastasizing cells establish with
different cell types inside the PMN. However, scRNA-seq also introduces some technical
limitations, and data processing comes with new challenges. For example, the small amount of
mRNA per cell coupled with low capturing efficiency may cause some mRNAs to be missed
during reverse transcription and cDNA amplification, thus preventing them from being detected
in the sequencing step. These dropout events generate a significant between-cell technical
variability, specially forgenes with low ormoderate expression, resulting in very sparse data [145].
So, it is possible that by using scRNA-seq gene expression, we could lose some metastasis-
associated interactions that were found with bulk RNA-seq data. This means that scRNA-seq
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data does not fully replace the analysis we performed, but can complement it, giving it a better
context and higher resolution.

A common approach to perform gene presence/absence calls is to consider all genes with
expression values above a specific TPM threshold as present in a tissue. This has the disadvantage
of not considering the distinct patterns of expression for different genes. We tried to solve this
issue by using the tissue-specificity of each gene as an additional factor to classify genes as
expressed or not in a tissue. Several parameters in our method were set based on observation
of distributions and through internal validation, including the tau values used to assign genes
to different groups and parameters adjusted both in outlier detection and clustering analysis.
Additionally, other factors not taken into account, such as protein turnover and chromatin
accessibility, impact protein levels. These issues can be overcome by comparing the results we
obtained with calls made using other methods. For example, Bgee [146], a database for retrieval
and comparison of gene expression patterns across multiple animal, provides gene expression
calls for GTEx tissue that can be directly compared with our method.

It is worth to mention three small issues we encountered throughout our work, which
could not be immediately solved. One concerns the HCMDB resource that integrates RNA-
seq data from cancer and metastasis tumours available at public repositories, used to extract
information about metastasis frequency. We found that some pairs of entries refer to the same
subject and experiment, but account for different tumours (primary or metastasis) and therefore
correspond to duplicate data about metastasis frequency for the same cancer and metastasis
site. The observed impact of this issue on metastatic patterns appears to be minimal and, in
fact, the HCMDB dataset is highly concordant with what is observed in the clinical literature.
Nonetheless, we already have identified other sources of metastasis frequency, which will be
used to validate our results in this work. The other has to do with the dataset of intercellular
interactions we retrieve from the Omnipath database. We found that some cell-cell interactions,
annotated as such, occur between membrane and transmembrane components within the same
cell. One example is the interaction between CD94 and DAP12 (TYROBP gene). DAP12 is a
transmembrane adapter protein that associates with activating receptors found on the surface
of immune cells. It associates with the CD94-NKG2C receptor, which mediates signalling and
cell activation in NK cells [129]. Some of those interactions were identified as associated with
metastasis and are present in the final list. For future analyses, we will try to use Omnipath
annotations to filter out these interactions. The third and last issue concern the step of complex
unfolding we performed when processing the intercellular interaction dataset. This step assigns
interactions to each protein in the complex individually. Though it simplifies the analysis of the
intercellular PPI networks, it introduces an artefact in our work: if a certain complex protein is
not expressed in a tissue, that complex will not form and all interactions with that complex will
not exist.

Summing up, we developed a novel approach to uncover organotropism determinants using
intercellular PPI networks. We showed that we could capture relevant proteins and interactions
which are enriched in CDG and associated to known processes altered in cancer. Contrary
to other association studies, we did not use genomic signatures (mutation or gene expression
patterns) of metastasis tumours to find metastasis driver genes. As mentioned, this has the
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advantage of allowing us to associate the pre-tumoural variation of gene expression with
organotropism. Going forward, we would like to address some of the known issues in our
method and extend it with new data to improve the strength of our associations. A clear step
would be validating our findings using gene expression data from cancer patients to determine
if the proteins and interactions detected are overexpressed in the subsets of patients that have
metastasis. Lastly, it would also be interesting to focus on metastatic sites to find tissue-specific
interactions that can help explain why certain cancers prefer to spread to those sites.
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Figure A.1: KDE plot of the distribution of gene expression values in Lung before (a) and (b)
after log2 transformation.
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Figure A.2: Cancer-wise analysis of metastatic patterns for undirected curated networks built
with gene expression calls. Relationship between the z-score and the frequency of metastasis
in log scale. Each data point represents an intercellular PPI networks (cancer–metastasis tissue
pair).
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Figure A.3: Cancer-wise analysis of metastatic patterns for directed networks built with gene
expression calls in (a) Autopsy Study and (b) HCMDB. Relationship between the z-score
and the frequency of metastasis in log scale. Each data point represents an intercellular PPI
networks (cancer–metastasis tissue pair). C→M: interactions from cancer to metastasis. M→C:
interactions from metastasis to cancer.
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Figure A.4: Cancer-wise analysis of metastatic patterns for directed curated networks built
with gene expression calls in (a) Autopsy Study and (b) HCMDB. Relationship between the
z-score and the frequency of metastasis in log scale. Each data point represents an intercellular
PPI networks (cancer–metastasis tissue pair). C→M: interactions from cancer to metastasis.
M→C: interactions from metastasis to cancer.
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Figure A.5: Cancer-wise analysis of metastatic patterns for undirected networks built with
gene weights using (a) complete graph and (b) curated graph. Relationship between the z-score
and the frequency of metastasis in log scale. Each data point represents an intercellular PPI
networks (cancer–metastasis tissue pair).
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Figure A.6: Cancer-wise analysis of metastatic patterns for directed networks built with gene
weights in (a) Autopsy Study and (b) HCMDB. Relationship between the z-score and the
frequency of metastasis in log scale. Each data point represents an intercellular PPI networks
(cancer–metastasis tissue pair). C→M: interactions from cancer to metastasis. M→C: interac-
tions from metastasis to cancer.
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Figure A.7: Cancer-wise analysis of metastatic patterns for directed curated networks built
with gene weights in (a) Autopsy Study and (b) HCMDB. Relationship between the z-score
and the frequency of metastasis in log scale. Each data point represents an intercellular PPI
networks (cancer–metastasis tissue pair). C→M: interactions from cancer to metastasis. M→C:
interactions from metastasis to cancer.
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Figure A.8: Controlled comparison between organotropism pairs and control pairs for undi-
rected curated networks built with gene expression calls. Each data point represents an
intercellular PPI networks (cancer–metastasis tissue pair). Cell-cell communication evaluated
using the number of interactions.
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Figure A.9: Controlled comparison between organotropism pairs and control pairs for undi-
rected networks built with gene expression calls using (a) complete graph; (b) curated graph.
Each data point represents an intercellular PPI networks (cancer–metastasis tissue pair). Cell-cell
communication evaluated using the jaccard index.
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Figure A.10: Controlled comparison between organotropism pairs and control pairs for directed
networks built with gene expression calls using (a) complete graph; (b) curated graph. Each
data point represents an intercellular PPI networks (cancer–metastasis tissue pair). Cell-cell
communication evaluated using the number of interactions. C→M: interactions from cancer to
metastasis. M→C: interactions from metastasis to cancer.
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Figure A.11: Controlled comparison between organotropism pairs and control pairs for directed
networks built with gene expression calls using (a) complete graph; (b) curated graph. Each
data point represents an intercellular PPI networks (cancer–metastasis tissue pair). Cell-cell
communication evaluated using the jaccard index. C→M: interactions from cancer to metastasis.
M→C: interactions from metastasis to cancer.
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Figure A.12: Controlled comparison between organotropism pairs and control pairs for undi-
rected networks built with gene weights using (a) complete graph; (b) curated graph. Each
data point represents an intercellular PPI networks (cancer–metastasis tissue pair).
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Figure A.13: Controlled comparison between organotropism pairs and control pairs for directed
networks built with gene weights using (a) complete graph; (b) curated graph. Each data point
represents an intercellular PPI networks (cancer–metastasis tissue pair). C→M: interactions
from cancer to metastasis. M→C: interactions from metastasis to cancer.
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Figure A.14: Prior known connections with cancer or metastasis in genes that participate in
metastasis-associated interactions. (a) PubMed search for titles and abstracts containing the
query: “(Gene) AND (metastasis OR invasion)”. Distribution of the ratio between of the number
of PubMed IDs matching the queried term and the total number of PubMed IDs that mention
each gene. (b) DisGeNET association with the Neoplasm disease class. Distribution in 𝑙𝑜𝑔 scale
of the sum of association scores for each gene.
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Figure A.15: GO terms Hallmarks enrichment for intracellular genes linked to intercellular inter-
actions (complete graph). (a) source graph; (b) target graph. The size of the circle corresponds
to the number of genes in each GO term.
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Figure A.16: GO terms Hallmarks enrichment for intercellular genes (complete graph). (a)
source graph; (b) target graph. The size of the circle corresponds to the number of genes in each
GO term.
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Supplementary Tables

Table B.1: Correspondence between tissue ID and tissue names in GTEx and Consensus datasets.

GTEx Name Consensus Name
Tissue ID

adipose_tissue
Adipose - Subcutaneous adipose tissue
Adipose - Visceral (Omentum) -

adrenal_gland Adrenal Gland adrenal gland
appendix - appendix

artery
Artery - Aorta -
Artery - Coronary -
Artery - Tibial -

bladder Bladder urinary bladder
blood Whole Blood -
bone - bone marrow

brain

Brain - Amygdala amygdala
Brain - Anterior cingulate cortex (BA24) basal ganglia
Brain - Caudate (basal ganglia) cerebellum
Brain - Cerebellar Hemisphere cerebral cortex
Brain - Cerebellum choroid plexus
Brain - Cortex hippocampal formation
Brain - Frontal Cortex (BA9) hypothalamus
Brain - Hippocampus medulla oblongata
Brain - Hypothalamus midbrain
Brain - Nucleus accumbens (basal ganglia) pons
Brain - Putamen (basal ganglia) thalamus
Brain - Substantia nigra white matter

breast Breast - Mammary Tissue breast

cervix
Cervix - Ectocervix cervix

Continued on next page
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Table B.1: Correspondence between tissue ID and tissue names in GTEx and Consensus datasets.

GTEx Name Consensus Name
Tissue ID

Cervix - Endocervix -

colorectum
Colon - Sigmoid colon
Colon - Transverse rectum

epididymis - epididymis
eye - retina
fallopian_tube Fallopian Tube fallopian tube
fibroblasts Cells - Cultured fibroblasts -
gallbladder - gallbladder

heart
Heart - Atrial Appendage heart muscle
Heart - Left Ventricle -

kidney
Kidney - Cortex kidney
Kidney - Medulla -

liver Liver liver
lung Lung lung
lymph_node - lymph node
lymphocytes Cells - EBV-transformed lymphocytes -
nerve Nerve - Tibial -

oesophagus
Esophagus - Gastroesophageal Junction esophagus
Esophagus - Mucosa -
Esophagus - Muscularis -

olfactory_bulb - olfactory bulb
ovary Ovary ovary
pancreas Pancreas pancreas
parathyroid_gland - parathyroid gland
pituitary_gland Pituitary pituitary gland
placenta - placenta
prostate Prostate prostate
salivary_gland Minor Salivary Gland salivary gland
seminal_vesicle - seminal vesicle
skeletal_muscle Muscle - Skeletal skeletal muscle

skin
Skin - Not Sun Exposed (Suprapubic) skin
Skin - Sun Exposed (Lower leg) -

small_intestine
Small Intestine - Terminal Ileum small intestine
- duodenum

smooth_muscle - smooth muscle
spinal_cord Brain - Spinal cord (cervical c-1) spinal cord

Continued on next page

83



APPENDIX B. SUPPLEMENTARY TABLES

Table B.1: Correspondence between tissue ID and tissue names in GTEx and Consensus datasets.

GTEx Name Consensus Name
Tissue ID

spleen Spleen spleen
stomach Stomach stomach
testis Testis testis
thymus - thymus
thyroid Thyroid thyroid gland
tongue - tongue
tonsil - tonsil
uterus Uterus endometrium
vagina Vagina vagina

Table B.2: Correspondence between the cancer labels in the HCMDB dataset and tissue IDs. The
Description column shows the reasoning behind some of the decisions.

Tissue ID Description
Cancer Label

bladder cancer bladder -
brain cancer brain -
breast cancer breast -
cervical cancer cervix -
colorectal cancer colorectum -
esophagus cancer oesophagus -
ewing’s sarcoma - Ewing sarcoma is a type of cancer that may

be a bone sarcoma or a soft-tissue sarcoma.
Removed – encompasses several types of
tissues.

eye cancer eye -
gastric cancer stomach -
head and neck cancer - Broad spectrum of cancers arising from

distinct types of tissues. Removed – en-
compasses several types of tissues.

kindey cancer kidney kindey was considered a typo of "kidney".
laryngeal cancer - It is a head & neck cancer. Removed – no

tissue correspondence.
liver cancer liver -
lung cancer lung -

Continued on next page
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Table B.2: Correspondence between the cancer labels in the HCMDB dataset and tissue IDs. The
Description column shows the reasoning behind some of the decisions.

Tissue ID Description
Cancer Label

midgut carcinoid tumor - Carcinoid tumours are of neuroendocrine
origin and derived from primitive stem
cells in the gut wall, especially the ap-
pendix. Removed – no tissue correspon-
dence.

nasopharynx cancer - It is a head & neck cancer. Removed – no
tissue correspondence.

oral cancer tongue It is a head & neck cancer. Oral squamous
cell carcinoma arises from mucous basal
cells. We will use tongue gene expression
data since it is the most common type of
oral cancer.

osteosarcoma bone -
ovarian cancer ovary -
pancreatic cancer pancreas -
pancreatic neuroendocrine
tumor

- Removed – no tissue correspondence.

penis cancer - -
prostate cancer prostate -
skin cancer skin -
small intestine cancer small_intestine -
synovial sarcoma - -
testicular cancer testis -
thymoma thymus -
thyroid cancer thyroid -

Table B.3: Correspondence between the labels of metastasis organs in the HCMDB dataset and
tissue IDs. The Description column shows the reasoning behind some of the decisions.

Tissue ID Description
Tissue Label

adrenal gland adrenal_gland -
bone bone -
brain brain -

Continued on next page
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Table B.3: Correspondence between the labels of metastasis organs in the HCMDB dataset and
tissue IDs. The Description column shows the reasoning behind some of the decisions.

Tissue ID Description
Tissue Label

breast breast -
caudaequina spinal_cord Bundle of spinal nerves roots arising from in-

ferior end of the adult spinal cord . Merged
with spinal chord.

chest wall - Removed – encompasses several types of tis-
sues.

colorectum colorectum -
fat adipose_tissue -
head & neck - Removed – encompasses several types of tis-

sues.
kindey kidney kindey was considered a typo of "kidney".
liver liver -
lung lung -
lymph node lymph_node -
mediastinal - Removed – no tissue correspondence.
muscle skeletal_muscle Muscular tissue is classified into three types:

skeletal – forms the large muscles responsible
for movement; cardiac – heart muscle; smooth
– located in the walls of blood vessels and vis-
ceral organs. muscle was interpreted as refer-
ring to skeletal muscle since skeletal muscle
is what is commonly referred as "muscle" and
the other types are part of major organs with
their own specific tissue.

non-regional /
distant lymph nodes

lymph_node The location of the lymph nodes was not taked
into account. Merged with lymph node.

omentum - The omenta are folds of peritoneal membrane
which is also a fat deposit. The tissue in GTEx
named Adipose – Visceral (Omentum) concernes
only the adipose portion of the omenta. Metas-
tasis occur in the membrane tissue. Removed.

other - Removed – undefined.
ovary ovary -
pancreas pancreas -

Continued on next page
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Table B.3: Correspondence between the labels of metastasis organs in the HCMDB dataset and
tissue IDs. The Description column shows the reasoning behind some of the decisions.

Tissue ID Description
Tissue Label

parotis - The term "parotis" might be referring to the
parotid glands (pair salivary glands) or to a
term that describes a tumour near the ear. Re-
moved – ambiguous term.

pelvis - Removed – no tissue correspondence.
peritoneal surfaces - see peritoneum.
peritoneum - Membrane that envelops the abdominal wall

and its organs. Removed – no tissue correspon-
dence.

pleura - Membrane that lines the pleural cavities and
covers the lungs. Removed – no tissue corre-
spondence.

pleura/pleural effusion - see pleura.
posterior peritoneum - see peritoneum.
renal kidney renal was considered as a synonym of kidney.

Merged with kindey.
skeleton bone Merged with bone.
skin skin -
small intestine small_intestine -
soft tissue - Soft tissue refers to tissues that are not hard-

ened by processes of ossification or calcifica-
tion. Removed – encompasses several types of
tissues.

spinal cord spinal_cord -
spleen spleen -
subcutaneous - The subcutaneous layer separates the skin

from underlying tissues and organs. It con-
sists of adipose and areolar tissue. Removed –
encompasses several types of tissues.

subcutanious soft tissue - see subcutaneous and soft tissue.
unknown - Removed – undefined.
viscera - Viscera is a broad term for organs inside the

thoracic and abdominopelvic cavities. Re-
moved – encompasses several types of tissues.
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Table B.4: Correspondence between the labels of primary tumour sites in the Autopsy Study
dataset and tissue IDs. The Description column shows the reasoning behind some of the decisions.

Tissue ID Description
Tissue Label

adrenal adrenal_gland -
anus - Removed – no tissue correspondence.
appendix appendix Removed – no tissue correspondence.
bile duct - Formed by the union of the cystic duct (from the gall-

bladder) to the hepatic duct (from the liver). Removed
– no tissue correspondence.

bladder bladder -
bone bone -
branchial cyst - Removed – no tissue correspondence.
breast breast -
cervix cervix Term that designates the neck or any necklike part

of an organ. In this case, it corresponds to the infe-
rior narrow portion of the uterus that opens into the
vagina.

colon colorectum -
duodenum small_intestine The first part of the small intestine. Merged with small

intestine.
esophagus oesophagus -
eye eye -
gallbladder gallbladder -
kidney kidney -
larynx - Removed – no tissue correspondence.
lip - Removed – no tissue correspondence.
liver liver -
lung lung -
ovary ovary -
pancreas pancreas -
penis - Removed – no tissue correspondence.
pharynx - Removed – no tissue correspondence.
pleura - Membrane that lines the pleural cavities and covers

the lungs. Removed – no tissue correspondence.
prostate prostate -
rectum colorectum -

Continued on next page
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Table B.4: Correspondence between the labels of primary tumour sites in the Autopsy Study
dataset and tissue IDs. The Description column shows the reasoning behind some of the decisions.

Tissue ID Description
Tissue Label

retro-peritoneum - The peritoneum is the membrane that envelops the
abdominal wall and its organs. Removed – no tissue
correspondence.

salivary gland salivary_gland -
skin (body) skin The location of the skin sample was not taked into

account. Merged with skin (lower face) and skin (upper
face).

skin (lower face) skin The location of the skin sample was not taked into
account. Merged with skin (body) and skin (upper face).

skin (upper face) skin The location of the skin sample was not taked into
account. Merged with skin (body) and skin (lower face).

small intestine small_intestine -
stomach stomach -
testis testis -
thyroid thyroid -
tongue tongue -
tonsil - Removed – no tissue correspondence.
unknown - Removed – undefined.
uterus uterus -
vagina vagina -
vulva - Removed – no tissue correspondence.

Table B.5: Correspondence between the labels of metastasis tumour sites in the Autopsy Study
dataset and tissue IDs. The Description column shows the reasoning behind some of the decisions.

Tissue ID Description
Tissue Label

adrenal adrenal_gland -
bone bone -
bladder bladder -
brain brain -
breast breast -
diaphragm - Skeletal muscle between the thoracic and abdominal

cavities. Removed – no tissue correspondence.

Continued on next page
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Table B.5: Correspondence between the labels of metastasis tumour sites in the Autopsy Study
dataset and tissue IDs. The Description column shows the reasoning behind some of the decisions.

Tissue ID Description
Tissue Label

gallbladder gallbladder -
heart heart -
kidney kidney -
lung lung -
colon colorectum -
liver liver -
lymph node (reg) lymph_node The location of the lymph nodes was not taked into

account. Merged with lymph node (dist).
lymph node (dist) lymph_node The location of the lymph nodes was not taked into

account. Merged with lymph node (reg).
omentum - The omenta are folds of peritoneal membrane which is

also a fat deposit. The tissue in GTEx named Adipose –
Visceral (Omentum) concernes only the adipose portion
of the omenta. Metastasis occur in the membrane
tissue. Removed.

ovary ovary -
pancreas pancreas -
pericardium - Membrane tha lines the heart. Removed – no tissue

correspondence.
peritoneum - Membrane that envelops the abdominal wall and its

organs. Removed – no tissue correspondence.
pleura - Membrane that lines the pleural cavities and covers

the lungs. Removed – no tissue correspondence.
prostate prostate -
skeletal muscle skeletal_muscle -
skin skin -
small intestine small_intestine -
spleen spleen -
stomach stomach -
testis testis -
thyroid thyroid -
uterus uterus -
vagina vagina -
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Table B.6: Common metastasis sites found in literature for each cancer.

Metastasis Sites Observations References
Primary Site

Adrenal Gland Liver; Lung; Lymph Node;
Bone

Data for Adrenocortical carci-
noma (ACC)

[147]

Bladder Lymph Node; Bone; Lung;
Liver

Most BCs (70%–80%) are low
grade, non-muscle invasive
papillary (“superficial”) tu-
mours (NMIBCs) that rarely
progress.

[148]

Bone Lung Osteosarcoma, Chondrosar-
coma, Ewing’s Sarcoma

[149]

Brain Lymph Node; Lung; Bone;
Liver; Skin

Data for glioblastoma (most
common malignant brain tu-
mour) are not described.

[150]

Breast Bone; Liver; Brain; Lung;
Lymph Node

- [151]

Cervix Lymph Node; Lung; Bone;
Liver; Brain

- [152]

Colorectum Liver; Lung; Peritoneum;
Bone; Brain

- [153]

Eye Liver; Lung; Bone; Skin Data for Choroidal
melanomas – the most
common primary intraocular
malignancy in adults. Repre-
sent 5% of all melanomas

[154]

Gallbladder Lymph Node; Liver - [155]
Kidney Lung; Lymph Node; Bone;

Liver; Adrenal Gland; Brain
- [156]

Liver Lung; Lymph Node; Bone;
Adrenal Gland

Data for hepatocelullar carci-
noma – most common liver
cancer (75%)

[157]

Lung Bone; Liver; Brain; Adrenal
Gland

- [158]

Oesophagus Liver; Lymph Node; Lung;
Bone; Brain

- [159]

Ovary Fallopian Tube; Peritoneum;
Omentum

- [52]

Continued on next page
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Table B.6: Frequent metastasis sites found in literature.

Metastasis Sites Observations References
Primary Site

Pancreas Liver; Lymph Node; Lung;
Peritoneum; Adrenal Gland;
Bone

Autopsy study in Hungary.
Liver (61.3%), lymph node
(57%), peritoneum (23.7%),
lung (22.1%), adrenal gland
(4.7%), bone (4.5%),

[160]

Prostate Bone; Lung; Liver; Adrenal
Gland; Peritoneum

Autopsy study in Switzer-
land. Bone (90%), lung
(46%), liver (25%), pleura
(21%), adrenal gland (13%),
peritoneum (7%)

[161]

Skin Lymph Node; Lung; Liver;
Brain

Data for squamous cell carci-
noma and melanoma. Brain
metastasis are particularly
common in melanoma

[162][163]

Stomach Liver; Peritoneum; Lung;
Bone; Lymph Node

Registry study in Sweden.
Liver (48%), peritoneum
(32%), lung (15%), and bone
(12%), lymph node (11%)

[164]

Testis Lymph Node; Lung - [165]
Thyroid Lymph Node; Lung; Bone Papillary thyroid cancer

(most common subtype):
lymph nodes, lung; Follicular
thyroid cancer, Hurthle
cell thyroid cancer, and
poorly differentiated thyroid
cancers: lung and bone.

[166]

Tongue Lung; Bone; Lymph Node;
Liver

Data for oral cavity cancers. [167][168]

Uterus Lymph Node; Vagina; Peri-
toneum; Lung

Data for endometrial cancer. [169]
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Table B.7: Intersection between organotropism pairs determined using the hypergeometric
test and outlier detection. The ratio represents the percentage of hypergeometric test-based
organotropism pairs which are also found with the outlier detection.

Jaccard Ratio (%)
Metastasis Dataset Tissue Dataset

HCMDB GTEx 0.36 86.7
Consensus 0.34 91.7

Autopsy Study GTEx 0.12 31.8
Consensus 0.16 48.5

Table B.8: Intersection between organotropism pairs determined using outlier detection and
literature curation. The ratio represents the percentage of outlier detection-based organotropism
pairs which are also found in the literature.

Jaccard Ratio (%)
Metastasis Dataset Tissue Dataset

HCMDB GTEx 0.56 82.4
Consensus 0.49 77.4

Autopsy Study GTEx 0.42 61.0
Consensus 0.43 59.5

Table B.9: Spearman Rank Correlation Coefficient results for undirected networks built using
gene present/absence calls.

Coefficient p-value
Metastasis Dataset Tissue Dataset Interactions

HCMDB
GTEx all -0.053034 0.409

curated -0.082554 0.198

Consensus all 0.009396 0.862
curated -0.200076 0.000

Autopsy Study
GTEx all 0.030411 0.543

curated 0.036260 0.468

Consensus all 0.015307 0.707
curated -0.072838 0.073
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Table B.10: SRCC results for directed networks built using gene present/absence calls. C→M:
interactions from cancer to metastasis. M→C: interactions from metastasis to cancer.

Coefficient p-value
Metastasis Dataset Tissue Dataset Interactions Direction

HCMDB

GTEx
all 𝐶 → 𝑀 -0.023832 0.711

𝑀 → 𝐶 -0.072274 0.260

curated 𝐶 → 𝑀 0.038780 0.546
𝑀 → 𝐶 -0.132626 0.038

Consensus
all 𝐶 → 𝑀 0.020683 0.701

𝑀 → 𝐶 0.028143 0.602

curated 𝐶 → 𝑀 -0.187525 0.000
𝑀 → 𝐶 -0.123228 0.022

Autopsy Study

GTEx
all 𝐶 → 𝑀 0.038881 0.436

𝑀 → 𝐶 0.052990 0.289

curated 𝐶 → 𝑀 0.120259 0.016
𝑀 → 𝐶 0.025249 0.613

Consensus
all 𝐶 → 𝑀 0.052126 0.200

𝑀 → 𝐶 0.026975 0.508

curated 𝐶 → 𝑀 -0.016083 0.693
𝑀 → 𝐶 -0.094005 0.021

Table B.11: SRCC results for undirected weighted networks.

Coefficient p-value
Metastasis Dataset Tissue Dataset Interactions

HCMDB
GTEx all -0.121467 0.058

curated -0.051335 0.424

Consensus all -0.165930 0.002
curated -0.062821 0.244

Autopsy Study
GTEx all -0.087368 0.080

curated -0.108180 0.030

Consensus all -0.113788 0.005
curated -0.073063 0.073
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Table B.12: SRCC results for directed weighted networks. C→M: interactions from cancer to
metastasis. M→C: interactions from metastasis to cancer.

Coefficient p-value
Metastasis Dataset Tissue Dataset Interactions Direction

HCMDB

GTEx
all 𝐶 → 𝑀 -0.072707 0.257

𝑀 → 𝐶 -0.175010 0.006

curated 𝐶 → 𝑀 -0.013224 0.837
𝑀 → 𝐶 -0.137924 0.031

Consensus
all 𝐶 → 𝑀 -0.018284 0.735

𝑀 → 𝐶 -0.167934 0.002

curated 𝐶 → 𝑀 0.043678 0.418
𝑀 → 𝐶 -0.154551 0.004

Autopsy Study

GTEx
all 𝐶 → 𝑀 -0.006454 0.897

𝑀 → 𝐶 -0.272989 0.000

curated 𝐶 → 𝑀 0.133911 0.007
𝑀 → 𝐶 -0.245210 0.000

Consensus
all 𝐶 → 𝑀 0.081737 0.044

𝑀 → 𝐶 -0.216922 0.000

curated 𝐶 → 𝑀 0.122763 0.002
𝑀 → 𝐶 -0.205191 0.000

Table B.13: Results for the median test in undirected networks built using gene presence/absence
calls.

p-value
(# of interactions)

p-value
(jaccard index)

Metastasis Dataset Tissue Dataset Interactions

HCMDB
GTEx all 0.000 0.000

curated 0.000 0.000

Consensus all 0.011 0.011
curated 0.006 0.023

Autopsy Study
GTEx all 0.191 0.190

curated 0.171 0.220

Consensus all 0.135 0.204
curated 0.261 0.294
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Table B.14: Results for the median test in directed networks built using gene presence/absence
calls. C→M: interactions from cancer to metastasis. M→C: interactions from metastasis to
cancer.

p-value
(# of interactions)

p-value
(jaccard index)

Metastasis
Dataset

Tissue
Dataset

Interactions Direction

HCMDB

GTEx
all 𝐶 → 𝑀 0.000 0.000

𝑀 → 𝐶 0.000 0.000

curated 𝐶 → 𝑀 0.002 0.000
𝑀 → 𝐶 0.000 0.000

Consensus
all 𝐶 → 𝑀 0.025 0.040

𝑀 → 𝐶 0.001 0.000

curated 𝐶 → 𝑀 0.024 0.046
𝑀 → 𝐶 0.000 0.001

Autopsy
Study

GTEx
all 𝐶 → 𝑀 0.348 0.162

𝑀 → 𝐶 0.221 0.251

curated 𝐶 → 𝑀 0.313 0.319
𝑀 → 𝐶 0.264 0.354

Consensus
all 𝐶 → 𝑀 0.160 0.257

𝑀 → 𝐶 0.069 0.052

curated 𝐶 → 𝑀 0.285 0.310
𝑀 → 𝐶 0.205 0.256

Table B.15: Results for the median test in undirected weighted networks.

p-value
Metastasis Dataset Tissue Dataset Interactions

HCMDB
GTEx all 0.000

curated 0.000

Consensus all 0.001
curated 0.001

Autopsy Study
GTEx all 0.115

curated 0.126

Consensus all 0.062
curated 0.049
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Table B.16: Results for the median test in directed weighted networks. C→M: interactions from
cancer to metastasis. M→C: interactions from metastasis to cancer.

p-value
Metastasis Dataset Tissue Dataset Interactions Direction

HCMDB

GTEx
all 𝐶 → 𝑀 0.000

𝑀 → 𝐶 0.000

curated 𝐶 → 𝑀 0.000
𝑀 → 𝐶 0.000

Consensus
all 𝐶 → 𝑀 0.013

𝑀 → 𝐶 0.000

curated 𝐶 → 𝑀 0.001
𝑀 → 𝐶 0.000

Autopsy Study

GTEx
all 𝐶 → 𝑀 0.027

𝑀 → 𝐶 0.107

curated 𝐶 → 𝑀 0.070
𝑀 → 𝐶 0.061

Consensus
all 𝐶 → 𝑀 0.148

𝑀 → 𝐶 0.000

curated 𝐶 → 𝑀 0.216
𝑀 → 𝐶 0.001

Table B.17: GO terms and Cancer Hallmarks enrichment - Intracellular Genes.

GO Terms # of Mapped Hallmarks
Gene Type Network

source complete 242 3
curated 336 4

target complete 1695 8
curated 1550 8

Table B.18: GO terms and Cancer Hallmarks enrichment - Intercellular Genes.

GO Terms # of Mapped Hallmarks
Gene Type Network Associated

source complete Yes 556 4
curated Yes 361 4

target complete Yes 688 7
curated Yes 229 6

source complete No 0 0
curated No 0 0

target complete No 1 0
curated No 0 0
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