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Abstract

Video game players’ faster speed of information processing has been shown to

coincide with altered posterior alpha power modulation, that is, brain

oscillatory activity around 10 Hz. Thus, it was proposed that improved

cognitive processing in video game players may be related to differential alpha

activity. However, a causal relationship thereof has not yet been established.

We addressed this by conducting a non-invasive brain stimulation study to

demonstrate that modulating alpha power using transcranial alternating cur-

rent stimulation (tACS) may impact on speed of information processing. Fur-

thermore, we aimed to show that this effect correlated with altered attentional

control, for example, visuospatial attention and/or top-down control proces-

sing, given that this has been suggested to contribute to video gaming effects.

Therefore, we recruited 19 non-video game players to undergo one of five

brain stimulation conditions while performing a visual short-term memory

task at five different days, respectively. Thus, we applied tACS either at 10 Hz

(alpha frequency) or at 16.18 Hz (control frequency) either over their left or

right posterior parietal cortex (PPC) or a sham stimulation. Individuals’ speed
of information processing, visuospatial attention and top-down control proces-

sing were operationalised using a computational modelling approach based on

the theory of visual attention. We found that alpha-tACS applied over individ-

uals’ left PPC altered their visuospatial attention orientation but not their

speed of information processing. Thus, we were not able to establish a causal

relationship between speed of information processing and altered visuospatial
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attention processing through alpha power modulation using non-invasive

brain stimulation.

KEYWORD S
attentional control, brain stimulation, computational modeling, transfer effects

1 | INTRODUCTION

Video game players, that is, individuals who regularly
play video games for several hours a week, appear to
develop superior cognitive processing skills through play-
ing video games. For instance, they have been shown to
outperform non-video game players, that is, individuals
not sharing this habit, in psychometric tasks operationa-
lising attentional processing (Bediou et al., 2018; Green &
Bavelier, 2003), perception (Li et al., 2010; Pohl
et al., 2014), executive control (Cain et al., 2012; Green
et al., 2012), memory (Blacker & Curby, 2013;
McDermott et al., 2014) and probabilistic inference
(Green et al., 2010; Schenk et al., 2017). Moreover, non-
video game players displayed similar cognitive improve-
ments after having participated in a video game training
(Bejjanki et al., 2014; Blacker et al., 2014; Green
et al., 2010; Green & Bavelier, 2003; Strobach
et al., 2012). Thus, video gaming seems to impact not
only on individuals’ gaming performance but also inad-
vertently on their cognitive functions—a phenomena
known as transfer effect (Perkins & Salomon, 1992).

The underlying mechanism thereof is not yet fully
understood. Bavelier, Green, et al. (2012), for instance,
suggested that video games might train individuals in
developing efficient cognitive strategies by improving
their probabilistic inference, that is, the ability to learn
statistical regularities. Attentional control, the conjunc-
tion between attention and executive control functions to
enable individuals to focus on processing relevant infor-
mation while being able to suppress irrelevant informa-
tion, may play a considerable role in this regard
(Bavelier & Green, 2019). Bejjanki et al. (2014), for
instance, showed that video game players did not outper-
form non-video game players in a psychometric task from
the start on but after time on task; and that this effect, in
turn, correlated with an increasing signal-to-noise ratio
during information processing.

Furthermore, in support of this, video game players’
superior cognitive processing correlated with alterations
in neural substrates of attentional control functions
(Bavelier, Achtman, et al., 2012; Föcker et al., 2018, 2019;
Krishnan et al., 2013; Mishra et al., 2011; Tanaka
et al., 2013; Wu et al., 2012). Hilla et al. (2020), for
instance, found that video game players’ faster speed of

information processing was associated with an increase
in posterior parietal alpha amplitude attenuation in the
course of time on task. Alpha activity refers to brain oscil-
latory activity around 10 Hz. It is widely considered as a
neural substrate of attention processing given that its
amplitude modulation coincides with differential infor-
mation processing. Hereby, attenuated alpha activity
appears to be associated with better and increased alpha
activity with worse information processing, respectively
(Capotosto et al., 2009; Jensen & Mazaheri, 2010; Peylo
et al., 2021; Thut et al., 2006). Thus, Hilla and colleagues’
(Hilla et al., 2020) results indicate that video game
players’ faster information processing might be related to
them having been able to learn to deploy attention more
efficiently than control individuals (see, Bavelier &
Green, 2019).

However, this was just a correlational finding. Thus,
it is not clear yet whether alpha power modulation may
indeed impact on individuals’ speed of information
processing.

Furthermore, this alpha power modulation did not
provide information which and how attentional control
functions contributed to enhanced information proces-
sing (Hilla et al., 2020). To address these issues, we con-
ducted a non-invasive brain stimulation study where
non-video game players performed a visual short-term
memory task at five different days and experienced one
of five different stimulation conditions at each day. The
aim of this study was to demonstrate that modulating
posterior alpha activity using transcranial alternating cur-
rent stimulation (tACS) may affect individuals’ speed of
information processing by impacting on their attentional
control functions. Thus, we would imitate the video gam-
ing effect previously described (Hilla et al., 2020) and
acquire indirect evidence indicating that the conjunction
between alpha power modulation and altered attentional
control may account for enhanced cognitive processing
as observed in video game players (Bavelier &
Green, 2019). We used tACS therefore because it repre-
sents an established non-invasive brain stimulation
method to alter brain oscillatory activity (Herrmann
et al., 2016). Moreover, applied at alpha frequency over
the posterior parietal cortex (PPC), it has been shown to
reliably modulate visuospatial attention processing—an
essential cognitive control function (Helfrich et al., 2014;
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Kemmerer et al., 2022; Vogeti et al., 2022). Furthermore,
similar to Hilla and colleagues (Hilla et al., 2020), we
operationalised individuals’ speed of information proces-
sing by means of a computational modelling approach
based on the theory of visual attention (TVA) (Bundesen
et al., 2015; Dyrholm et al., 2011; Kyllingsbæk, 2006).
Likewise, their attentional control functions were opera-
tionalised by means of TVA visuospatial attention and
top-down control parameter values.

Besides that, we modelled and investigated individ-
uals’ TVA visual short-term memory capacity. This was
because TVA visual short-term memory capacity was
likely affected by tACS as well given that, firstly, short-
term memory performance has been shown to be related
to alpha activity (Riddle et al., 2020; Sauseng et al., 2009).
Secondly, TVA speed of information processing and
short-term memory capacity are highly correlated (Finke
et al., 2005). Thus, differential TVA visual short-term
memory capacity likely coincides with altered speed of
information processing through alpha power modulation.
In this regard, in particular right hemispheric brain stim-
ulation might induce alterations in TVA cognitive proces-
sing. In support of this, Hung et al. (2005), Kraft et al.
(2015) and Moos et al. (2012) showed that TVA visual
short-term memory capacity and top-down control were
modulated by right but not left hemispheric posterior
brain stimulation.

Thus, we hypothesised that tACS applied at alpha fre-
quency (10 Hz) over individuals’ PPC would alter their
TVA speed of information processing (H1) (Hilla
et al., 2020). Moreover, we expected this effect to be
related to alterations in TVA visuospatial attention
and/or top-down control processing (H2) (Bavelier &
Green, 2019; Kemmerer et al., 2022). In addition to that,
we anticipated that differential TVA short-term memory
capacity may coincide with these effects (H3) (Finke
et al., 2005; Riddle et al., 2020; Sauseng et al., 2009). Fur-
thermore, we expected that these effects might be more
pronounced as result of right than left hemispheric tACS
application (H4) (Hung et al., 2005; Kraft et al., 2015;
Moos et al., 2012).

2 | METHODS

2.1 | Participants

We estimated that 18 individuals were required to
achieve a statistically significant effect, assuming a mod-
erate effect size (eta2p = .10) with a statistical power of
80% and a chance of committing a Type I error of 5% in a
repeated measures design where each individual’s perfor-
mance would be measured five times (Campbell &

Thompson, 2012). Thus, we recruited 19 healthy volun-
teers to participate in experiments at five different days;
that is, 95 test sessions were run in total (Nfemale= 9;
Nmale= 10). At each day, they performed a visual short-
term memory task and experienced one of five different
brain stimulation conditions. Participants were between
19 and 30 years old (M= 23; SD= 2.54). All except for
one individual with mixed handedness were right handed
(Veale, 2014). Moreover, most of them were undergradu-
ate students (NUndergraduate= 10; NBachelor’s Degree= 6;
NTraining= 1; NMaster’s Degree= 1; NPhD= 1) and pursued
studies foremost in Social Sciences, for example, Psychol-
ogy (NSocial Sciences= 11; NMedicine= 4; NHumanities= 1;
NNatural Sciences= 1; NTechnology= 1; NNot a student= 1). The
local ethics review board approved this study. All volun-
teers provided written informed consent in line with the
Declaration of Helsinki, and all volunteers were compen-
sated for their participation either with money or student
lab tokens.

2.2 | Materials and procedures

2.2.1 | Inclusion criteria and demographic
data acquisition

Only healthy individuals between 18 and 40 years of age
with normal or corrected-to-normal vision who fulfilled
the criteria of non-video game players were eligible to
participate in this study (Green et al., 2017; Large
et al., 2019). All individuals were thoroughly screened for
(1) any history of seizures, epilepsy, fainting or traumatic
brain injury, (2) any type of metal objects in their body
(though retainers and dental fillings were allowed) and
(3) residual risk factors, such as a history of surgery on
their spine, drug/alcohol or medication intake, tinnitus,
pregnancy or sleep deprivation. Only if none of these fac-
tors applied to an individual were they allowed to partici-
pate in the experiments.

2.2.2 | Task

We developed a visual short-term memory task by means
of Python’s Tkinter library1 and run it using the Spyder
IDE2 on a computer with an AMD AthlonTM II X2 B24
processor (AMD, Sunnyvale, CA, United States) and a
64-Bit Windows 7 operating system (Microsoft, Redmond,
WA, United States). Stimuli were presented on a
1700/43 cm monitor (Acer Group, Taiwan) with a refresh

1https://wiki.python.org/moin/TkInter
2https://www.spyder-ide.org/
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rate of 60 Hz, whereas participants sat approximately
80 cm distant from this screen on a comfortable chair in
a darkened room.

The participants performed the same visual short-
term memory task at each day while one of five different
brain stimulation protocols was applied simultaneously.
The visual short-term memory task comprised a training
and two blocks of experimental trials where individuals
had to memorise two white shapes that were depicted on
a virtual circle (radius of 2.72� of visual angle) either in
the left or right visual field, either with or without black
shapes as distractors at one of three different exposure
durations. In detail, each trial started with the presenta-
tion of a blank screen. After 1002 ms, a white fixation
cross (.72� � .72� of visual angle) appeared in the centre
of the screen. We asked the participants to focus their
attention to this fixation cross. After additional 1002 ms,
a memory display was depicted. A memory display
always contained two unique white shapes and in half of
the trials two unique white shapes and four unique black
shapes (approximately 2.08� � 2.08� of visual angle). We
asked the participants only to memorise white and to
ignore black shapes. These shapes could be an ellipse, a
diamond, a pentagon, a rhombus, a square, a trapezoid
or a triangle. Shapes were depicted at 210�, 270� and 330�

in the left or at 30�, 90� and 150� in the right visual field,
respectively. But white shapes were presented either only
in the right or left visual field. After 66.8, 100.2 or
133.6 ms, a memory display was substituted by a mask
display. This comprised white squares at each location
where a shape could have been presented with random
black polygons depicted on them (2.29� � 2.29� of visual
angle). After another 501 ms, the participants were
instructed to report which shapes they memorised by
pressing keys marked with the corresponding shapes.
Therefore, we marked keys with luminescent stickers.
Thus, an ellipse was glued on key “f”, a diamond on key
“g”, a pentagon on key “h”, a rhombus on key “j”, a
square on key “v”, a trapezoid on key “b” and a triangle
on key “n”, respectively. These stickers served as a refer-
ence guide.

Thus, the participants were not required to learn
button-to-stimulus response mappings. The participants
were not supposed to guess. They were allowed to refrain
and could indicate between one and two shapes. There
was no response time limit. The participants started the
next trial by pressing the space key. For a visualisation of
the task, see Figure 1. One training comprised 24 trials.
Training trials differed from experimental ones by provid-
ing feedback after each response: if the participants
refrained or indicated at least one incorrect shape during
a training, a black “X” (.93� � .93� of visual angle) was
presented in the centre of the screen for 501 ms after the

space key had been pressed. But this was not the case
during the experiment. Individuals were allowed to con-
duct up to two trainings at the first day and one training
on each following testing session. Then, the participants
performed two blocks of 252 experimental trials, that is,
504 experimental trials in total. There were 21 unique
combinations how shape stimuli could have been paired
in a memory display (e.g. ellipse and square). These pairs
could then either be presented in the left or right visual
field and either on their own or with four additional
black distracting shapes. To ensure that each shape was
equally often presented at each position in the visual
field, target pairs were displayed according to three con-
ditions in each visual field both in normal and reversed
order, for example, ellipse at the upper and square at the
lower position of the left visual field, and vice versa.
Thus, there were 504 possible memory display combina-
tions (42 shape pairings [normal and reversed order] dis-
tributed across six location conditions [three in both
visual fields] and presented either on their own or with
distractors). Presenting each memory display at each
exposure duration would have resulted in 1512 experi-
mental trials. On average, individuals would have worked
for 3 h on this task. Moreover, individuals would have
undergone approximately 3 h of brain stimulation—
which we considered unreasonable. Therefore, memory
displays were randomly but evenly associated with expo-
sure durations. Thus, all participants performed 252 trials
where memory displays had been presented with targets
in either the left or right visual field and with or without
distractors at each testing session, respectively. Moreover,
all participants performed 168 trials where memory dis-
plays had been presented at 66.8, 100.2 or 133.6 ms. Note
that the trial number of each condition (e.g. memory dis-
plays with targets presented in the left visual field with-
out distractors at the longest exposure duration) differed
slightly within and between individuals and between test-
ing sessions given that exposure durations were ran-
domly assigned to memory displays. Crucially, these
differences were not significant.3 Thus, potential perfor-
mance differences across conditions were unlikely related
to different numbers of trials of experimental conditions.
Furthermore, the order of memory displays was always
random. Thus, the participants were not able to antici-
pate either the identity or location of target shapes or the
condition or exposure duration of a memory display.

The participants had sufficient opportunities to make
breaks. This was because, firstly, there was no response
time limit but a new trial was started by pressing the
space key. Secondly, we asked the participants to make a

3Please review the Task section of our supporting information for more
details on conditional trial distributions.
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longer break between experimental blocks. No brain
stimulation was applied during these longer breaks.

2.3 | Theory of visual attention cognitive
functions

2.3.1 | Parameter value estimation

We operationalised visual short-term memory capacity (K),
visual speed of information processing (C), a temporal
threshold for conscious information processing (effective
exposure duration; t0), top-down control (α) and visuospa-
tial attentional processing (spatial bias) by means of a com-
putational modelling approach based on TVA (Bundesen
et al., 2015; Dyrholm et al., 2011; Kyllingsbæk, 2006).
Parameter values reflecting these cognitive functions were
estimated based on performance in different task condi-
tions using maximum likelihood method.

K parameter values (visual short-term memory capac-
ity) were computed from accuracy data in response to
memory displays presented at different exposure

durations and based on different set sizes using a mass
function as described in Equation (1) (Dyrholm
et al., 2011; Kyllingsbæk, 2006). Hereby, i indicates an
individual, j the number of items that may be memorised,
n the total number of items presented in the visual field
and P the probability for memorising j items.

Ki ¼
Xn

j¼1
P jð Þ� j ð1Þ

C and t0 parameter values (speed of information pro-
cessing; effective exposure duration) were computed from
accuracy data in response to memory displays presented
at different exposure durations as well (Dyrholm
et al., 2011; Kyllingsbæk, 2006). The idea underlying the
modelling approach of these three parameters is that the
number of memorised items should increase exponen-
tially as a function of exposure duration: the longer the
exposure duration, the easier the encoding, the more
likely targets may be memorised.

Thus, the probabilities P for memorising j items
depend on how many items j had been correctly recalled

F I GURE 1 Participants performed a visual short-term memory task where they memorised white shapes depicted on an invisible circle

either in the left or right visual field, either with or without black shapes as distractors at one of three different exposure durations. There

were always two white shapes regardless of memory display condition. Memory displays were subsequently masked by white squares with

random black polygons depicted on them to prevent afterimages. At the end of each trial, the participants were asked to indicate which

shapes they memorised by pressing keys on a regular keyboard marked with corresponding shapes. There was no response time limit. Each

new trial was initiated by pressing the space key. At the onset of each trial, a blank gray screen was shown. After 1002 ms, a white “+” was
depicted in the centre of the screen to which the participants were supposed to focus their gaze to. After 1002 ms, a new memory display was

shown.

HILLA ET AL. 1709
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at each exposure duration (but see, Dyrholm et al. [2011],
for more information on this relationship). Consequen-
tially, the asymptotic level of this function indicates the
visual short-term memory capacity, K; its starting point
the minimum exposure duration required for conscious
information processing, t0; and the gradient parameter of
its slope line visual speed of information processing, C.
Temporal precision is crucial here. Thus, we applied
masks to prevent visual afterimages. On top of that, we
controlled for temporal imprecision related to operations
run on non-real time operating systems by computing the
mode value of distributions of difference values between
predicted and observed time delays between stimuli
applying the default_timer function of Python’s timeit
library.4 Thus, we corrected for temporal imprecision by
adding respective mode difference values to the predicted
exposure durations. Consequentially, 66.8, 100.2 and
133.6 ms were changed to 71.2, 106.8, and 126.8 ms for
computational modelling (see Hilla et al. (2020) for a sim-
ilar approach).

TVA α parameter values (top-down control) were
computed from differences in accuracy data in response
to trials where either only targets or targets and distrac-
tors had been displayed in memory displays, see
Equation (2) (Dyrholm et al., 2011; Kyllingsbæk, 2006).
An individual i with high top-down control should allo-
cate attention resources w stronger to targets than dis-
tractors resulting in a larger ratio between the two
conditions as compared to an individual i with lower top-
down control. Thus, α values range between 0 and 1 with
0 indicating high top-down control and 1 similar atten-
tional weighting in both conditions. We then applied a
log10-transformation on α values after adding 1 as a con-
stant to enable linear comparisons. As a result, α values
ranged between 0 and .30 with 0 suggesting high and .30
low top-down control.

αi ¼wdistractorsi

wtargetsi

ð2Þ

TVA spatial bias values were computed from differ-
ences in accuracy data in response to targets presented at
different spatial locations in memory displays (Dyrholm
et al., 2011; Kyllingsbæk, 2006). Hereby, attentional
weights w were estimated for every position depending
on how well the participants responded to these spatial
locations. We then put the attentional weights of stimuli
presented in the left visual field in relation to those dis-
played in the right to compute a spatial bias, see
Equation (3). Hereby, i indicates an individual and w an
attentional weight of either the left ( j) or right (k) visual

field. Values > .5 indicate a leftward and values < .5 a
rightward spatial bias.

Spatial Biasi ¼
P3

j¼1wjiP3
j¼1wjiþ

P3
k¼1wki

ð3Þ

2.3.2 | Differential model assumptions:
balanced vs. biased visuospatial attentional
processing

TVA parameter values may be estimated under the
assumptions that attentional resources are either distrib-
uted homogeneously, that is, balanced, or biased in the
visual field. In theory, healthy individuals’ performances
should fit well to a balanced model given that they
should be able to allocate attentional resources homoge-
neously in the visual field. Nevertheless, it has also been
frequently reported that healthy individuals display a
visuospatial bias (Brooks et al., 2014). Thus, their perfor-
mance may be fit to both model assumptions.

However, such model fit assumptions may impact on
TVA parameter estimation beyond attentional resource
allocation resulting in divergent parameter estimates.
K parameter estimation, for instance, depends on set sizes
of memory displays (Dyrholm et al., 2011;
Kyllingsbæk, 2006). Given a balanced model, probabili-
ties P for memorising j items may be computed based on
the assumption that individuals memorise up to two tar-
gets irrespective of their spatial location in the visual
field. In contrast, provided a biased model, these proba-
bilities P may be computed based on the assumptions
that targets had been presented at six different locations
and either with or without distractors. Consequentially,
probabilities P might be largest for memorising 0, 1 or
2 items given a balanced model, whereas they may be
largest for memorising more than two items provided a
biased model. Thus, K parameter values may be over-
estimated given a biased as compared to a balanced
model. Furthermore, for similar reasons TVA α parame-
ter value estimates might differ depending on model
assumptions. These are computed based on performance
in response to memory displays with targets only as com-
pared to targets and distractors. Given a balanced model,
combinations of these conditions (e.g., targets presented
at six different spatial locations) may be neglected. In
contrast, provided a biased model, attentional weighting
towards targets presented at different spatial locations
and either with or without distractors is accounted for.
Thus, α estimates might diverge. Therefore, we con-
ducted a series of control analyses to determine which4https://docs.python.org/3.7/library/timeit.html

1710 HILLA ET AL.

 14609568, 2023, 10, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/ejn.15968 by C

ochrane G
erm

any, W
iley O

nline L
ibrary on [21/11/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

https://docs.python.org/3.7/library/timeit.html


estimates (based on a balanced or biased model) should
be used for further analyses.5

As a result, we chose to use TVA estimates based on
the biased TVA model because individuals’ performances
fit best to this model (as determined based on AICc
values). However, there were three exceptions:
(1) K parameter estimates were based on the balanced
model because they appeared to have been over-
estimated based on the biased model; (2) data of three
testing sessions fit better to the balanced than the biased
model; and (3) there were five cases where the deviation
between estimates given a biased and a balanced model
were unreasonably large because of extreme values of the
biased model (two cases for t0 and three cases for
C estimates). Therefore, we substituted these estimates by
estimates of the balanced model.

2.3.3 | Brain stimulation

We used a NE® starstim tACS device (Neuroelectrics®,
Barcelona, Spain) and four electrodes mounted in a neo-
prene cap to apply tACS online at 2000 μA (zero-to-peak
intensity). There were five different stimulation condi-
tions: Condition 1: 10-Hz stimulation applied to the left
PPC; Condition 2: 10-Hz stimulation applied to the right
PPC; Condition 3: 16.18-Hz stimulation applied to the left
PPC; Condition 4: 16.18-Hz stimulation applied to the
right PPC; and Condition 5: sham stimulation applied
over the medial superior parietal cortex. Online means
that the stimulation was applied throughout the whole
time while participants performed the task. The stimula-
tion started directly before the participants started per-
forming experimental trials and was stopped after they

had performed the last experimental trial. Each stimula-
tion was applied on a different day. Hereby, we deter-
mined all possible unique combinations of conditions per
day and randomly selected one such stimulation protocol
for each participant. Thus, each participant experienced a
unique stimulation protocol. There was no indication
that either one of the stimulation conditions was applied
more frequently on a specific day as compared to other
days. Thus, it is rather unlikely that order effects con-
founded our data. For left hemispheric stimulation, the
stimulation electrode was mounted at electrode site P3,
and return electrodes were mounted at electrode sites Oz,
Cz and T7. In contrast for right hemispheric stimulation,
the stimulation electrode was mounted at electrode site
P4 and return electrodes were mounted at electrode sites
Oz, Cz and T8.6 As can be inferred from Figure 2, these
protocols should have resulted in a fairly focal stimula-
tion of the parietal cortex (Bender et al., 2019; Helfrich
et al., 2014; Moliadze et al., 2019; Wolinski et al., 2018).
For sham stimulation, the stimulation electrode was posi-
tioned at electrode site Cz and return electrodes were
mounted at electrode sites P3, Oz and T7. Hereby, a stim-
ulation of 16.18 Hz was ramped up at the onset of experi-
mental trials but ramped down again after 3 s and did
not further continue throughout the experiment. After
their final session, the participants were informed of the
aim of this study and asked to indicate at which day
sham stimulation may have been applied. None of the
individuals were able to correctly indicate this. Moreover,
none of the individuals reported differential sensations
during testing sessions. Thus, we are confident that their

5See Methods in supporting information for more details.

6For the interested reader, see Brain Stimulation in supporting
information, for a discussion why alpha-tACS applied at 10 Hz as
compared to an individual alpha frequency (IAF) was sufficient for our
research purpose.

F I GURE 2 Electric field model(s). (left side) Simulation of an electric field generated in the left hemisphere by mounting a stimulation

electrode at P3 and return electrodes at Oz, Cz and T7, respectively. (right side) Simulation of an electric field generated in the right

hemisphere by mounting a stimulation electrode at P4 and return electrodes at Oz, Cz and T8, respectively. The magnitude of the electric

field is indicated in jEj.
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performance had been unlikely affected by expectation
effects.

2.4 | Statistical analyses

2.4.1 | Model fitting

We computed hierarchical generalised (linear/additive)
regression models to test our hypotheses. Hereby, stimu-
lation condition (Condition 1 vs. Condition 2
vs. Condition 3 vs. Condition 4 vs. Condition 5), target
position (left vs. right), trial type condition (targets only
vs. targets and distractors), exposure duration (71.2 ms
vs. 106.8 ms vs. 128.6 ms), TVA K (short-term memory
capacity), C (speed of information processing), t0 (effec-
tive exposure duration), α (top-down control), and spatial
bias (visuospatial attention) parameter values and indi-
viduals’ error rate represented variables of interest.

However, we only analysed t0 for exploratory reasons
given that we had no strong hypothesis how tACS might
impact on this parameter. We determined the signifi-
cance of a model by comparing its second-order Akaike
information criterion (AICc) value to the AICc value of a
reference model. Smaller AICc values indicate a better
model fit than larger ones. Thus, ΔAICc values > 2 sug-
gest a significant model fit difference (Burnham &
Anderson, 2004). For instance, in order to test whether
there were differential effects of tACS conditions on TVA
speed of information processing, one would compare the
AICc value of a model comprising stimulation condition
as predictor variable and TVA C parameter values as cri-
terion variable with the AICc value of a model without
predictor variable. The latter is also referred to as inter-
cept model given that its model fit depends on its mean/
intercept value only. If the AICc value of the former
model was at least two units smaller than the AICc value
of the latter model, this would indicate that stimulation
condition explained a significant portion of the variance
of TVA C parameter values. In contrast, in order to test
whether an interaction between two predictors, for exam-
ple, target position and exposure duration, explained a sig-
nificant portion of a criterion variable, for example, error
rate, one would need to compare a model comprising
both the main effects target position and exposure dura-
tion and the interaction term between target position and
exposure duration to a model comprising only the main
effect terms target position and exposure duration. Thus, it
would be possible to disentangle the interaction effect
from the main effects. Furthermore, it is possible to intro-
duce random effects to these models. Random effects rep-
resent variables that may possibly explain some variance
of the criterion variable but are not of primary research

interest. For instance, there may be intra-individual dif-
ferences between testing sessions given that individuals’
activity levels may fluctuate or because some are faster
learners than others. Introducing these variables, for
example, subject and day, to a model allows to control for
their contribution to the dependent variable, meaning
that the influence of predictors of interest may be esti-
mated more precisely. This is because, the influence of
stimulation condition would not only be estimated based
on different levels of stimulation condition but also
depending on individuals’ performance in general and
the performance displayed at different days. In addition
to that, random effects may also be considered for slope
estimations in models with metric predictors, for exam-
ple, with TVA C parameter values as predictor and TVA
K parameter values as criterion variables. Thus, the rela-
tionship between TVA parameter values would be esti-
mated by allowing for differential relationships for each
individual and/or at each day. Importantly, for compar-
ing models with random effects, both the reference model
and model of interest need to contain the random effects.
Besides that, model fits between different models may be
compared to each other to determine which model
explains a criterion best.

2.4.2 | Bayesian statistics

In addition to that, we computed Bayes factors (BF10)
based on Bayes information criterion (BIC) values in order
to determine how strong the data favoured a model of
interest over a reference model using Equation (4) by
Wagenmakers (2007). For instance, BF10 = 3 indicates
that data fit three times more likely to a model of interest
as compared to the corresponding reference model. How-
ever, model fits as operationalised by means of ΔAICc
and BF10 values do not necessarily match since BIC
values are differently penalised than AICc values
(Stoica & Selen, 2004). Thus, we considered a model fit as
significant only if ΔAICc > 2 and BF10 > 1.

BF10 ¼ exp BICreference�BICmodel of interestð Þ=2ð Þ ð4Þ

2.4.3 | Post-hoc processing

The range of most plausible estimates of linear regression
coefficients was then determined by computing two-
tailed confidence intervals whose significance level,
α = .05, was adjusted by means of Benjamini-Hochberg
(BH) procedure if necessary, see Equation (5)
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(Benjamini & Hochberg, 1995).7 Moreover, the signifi-
cance of condition-specific smooth terms was determined
by means of F-test statistics where p-values were also cor-
rected by applying the BH-procedure if necessary.

CIBH ¼ y� t
1�� rank�α

ntests�2;nobservations� df parametricþdf smoothð Þ�1
� �� se yð Þ

� �

ð5Þ

The range of most plausible average estimates
reported, for example, for descriptive statistical reasons,
were determined by computing two-tailed confidence
intervals with a significance level of .1%, see
Equation (6).

CIdescriptive ¼ y� t 1�α
2;nobservations�1ð � se yð Þ

h i
ð6Þ

2.4.4 | Model assumptions and constraints

We controlled for outliers in regression models with
smooth terms by applying the density-based spatial clus-
tering of applications with noise (DBSCAN) algorithm
(Ester et al., 1996). Hereby, clusters contained at least five
data points, and their radius was constrained to distance
values <Q3þ3� IQR. We only analysed models further if
there were less than 5% outliers.

Moreover, we only reported models if their model fits
were significant, ΔAICc > 2 and BF10 > 1, based on both
full data and data without outliers.

Furthermore, we controlled if residuals were fairly
symmetrically distributed applying the following proce-
dure: at first, we estimated location and scale parameter
values given a normal distribution based on residual
values using maximum likelihood method. Then, we
determined the frequency of each residual value rounded
to the second decimal. Afterwards, we computed the
probability of these residual values by dividing these fre-
quencies by the total amount of unique residual values.
In a next step, we accumulated these probabilities in an
ascending order corresponding to the order of the resid-
ual values to model the progression of a cumulative dis-
tribution function. Subsequently, we indeed modelled a
normal cumulative distribution function based on the
location and scale parameter estimates we had acquired
using maximum likelihood method. Thus, we were able
to determine the most plausible deviation between

observed and predicted cumulative probabilities of resid-
ual values given a normal distribution assumption using
confidence intervals with a significance level of 5%
(CIGauss). We did not determine the model fit based on
whether 0 was among these most plausible values.
Firstly, this approach would be counter-intuitive to fre-
quentistic testing. Secondly, 0 may be unlikely among the
most plausible values the better the model fit given that
the corresponding standard error may be small and
hence the range of the confidence interval narrow. Alter-
natively, we will report the size of the range of the most
plausible values (range sizeGauss). There is no rule of
thumb which range size indicates a good model fit and
thus implies symmetrically distributed residuals. Never-
theless, we believe that a range size of up to 5% may sug-
gest a very good, between 5% and 10% a good, and
between 10% and 15% an acceptable fit.

On top of that, we controlled whether residuals were
homoscedastic using the following approach: we fitted
generalised additive models with z-standardised residuals
as criterion and z-standardised predicted values as predic-
tor variables with random intercepts and slopes for each
individual and each day (if applicable) and compared the
model fit to a reference model with random intercepts
and slopes for each individual and each day
(if applicable). If ΔAICc > 2 and BF10 > 1, we considered
a model as problematic and did not report it.

2.4.5 | Individuals’ performance

We then investigated which stimulation and conditional
factors impacted on individuals’ performance in the
visual short-term memory task the most. For this, we
conducted hierarchical regression analyses with error rate
as criterion variable, and stimulation condition
(Condition 1 vs. Condition 2 vs. Condition 3
vs. Condition 4 vs. Condition 5), target position (left
vs. right), trial type condition (targets only vs. targets and
distractors) and exposure duration (71.2 ms vs. 106.8 ms
vs. 126.8 ms) as predictor variables with random inter-
cepts for each individual and for each day.

2.4.6 | TVA parameter values

Furthermore, we analysed whether different brain stimu-
lation protocols impacted on TVA cognitive functions rel-
ative to sham condition by conducting hierarchical
regression analyses with K (short-term memory capacity),
C (speed of information processing), t0 (effective expo-
sure duration), α (top-down control) and spatial bias
parameter values as criterion variables and stimulation

7Note that we did not consider intercepts for these computations as we
were primarily interested in significant differences between conditions.
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condition (Condition 1 vs. Condition 2 vs. Condition 3
vs. Condition 4 vs. Condition 5) as predictor variable with
random intercepts for each individual and for each day.

2.4.7 | Associations between TVA parameter
values

Moreover, we investigated whether associations between
TVA parameter values were differently affected by stimu-
lation condition as compared to sham condition. For this,
we computed hierarchical generalised additive models
with K, C, t0, α and spatial bias parameter values as crite-
rion variable, either one of the remaining parameter
values as predictor variable, and stimulation condition
(Condition 1 vs. Condition 2 vs. Condition 3 vs. Condition
4 vs. Condition 5) as grouping variable with random inter-
cepts and slopes for each individual. We also conducted
these analyses with day (1 vs. 2 vs. 3 vs. 4 vs. 5) as grouping
variable. If the latter model fits were significant, we did
not include day as a random effect variable.

2.4.8 | Software

Data analyses were conducted using R (R Core
Team, 2022; Version 4.2.2). Data were (pre-)processed
using the dplyr and tidyr packages (Wickham, 2021;
Wickham et al., 2021). Binomial tests were conducted
using the rstatix package (Kassambara, 2021)
(see supporting information for application examples).

Regression models were fit and processed by means of
the mgcv and tidymv packages (Coretta, 2021;
Wood, 2011). AICc values were computed using the
MuMIn package (Barton, 2020). To employ outlier
detection, we used the dbscan and factoextra packages
(Hahsler et al., 2019; Kassambara & Mundt, 2020). To esti-
mate location and scale parameters of a normal distribu-
tion using maximum likelihood method, we applied the
optim algorithm of R’s stats package (R Core Team, 2022).
For data visualisation, we used the ggplot2, patchwork,
RColorBrewer, and kableExtra packages (Neuwirth, 2014;
Pedersen, 2020; Wickham, 2016; Zhu, 2021).

3 | RESULTS

3.1 | Individuals’ performance

Individuals’ performance was best explained by a model
comprising target position, trial type condition and expo-
sure duration as interaction term with random intercepts
for each individual and each day irrespective of the

stimulation protocol (ΔAICc = 69.54, BF10 > 100,
CIGauss = [.00; .02], range sizeGauss = 1.63%).8 On average,
they displayed the lowest mean error rate of between
1.67 and 7.97% in response to targets presented in the
right visual field without distractors at the longest expo-
sure duration. Their mean error rate was on average
between .36 and 5.69% larger in response to memory dis-
plays with distractors. Moreover, their mean error rate
was on average between 1.50 and 7.13% larger in
response to memory displays presented at the shortest
exposure duration. In addition to that, their mean error
rate increased further by on average between 5.29 and
13.93% if targets had been presented in the left visual
field at the shortest exposure duration. All remaining
effect terms were unlikely to contribute to explaining
individuals’ performance as the respective confidence
intervals contained 0, see Table 1. For a visualisation of
these effects, see Figure 3.

3.2 | TVA parameter values

Only the model with spatial bias values as criterion vari-
able and stimulation condition as categorical predictor
variable with random intercepts for each individual and
each day reached significance (ΔAICc = 4.19,
BF10 = 2.22, CIGauss = [.01; .03], range sizeGauss = 1.99%).
Individuals’ spatial bias values ranged on average
between .04 and .35 in the sham condition. Thus, the par-
ticipants seemed to have deployed attentional resources
stronger to the right visual field given that spatial bias
values < .5 indicate a rightward and values > .5 a left-
ward bias. Interestingly, only tACS applied to the left
PPC at alpha frequency (10 Hz) modulated this effect as
individuals’ spatial bias values were on average between
.02 and .18 values larger in Condition 1 as compared to
Condition 5. Thus, left hemispheric alpha-tACS applied
to the left PPC appeared to have caused a reduction of a
rightward spatial bias towards more balanced attentional
processing in the majority of subjects. For a visualisation
of this effect, see Figure 4.9

3.3 | Associations between TVA
parameter values

Moreover, only the model comprising α values as crite-
rion variable and spatial bias values as predictor

8ΔAICc and BF10 values were computed in comparison to AICc and BIC
values of two different second best models.
9For a visualization of the impact of all tACS protocols on spatial bias
values, see Results in supporting information.
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variable with random intercepts and slopes for each
individual reached significance when fit for each stimu-
lation condition, separately (ΔAICc = 10.76, BF10 > 100,
CIGauss = [�.01; .12], range sizeGauss = 12.27%). Hereby,
all conditional fits were significant, psBH < .001. As
can be inferred from Figure 5, there appeared to be a
linear association between the two variables in

Condition 5 (sham condition). This indicates that on
average individuals allocated attentional resources
stronger to targets than distractors if presented in the
right visual field than the left one at the baseline.
Interestingly, there were very similar trajectories
describing the association between the two variables
for each brain stimulation condition. Thus, tACS

TAB L E 1 Generalised linear model with error rate as criterion and target position (left vs. right), trial type condition (targets only vs.

targets and distractors) and exposure duration (71.2 ms vs. 106.8 ms vs 126.8 ms) as predictors and subject and day as random effects.

Regression coefficients Lower bound Upper bound

Target position (left) � exposure duration (71.2 ms) .05289 .13931

Exposure duration (71.2 ms) .01504 .07130

Trial type condition (targets and distractors) .00362 .05687

Target position (left) � trial type condition (targets and distractors) � exposure duration (71.2 ms) �.00334 .09879

Trial type condition (targets an distractors) � exposure duration (71.2 ms) �.00658 .06308

Target position (left) � trial type condition (targets and distractors) �.01011 .05745

Target position (left) � exposure duration (106.8 ms) �.01057 .05517

Trial type condition (targets and distractors) � exposure duration (106.8 ms) �.00999 .05415

Target position (left) � trial type condition (targets and distractors) � exposure duration (106.8 ms) �.02975 .05891

Exposure duration (106.8 ms) �.01530 .02810

Target position (left) �.01538 .02717

Note: Lower/upper bound: Benjamini–Hochberg-corrected confidence interval boundaries.

F I GURE 3 Individuals’ performance. Performance was operationalised by (mean) error rate. Individuals’ error rates in response to

stimuli presented at different positions in the visual field (left vs. right), without and with distractors (targets only vs. targets and distractors)

and at different exposure durations (71.2 ms vs. 106.8 ms vs. 126.8 ms) are illustrated by different colours, shapes, luminance and

transparency values. Target position contrasts are indicated by green squares and pink diamonds; trial type condition contrasts by

differences in luminance; and exposure duration contrasts by different levels of transparency. The black dashed line indicates P (at least one

incorrect). (left panel) Individuals’ mean error rate in each condition averaged over stimulation conditions and corresponding 99.9%

confidence intervals. (right panel) Regression coefficients: individuals’ error rate increased in response to memory displays with distractors

and in response to memory displays presented at the shortest exposure duration—in particular if targets had been presented in the left visual

field. Dots indicate averages, and whiskers Benjamini–Hochberg-corrected confidence intervals.
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unlikely or just weakly modulated this association.
Similar effects were found when grouped by day, see
supporting information.

4 | DISCUSSION

The aim of this study was to demonstrate that modulat-
ing (right hemispheric [H4] [Hung et al., 2005; Kraft
et al., 2015; Moos et al., 2012]) posterior parietal alpha
activity using tACS may affect individuals’ speed of infor-
mation processing (H1) (Hilla et al., 2020) and short-
term memory capacity (H3) (Finke et al., 2005) by
impacting on their attentional control functions (H2)
(Bavelier & Green, 2019; Helfrich et al., 2014; Kemmerer
et al., 2022; Riddle et al., 2020; Sauseng et al., 2009;
Vogeti et al., 2022). However, the participants displayed
similar speed of information processing and short-term
memory capacity regardless of stimulation condition. In
addition to that, alpha-tACS applied over individuals’ left
but not right PPC impacted on their visuospatial atten-
tion orientation. Thus, our data support H2 but not H1,
H3 and H4.

4.1 | Inter-hemispheric competition and
visuospatial attentional processing

We did not expect our participants to attend stronger to
the right than the left visual field. In fact, previous
research indicated that healthy individuals prevalently
demonstrate a visuospatial bias towards the left and not
the right visual field—a phenomenon established as pseu-
doneglect (Brooks et al., 2014). According to the activa-
tion-orientation hypothesis (AOH) such an attentional
bias may be related to differential hemispheric activation
with stronger biases emerging contralateral to the hemi-
sphere with the higher excitation level (Reuter-Lorenz
et al., 1990). Thus, pseudoneglect might be a consequence
of higher excitation in the right as compared to the left
hemisphere during visuospatial attentional processing
(Siman-Tov et al., 2007). In line with this, Loftus and
Nicholls (2012) showed that individuals exhibited a
significant reduction in pseudoneglect after anodal
(excitatory) transcranial direct current stimulation had
been applied to the left PPC. The authors suggested that
this effect might be related to inter-hemispheric competi-
tion where the imbalance in excitation levels between the

F I GURE 4 Effect of transcranial alternating current stimulation (tACS) at alpha frequency (10 Hz) on theory of visual attention spatial

bias values. Values between 0 and .5 indicate a rightward, and between .5 and 1 a leftward spatial bias. Individuals’ spatial bias values
during sham stimulation served as baseline and are indicated as dark grey dots. Individuals’ spatial bias values during alpha-tACS applied to

the left posterior parietal cortex (PPC) are visualised as light blue dots. (left panel) Individuals’ spatial bias values and corresponding 99.9%-

confidence intervals. (right panel) Significant main effect of 10 Hz-tACS over left PPC: on average, individuals’ spatial bias values were < .5

in the sham condition, and larger after 10 Hz-tACS had been applied over the left PPC in most of the individuals. Thus, alpha tACS to the

left PPC seemed to have reduced most individuals’ rightward spatial bias compared to baseline. The dot indicates the average, and whiskers

the Benjamini–Hochberg-corrected confidence interval.
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right and the left hemisphere might have been altered by
anodal stimulation analogously shifting attention away
from the left and more towards the right visual field.

Thus, the question of why participants in this study
demonstrated nevertheless a rightward spatial bias needs
to be addressed. One explanation for this may be an
imbalance in alpha power between hemispheres. Alpha
brain oscillatory activity is widely considered as a neural
substrate of visuospatial attentional processing provided
that lower/larger activity seems to coincide with proces-
sing states more/less favourable for information proces-
sing in line with the focus of attention, respectively
(Jensen & Mazaheri, 2010; Klimesch, 2012; Peylo
et al., 2021; Thut et al., 2006). Regarding the AOH
(Reuter-Lorenz et al., 1990), one would then expect that
attention would be biased towards a visual hemifield con-
tralateral to the hemisphere with the lowest and ipsilat-
eral to the hemisphere with the highest alpha oscillatory
activity. Our data partially support this account given
that alpha-tACS applied to the left PPC coincided with
an attentional shift away from the right visual hemifield.
But the question remains why our participants exhibited
a rightward and not a leftward visuospatial bias in the
sham condition in the first place? One explanation may

be that individuals might have demonstrated an
increased alpha activity in the right as compared to the
left hemisphere during visuospatial attentional proces-
sing. In support of this, Gallotto et al. (2020) found that
individuals exhibited a larger alpha power in the right as
compared to the left hemisphere in neutral conditions
while performing a spatial orientation task. This implies
that individuals may display an imbalance in hemi-
spheric alpha activity even in conditions where attention
is not cued towards one particular hemifield. Further-
more, individuals displayed larger differences in alpha
activity between neutral and cued trials in the left as
compared to the right hemisphere. This indicates that
there may be a larger potential for alpha power modula-
tion in the left than the right hemisphere. Thus, our par-
ticipants’ visuospatial attention bias towards the right
visual field might have been driven by a larger alpha
activity in the right hemisphere. Moreover, this effect
may only have been altered by left hemispheric alpha-
tACS application provided that there may have been a
larger propensity for modulation in the left hemisphere.
However, further research on alpha oscillatory activity
during this task execution will be required to test these
hypotheses.

F I GURE 5 Association between theory of visual attention α (top-down control) and spatial bias values (visuospatial attention) in

different brain stimulation conditions. α values close to zero indicate high top-down control and close to .30 no differentiation between

targets and distractors. Spatial bias values < .5 suggest a rightward, and values > .5 a leftward spatial bias. Five different stimulation

protocols were applied. Differential hemispheric stimulation is indicated by different colours (left hemispheric tACS: blue, right hemispheric

tACS: red). Stimulation frequencies are indicated by different levels of luminance (10 Hz: bright, 16.18 Hz: dark). Sham stimulation is

indicated by dark grey dots. Model fits were significant in each condition; and overall, there appeared to be (a tendency for) a linear

association between the two variables in all conditions. PPC: posterior parietal cortex.
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4.2 | Association between TVA spatial
bias and α values

Furthermore, we did not expect a significant relationship
between TVA α and spatial bias values. This was because
Wiegand et al. (2018) demonstrated that TVA visuospa-
tial attentional processing and top-down control were
related to distinct electrophysiological mechanisms
which implied that these parameters were independent.
In contrast, our findings suggest an association between
these two parameters such that individuals’ ability of
target enhancement may be stronger if visuospatial
attention was directed to the right visual field. One expla-
nation for this may be that visuospatial attention may be
deployed to facilitate target enhancement foremost in
challenging conditions. In support of this, we observed
that individuals displayed a larger error rate in response
to targets presented in the left visual field as compared to
the right one in particular if stimuli had been presented
at the shortest exposure duration. But their performance
was better in response to memory displays with targets
only than targets and distractors irrespective of the
remaining conditions. This indicates that visuospatial
attention rather than target enhancement may be
deployed to deal with challenging circumstances, for
example, processing information presented at very short
exposure duration. Moreover, Shalev et al. (2018) showed
that individuals’ TVA top-down control could be
increased by directing visuospatial attention towards the
right visual field using a lateralised sustained attention
task.10 Thus, TVA spatial bias and α parameter values
may indeed reflect distinct cognitive functions. Neverthe-
less, these might interact.

4.3 | Video gaming effects

If we had been able to demonstrate that modulating
alpha activity using tACS impacted on TVA speed of
information processing through alterations in attentional
control functions, we would have been able to imitate an
effect previously observed in video game players, that is,
that video game players’ faster visual information proces-
sing coincided with alpha amplitude modulation (Hilla
et al., 2020). Furthermore, this effect would have pro-
vided indirect evidence in favour of alpha power modula-
tion potentially representing a causal mechanism of this
effect. In addition to that, we would have been able to
infer to some extent which attention control function, for
example, target enhancement and/or visuospatial

attention processing, may have contributed to the effect.
On top of that, combined, these effects would have pro-
vided indirect evidence in favour of the hypothesis
according to which video games may train individuals in
learning to deploy attention control such that they may
develop efficient cognitive strategies (Bavelier &
Green, 2019).

However, we had only been able to show that modu-
lating alpha activity using tACS impacted on individuals’
visuospatial attention orientation. Thus, one might con-
clude from this effect that alpha power modulation might
not represent a neural substrate of TVA speed of informa-
tion processing. In addition to that, one might doubt if
alpha power modulation indeed contributed to video
game players’ faster information processing (Hilla
et al., 2020). We believe that such a conclusion may be
premature given that we may not have been able to imi-
tate the exact the same neural modulation as observed in
video game players using tACS. This is because alpha-
tACS rather increases brain oscillatory activity (Helfrich
et al., 2014; Kemmerer et al., 2022). In contrast, video
game players’ faster speed of information processing cor-
related with alpha amplitude attenuation time-locked to
memory display processing (Hilla et al., 2020). The issue
here may be not so much that tACS increases brain oscil-
latory activity (because even opposite effects, that is,
slower speed of information processing related to
increased alpha activity, would have supported our
hypotheses) but rather that alpha-tACS would have been
required to alter alpha power modulation specifically
related to memory display processing. Hung et al. (2005),
for instance, showed that 10-Hz repetitive transcranial
magnetic stimulation (rTMS) time-locked to memory dis-
plays applied over individuals’ right hemispheric PPC
altered their TVA top-down control. In this context,
rTMS represents a non-invasive brain stimulation
method employing a different mechanism to alter brain
oscillatory activity as compared to tACS. Nevertheless,
both methods appear to induce similar effects (Veniero
et al., 2015). Thus, a temporally more precise application
of (a different) brain stimulation at alpha frequency may
be suitable to impact on TVA speed of information pro-
cessing via altered TVA top-down control. But further
research will be required to prove this hypothesis.

Besides speed of information processing, we expected
alpha-tACS to impact on TVA short-term memory capac-
ity K. We derived this hypothesis from the observation
that short-term memory performance was related to
alpha power modulation (Riddle et al., 2020; Sauseng
et al., 2009) and TVA speed of information processing
and short-term memory capacity commonly correlate
(Finke et al., 2005). Moreover, video game players
have been frequently shown to demonstrate enhanced

10However, this effect did only manifest as a result of high-frequency
transcranial random-noise stimulation to both hemispheres.
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short-term memory processing (Blacker & Curby, 2013;
McDermott et al., 2014; Tanaka et al., 2013). Thus, if our
results had been in line with our hypotheses (H1 and
H2), this may have indirectly implied that alpha power
modulation may account for video gaming effects—
therefore also for differential short-term memory proces-
sing in video game players (Blacker & Curby, 2013;
McDermott et al., 2014; Tanaka et al., 2013). However,
we had not been successful in establishing such a rela-
tionship. We speculate that one explanation for this may
be that short-term memory processing may be stronger
related to theta oscillatory activity around 5 Hz rather
than alpha power (Lisman, 2010; Riddle et al., 2020;
Sauseng et al., 2009). For instance, Jaušovec et al. (2014),
Bender et al. (2019) and Wolinski et al. (2018) showed
that individuals’ short-term memory capacity could be
increased by means of theta-tACS applied over their PPC.
Furthermore, Kraft et al. (2015) found that individuals’
TVA short-term memory capacity could be altered by
applying 6-Hz rTMS time-locked to memory displays over
individuals’ right precuneus. Thus, TVA K parameter
values may be more likely affected by modulating theta
as compared to alpha activity. But further research will
be required to establish this.

5 | CONCLUSION

The aim of this study was to demonstrate that modulat-
ing posterior parietal alpha activity using tACS may
impact on individuals’ speed of information processing
by alternating their attentional control functions. If our
results had been in line with this, we would have been
able to imitate an effect previously observed in video
game players, that is, that video game players’ faster
visual information processing coincided with alpha
amplitude modulation (Hilla et al., 2020). Thus, this
effect would have indirectly indicated that alpha power
modulation might represent a neural substrate of video
gaming effects. However, we only managed to change
individuals’ visuospatial attention orientation by applying
tACS at alpha frequency over their left PPC. This indi-
cates that mere alterations in visuospatial attention pro-
cessing related to alpha oscillatory activity unlikely
account for differential cognitive processing as observed
in video game players.
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