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Abstract

Online fake news can have noxious consequences. Social media platforms are

experimenting with different interventions to curb fake news' spread, often

employing them simultaneously. However, research investigating the interaction of

these interventions is limited. Here, we use the heuristic‐systematic model of

information processing (HSM) as a theoretical framework to jointly test two

interventions against fake news that are implemented at scale by social media

platforms: (1) adding warning labels from fact checkers to initiate systematic

processing and (2) removing social endorsement cues (e.g., engagement counts) to

reduce the influence of this heuristic cue. Moreover, we accounted for dispositions

previously found to affect a person's response to fake news through motivated

reasoning or cognitive style. An online experiment in Germany (N = 571) confirmed

that warning labels reduced the perceived credibility of a fake news post

exaggerating the consequences of climate change. Warning labels also lowered

the (self‐reported) likelihood to amplify fake news. Removing social endorsement

cues did not have an effect. In line with research on motivated reasoning,

left‐leaning individuals perceived the climate fake news to be more credible and

reported a higher likelihood to amplify it. Supporting research on cognitive style,

participants with lower educational levels and a less analytic thinking style also

reported a higher likelihood of amplification. Elaboration likelihood was associated

only with age, involvement, and political leaning, but not affected by warning labels.

Our findings contribute to the mounting evidence for the effectiveness of warning

labels while questioning their relevance for systematic processing.
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1 | INTRODUCTION

Since the presidential election in the United States in 2016, so‐called

fake news—“fabricated information that mimics news media content

in form but not in organizational process or intent” (Lazer et al., 2018;

p. 1094)—has raised global concerns, since its dissemination can have

severe consequences for individual and collective well‐being. Differ-

ent regulatory attempts, such as the European Commissions' code of

practice on disinformation, try to curb the spread of fake news

(European Commission, 2018). Under increasing pressure to manage

the “information disorder” on its platform (Donovan, 2020), Face-

book, the largest social network website in many countries, partners

with different fact‐checking institutions to combat mis‐ and

disinformation, for instance via warning labels. Once a piece of

content is found to be false, its algorithmic recommendation is

reduced, and the misinformation receives a warning label stating that

its content is disputed by fact checkers (Facebook, 2020). Similar

warning labels are also used by Twitter (Roth & Pickles, 2020), but

they exclude misinformation related to COVID‐19 since the takeover

by Elon Musk in 2022 (Reuters, 2022). Warning labels on both

platforms directly link the fact checks to the warning labels, thus

aiming at fostering a more systematic processing of the material.

Beyond warning labels, Meta, the company owning Facebook,

also started to allow users to remove social endorsement cues (i.e.,

the like count) (for a media report, see Constantine, 2019; Rizoiu,

2019). Prior research had shown that such endorsement cues

increase the perceived credibility of both factual and fake news

and motivate their amplification (i.e., liking or sharing) (Luo et al.,

2022). The effect of this heuristic endorsement cue was stronger for

fake as compared to factual news (Avram et al., 2020). Thus,

removing social endorsement cues could actively contribute to

reducing the spread of fake news. However, interaction effects

between different countermeasures have gained comparatively little

academic interest so far (for a systematic review, see Ziemer &

Rothmund, 2022).

In the present work, we studied the interplay of fact‐checking

warning labels and the removal of social endorsement cues using the

heuristic‐systematic model of information processing (HSM) (Chaiken,

1980) as a theoretical framework for deriving hypotheses about their

effects. We judged the effectiveness of these interventions by

examining users' perceived credibility of fake news and their

likelihood to amplify fake news posts versus elaborating on them

more carefully. Furthermore, we accounted for mounting evidence

suggesting that the response to fake news depends on two central

psychological characteristics: First, people's cognitive styles, such

that those with a more superficial, heuristic processing style are more

prone to fall for fake news, and, second, the attitudinal consistency

between their worldviews and the fake news, that is, their

motivational processing of fake news' content (for a systematic

review, see Ziemer & Rothmund, 2022). Thus, we controlled our

analyses for a set of socio‐demographic and psychological disposi-

tions mirroring these two dimensions based on prior research (e.g.,

Guess et al., 2019; Pennycook & Rand, 2020).

2 | THEORETICAL BACKGROUND

2.1 | The HSM

From a cognitive perspective, the processing of fake news follows the

same mechanics as the processing of information more generally.

Following two process models of cognition, these mechanics can be

distinguished between a fast, peripheral process (sometimes referred

to as system I), and a more systematic, elaborated system II path,

where information is elaborated carefully (Kahneman, 2013; Petty &

Cacioppo, 1986). The HSM, applied as the central framework in the

current study, is a two‐process model that describes more specifically

how “individuals make judgments in the light of information” (Chaiken

& Ledgerwood, 2012; p. 254). In the HSM, the systematic (system II)

mode describes situations in which information is elaborated carefully

and with the intention to thoroughly understand any available

information. The heuristic mode (system I) describes conditions under

which salient and easily comprehended cues are used as shortcuts for

opinion formation (Chaiken, 1980, 1987). Relevant to the current

study, a more systematic elaboration is associated with a lower

susceptibility to fake news (Pennycook & Rand, 2021). For instance,

nudging users to make accurate decisions has been shown to reduce

the sharing of fake news (Pennycook et al., 2020).

Heuristic and systematic processing can co‐occur and shape each

other (Chen et al., 1999; Zuckerman & Chaiken, 1998). As systematic

processing requires mental effort, people engage in systematic

processing only when they are able and motivated to invest the

necessary resources (comparable to the elaboration‐likelihood model,

see Petty et al., 1983). Heuristic processing needs much less effort

and can be viewed as relatively automatic, as it focusses on easily

noted and understood cues, so‐called heuristics. Examples for such

heuristics include shortcuts, such as “experts know best” or

“consensus implies correctness” (Chaiken & Ledgerwood, 2012;

p. 247). Other motives such as needs for accuracy or defending

one's worldview also steer the employment of heuristic and/or

systematic processing (Chen et al., 1999). Following the theory of

motivated reasoning (Kunda, 1990), engagement in systematic versus

heuristic processing can further depend on peoples' motivational

goals. If they are motivated to form accurate opinions, they are more

likely to engage in systematic processing to form accurate conclu-

sions. However, if people are motivated by directional goals (e.g., the

desire to defend their worldview), they are more likely to use

whatever strategy brings them to their desired conclusion (e.g., that

their worldview is correct).

The HSM had been suggested as a framework for understanding

the effectiveness of product warning labels (Zuckerman & Chaiken,

1998) and has recently gained increased scholarly attention as a

theoretical framework to study factual and fake news (Ali et al., 2022;

Duncan, 2020; Kaye & Johnson, 2021; Sundar et al., 2021). For

instance, Ali et al. (2021) showed that fake news posts but not real

news posts accompanied by a high number of likes—a heuristic cue

for the social endorsement of the content—were perceived to be

more credible.
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2.2 | Perceived credibility of fake news

Perceived credibility is a major factor determining persuasion and one

of the central variables by which the effects of fake news are judged

(for a review, see Bryanov & Vziatysheva, 2021). Since the seminal

work by Hovland et al. (1953), research has repeatedly shown that

credible sources are more persuasive than noncredible ones (for a

meta‐analysis, see Pornpitakpan, 2004). Perceived credibility can also

refer to a message itself. Following Appelman and Sundar (2016),

message credibility is “an individual's judgment of the veracity of the

content of communication” (p. 63) driven by perceiving the message

to be authentic, accurate, and believable. Source and message

credibility can interact with each other (Flanagin et al., 2020).

Although perceived credibility can mediate subsequent (fake) news

effects (Halpern et al., 2019), it is an “effect in its own right”

(Appelman & Sundar, 2016; p. 63) and thus studied as our first central

dependent variable in this work.

The perceived credibility of fake news is likely driven more by

heuristics than by systematic evaluations of fake news' content.

Perceived message credibility is often the result of heuristics

(Chaiken, 1980; Petty & Cacioppo, 1986) and interviews with media

users using think‐aloud protocols have shown that users seldomly

scrutinize fake news carefully (Freiling, 2019). One central heuristic

could be the social endorsement of a message, that is, the number of

likes or shares on social media (the so‐called bandwagon effect, see

Sundar et al., 2008). For instance, a high (vs. low) number of likes has

been found to increase the perceived credibility of both fake and

factual news (Luo et al., 2022). Warning labels that allow for a more

careful engagement with online content try to reduce the impact of

such heuristics and generally foster more careful engagement and

systematic processing to reduce the perceived credibility of fake

news (van der Linden, 2018). However, reducing the perceived

credibility of fake news alone is not enough, as users might engage

with fake news on social media despite their disbelief (Pennycook

et al., 2021).

2.3 | Engagement with fake news

Social media platforms allow users to actively respond to the content

they see online, for instance by liking or sharing it. Users' sharing in

particular is a central factor for fake news' virality (Vosoughi et al.,

2018), and some scholars have argued for focusing on interventions

reducing sharing in the first place (Pennycook et al., 2021).

Algorithmically curated social media platforms, such as Facebook

or Twitter, often use user engagement as an indicator for the value

of content and further amplify it by recommending it to other users

(e.g., in the Twitters Trends). Thus, even though there are several

motivations underlying “liking” and “sharing” on social media

(Hayes et al., 2016), behavioral engagement with social media

content contributes to amplification. Reducing the amplification of

fake news is one key effectiveness indicator for fake news

interventions.

From the perspective of the HSM and in light of the benefits of

systematic processing for individuals' resilience against fake news

(Pennycook & Rand, 2019), it is also desirable to foster elaboration.

Qualitative research (Freiling, 2019; Tandoc et al., 2018) has

indicated that two elaboration strategies are frequently employed

by social media users: Exchanging with others about a suspected fake

news piece and searching for additional information. Consequentially,

countermeasures that increase such elaboration techniques are

desirable.

2.4 | The current research focus: Fake news
interventions

2.4.1 | Warning labels

Facebook implemented warning labels (indicating “disputed by 3rd

party fact‐checkers”) for the first time in December 2016 (Mosseri,

2016) and started to roll out a similar strategy on its subsidiary

company Instagram 3 years later (Instagram, 2019). Currently, these

labels do not only inform people that the content of a post has been

disputed but also link to further information about the disputation.

The effectiveness of warning labels is often evaluated from the rate

of users clicking on the additional information (for a media report, see

The Economic Times, 2021). Thus, the underlying theoretical

assumption of warning labels is that they can nudge people away

from relying primarily on heuristic processing (van der Linden, 2018).

Prior research on the effectiveness of warning labels to reduce

the perceived credibility of fake news provided some positive

evidence. For instance, Clayton et al. (2020) showed that warning

labels reduced the perceived accuracy of fake news about former

U.S. president Donald Trump. Similarly, Duncan (2020) found that

negative credibility labels decreased the perceived credibility of a

news story. In contrast, Oeldorf‐Hirsch et al. (2020) found no such

effect of warning labels presented together with either news memes

(Study 1) or news articles (Study 2), suggesting that the effect of

warning labels might be conditional on other factors. Compatible with

this idea, Arendt et al. (2019) found warning labels to reduce the

perceived accuracy of fake news among participants leaning towards

the political left but not among those leaning towards the right.

Warning labels might also reduce the amplification of fake news,

although research using behavioral measures is less prevalent.

Pennycook et al. (2020) found that fake news with a “disputed” label

was perceived to be less accurate and shared less often than posts

without such a label. Mena (2020) found that participants were less

likely to share fake news when it had been labeled as false. We are

currently not aware of a study that explicitly evaluated the effects of

warning labels on the elaboration of fake news. We thus formulated

one confirmatory hypothesis and one exploratory research question to

formalize our expectations regarding the effects of warning labels.

H1: Perceived credibility of a fake news post with a warning label

attached is lower compared to one without a warning label.
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RQ1: Do users engage (amplification and elaboration) less with a

fake news post with a warning label than one without a

warning label?

2.4.2 | Social endorsement cues

One heuristic cue that has been typical for social media is the social

endorsement of a post, for example, the number of likes, shares, and

views a post has received. These cues serve as an indicator for the

popularity of the content through other users and thus can trigger a

bandwagon effect (Sundar et al., 2008), such that recipients perceive

posts with multiple likes as being more valuable and credible

(Metzger & Flanagin, 2013).

Social endorsement cues can affect the perceived credibility of

fake news. Luo et al. (2022) found that a high number of Facebook

likes increased the perceived credibility of both fake and factual

news. Fake news might benefit even more from endorsement than

real news: A high (vs.) low number of likes increases the perceived

credibility of conspiracy theories on Facebook (Shin et al., 2022), and

a study by Ali et al. (2021) showed a bandwagon effect for fake but

not real news. These and other findings likely motivated Meta to hide

like counts on Instagram in 2019.

Social endorsement cues can also affect engagement with fake

news. For instance, Winter et al. (2015) found that users were more

likely to engage more with Facebook posts with many as compared to

few likes. Avram et al. (2020) showed that the number of likes was

positively associated with liking and sharing fake news, but negatively

with fact‐checking it. Relatedly, Molina et al. (2022) found that users

were more likely to comment on fake news with many (vs. few) likes.

As research using behavioral measures as a dependent variable is

generally less prevalent, we formulated one confirmatory hypothesis

and one exploratory research question to formalize our expectations.

H2: Perceived credibility of a fake news post with social

endorsement cues is higher compared to one without social

endorsement cues.

RQ2: Do users engage (amplification and elaboration) more with

a fake news post with social engagement cues than one

without social engagement cues?

2.4.3 | The interaction of warning labels and social
endorsement cues

Social media platforms often combine different strategies to combat

fake news, but studies on potential interactions between interventions

are rare (Bak‐Coleman et al., 2022; Ziemer & Rothmund, 2022).

Furthermore, these studies often test either the interplay of different

heuristics or the combination of measures targeted towards fostering

systematic processing. For instance, Lin et al. (2016) found that multiple

heuristics affected the perceived credibility of a tweet. Hameleers (2022)

showed that combining news media literacy interventions and fact

checks worked hand‐in‐hand to reduce users' agreement with fake

news. In the present work, we sought to broaden the knowledge about

such effects by exploring how the heuristic social endorsement cues

would interact with the warning labels aimed to motivate systematic

processing, with an eye toward different possible patterns of interaction

(i.e., systematic processing triggered by warning labels overruling

heuristic processes coming from social endorsement cues or vice versa).

We thus formulated the following exploratory research questions:

RQ3: How do social endorsement and warning labels interact

with each other in affecting the perceived credibility of a

fake news post?

RQ4: How do social endorsement and warning labels interact

with each other in affecting the engagement (amplification

and elaboration) with a fake news post?

2.5 | Interindividual differences

Research on warning labels has provided some evidence for inter-

individual differences such as political attitudes shaping their effective-

ness (Arendt et al., 2019). There is also a study by Lee et al. (2021) that

found that social endorsement cues can have a negative effect on the

perceived credibility of Facebook posts, suggesting that interindividual

differences might also play a role for social endorsement cues' relevance.

Drawing from research on fake news processing and effects,

interindividual differences related to individuals' cognitive style and

attitudinal consistency when encountering fake news are central. While

the cognitive variables shape the likelihood of engaging in systematic

processing (elaboration likelihood model, Petty & Cacioppo, 1986), the

attitudinal variables shape motivational processing (Kunda, 1990). Thus,

both types of variables should be considered in research about

countermeasures (Ziemer & Rothmund, 2022).

Variables associated with individuals' cognitive style include their

education, their analytical style, and their involvement with the topic of

the post. With regard to educational level, surveys show that those with a

lower (vs. higher) educational level have lower news literacy (Meßmer

et al., 2021), perform worse in a fake news detection task (Preston et al.,

2021), and are more likely to believe in fake news (Allcott & Gentzkow,

2017). One reason for these findings could be that educational level is

associated with peoples' cognitive abilities. There is mounting evidence

that these abilities, particularly people's analytic thinking, shape responses

to fake news (Pennycook & Rand, 2019, 2020; for an overview, see

2021). From the perspective of two‐process models, this is due to a

higher likelihood of systematic processing when individuals have a greater

capacity for systematic elaboration (Cacioppo & Petty, 1982; Petty &

Cacioppo, 1986). Another central variable that fosters systematic

processing is the interest in the topic, that is, the involvement with an

issue (Johnson & Eagly, 1989; Petty et al., 1983), such that higher interest

fosters more systematic processing. We thus controlled our analyses for

these variables.

One variable that has gained considerable attention in fake news

research is people's political attitudes. Fake news often addresses
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partisan or politized topics (Humprecht, 2019; Marwick & Lewis,

2017) and individuals are more likely to fall for fake news supporting

their prior political attitudes (Corbu & Negrea‐Busuioc, 2020; Faragó

et al., 2019), indicating motivated processing (Kunda, 1990). For

instance, ultraconservative US citizens were found to share more

fake news than their liberal counterparts (Guess et al., 2019). We

thus included a measure of political attitude.

Finally, there is some evidence that older media users might be

more susceptible to fake news (Guess et al., 2019; Moore & Hancock,

2022). Thus we also included age as a control variable, although age

does not directly correspond to either a specific cognitive style or

motivated processing.

3 | METHOD

We tested our hypotheses and answered our research questions by

means of an online experiment that realized a 2 (warning labels

absent vs. present) × 2 (social endorsement cues absent vs. present)

between‐subjects design. All materials, data, and code for this study

are available in the project's repository on the Open Science

Framework (OSF): https://osf.io/ugt2v/.

3.1 | Sample

We recruited participants via social media platforms (e.g., Facebook),

university mailing lists, and websites for psychological studies

between December 2017 until February 2018. A total of 674 adults

completed the study. To ensure high data quality, we excluded

participants who indicated that they did not comply with the study

rules or showed indicators of survey speeding (n = 17) or who failed

an attention check (n = 86).

The remaining N = 571 participants (76% women, 23% men, 1%

prefer not to answer) were on average 26.23 years old (SD = 9.80)

and rather highly educated (95% had graduated from high school).

The majority (71%) were students, 25% worked (full‐ or part‐time),

3% were unemployed, and 1% were retired. Overall, our sample

resembles the global Facebook population with regard to age and

education level, but women were overrepresented and nonbinary

individuals underrepresented (Ribeiro et al., 2020; Statista, 2021).

Most of the participants were Facebook users (85%); only 6% (n = 32)

reported that they never used any social media. Participants' political

attitudes were skewed to the left (M = 4.73, SD = 1.82 on an 11‐point

scale with 1 = “left‐leaning” and 11 = “right‐leaning”).

3.2 | Procedure

Participants gave informed consent and were informed that they

would participate in a study about “user behavior on social media.”

This information served as a cover story.

First, participants reported their social media use and rated their

interest in various topics including the topic of interest, the

environment. The other topics (e.g., politics, sports) served as filler

items. Furthermore, we asked for their political orientation.

Next, participants were informed that they would see a Face-

book feed in private and answer questions about the feed's content.

We showed them a mock Facebook timeline containing fictitious

content (e.g., posts, event invitations, videos, advertisements). To

create a typical social media environment for the participants, the

feed contained 10 posts (i.e., more than 7 ± 2 items) (Miller, 1956;

Tandoc & Kim, 2022). Embedded in the middle of the feed was the

fake news post. Participants were randomly assigned to see the post

either with or without warning labels and with or without social

endorsement cues.

We checked participants' attention by showing them the fake

news post and asking specifically whether they recalled seeing or

reading it. Participants who failed the attention check (i.e., who did

not recall it) were excluded from the analyses as they were unable to

evaluate the perceived credibility of the post. Then, we measured

belief, perceived credibility, and the self‐estimated likelihood to

engage with that post. In the last step, we measured participants’

analytical thinking and asked for their socio‐demographic data. We

split the measure of control variables to reduce participants' cognitive

load. At the end of the study, all participants were fully debriefed and

had the chance to participate in a lottery to win one of three 10€

shopping vouchers.

3.3 | Materials and measurements

3.3.1 | Fake news post

To select a topic for the fake news post that ensures a high variance

in perceived credibility, we conducted a pre‐test with N = 173

participants. During the pretest, participants rated five different fake

news posts with varying topics (i.e., sports, politics, and environment;

see OSF repository). All posts consisted of a picture, a headline, and a

brief caption resembling regular news posts on Facebook. Partici-

pants rated each post's perceived credibility (0 = “not credible at

all,” 10 = “very credible”) and whether they believed the content

(0 = “no,” 1 = “yes”). A fake news post stating that the probability for a

“white Christmas” (i.e., snowfall during the Christmas holidays) in

Central Europe dropped below 5% because of global warming (which

is false due to regional differences) had the highest variance with

regard to credibility (M = 6.34, SD = 2.53) and half of participants

(53%) believed it, making an excellent candidate to examine the

impact of our central variables of interest, namely warning labels and

social endorsement cues. Misleading claims are a central fake news

technique (see Wardle, 2018) and most fake news in Germany is not

completely false but a mix of half‐truths, falsehoods, and true aspects

(i.e., the real‐world consequences of climate change) (Bader

et al., 2020).
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3.3.2 | Independent variables

Participants saw the fake news post either together with a warning

label mimicking the one implemented by Facebook at the time of data

collection (see Figure 1) or without such a label. Furthermore, the post

was either presented with social endorsement cues or without them.

The specific engagement metrics were based on a prestudy. For the

prestudy, we crawled the engagement statistics from 16 German

Facebook pages that regularly posted false and misleading information

(e.g., “Compact Magazin,” “Welcome to reality”; see Boberg et al., 2020;

Zimmermann & Kohring, 2018), over a 6‐month time period (May 1,

2017, until October 31, 2017) using the Facebook API. The engagement

metrics of the most popular posts informed our manipulation. Thus,

participants in the social endorsement condition saw a post with 3754

likes, 619 comments, and 6338 shares (Figure 1).

3.3.3 | Dependent variables

Perceived credibility

We asked participants to indicate how credible they found the post

on an 11‐point scale (0 = “not credible at all,” 10 = “very credible”),

drawing from prior work (Luo et al., 2022). We also asked participants

to indicate if they believed that the fake news post was true

(0 = “yes,” 1 = “no”). Single items have the advantage of face validity

and have been used previously in research on credibility and trust

(Slater & Rouner, 1996), and a meta‐analysis of meta‐analyses

recently found that single and multi‐item measures perform equally

well when it comes to the evaluation of advertisements (Ang &

Eisend, 2018). Credibility perceptions and believing the fake news

story was true were highly correlated (r = .61), corroborating our

confidence in the measurement.

Engagement

To measure engagement, we asked participants how likely they

would execute the following behaviors: Liking and sharing the post,

talking with others about the post, or searching for more information

about the topic. All behavioral propensities were rated using a

5‐point scale (1 = “not likely at all,” 5 = “very likely”). A parallel factor

analysis suggested two factors with behaviors related to amplification

(liking and sharing the post) loading on the first and behaviors related

to elaboration (talking to others and searching for more information)

loading on the second. We thus computed two aggregated mean

indices for amplification (α = .71) and elaboration likelihood (α = .75).

Similar approaches to measure engagement using social media's

concrete affordances (i.e., the behavioral options on the platform)

have been employed successfully in prior work (Amazeen, 2021;

Curry & Stroud, 2021).

3.3.4 | Control variables

To account for cognitive variables, we measured participants'

educational level on a 5‐point ordinal scale (1 = “no formal

degree,” 5 = “university degree”). The variable was highly skewed;

thus, we created a dummy variable distinguishing those with low

education from those with high education (defined as high school or

higher). To assess analytic thinking, we used the 12‐item subscale of

the rational/experiential multimodal inventory (Norris & Epstein,

2011) translated to German. All items were answered on a 5‐point

scale (1 = “strongly disagree,” = 5 “strongly agree,” α = .82). For

involvement, we asked participants to indicate on a Likert scale

ranging from 1 ( = “not interested at all”) to 5 ( = “very interested”)

how interested they were in environmental topics. Political attitude

was measured on an 11‐point Likert scale (0 = “left,” 10 = “right”).

3.4 | Analytical approach

We imputed missing values (n = 47) on the political attitude measure

using predictive mean matching. To test our hypotheses and answer

our research questions, we ran multivariate regression models using

our dependent variables (perceived credibility, amplification, elabora-

tion) as criteria and our independent variables (presence vs. absence

of warning labels and/or social endorsement cues) as predictors.

F IGURE 1 Fake news post used in the online experiment with
warning label and social endorsement cues present. The Facebook
post translates to “The effects of climate change can be felt more and
more.,” the news headline states, “Climate change: White Christmas
never again?,” the news text body states “According to researchers,
the probability of snowfall around Christmas time in Central Europe
drops below 5% due to climate change. Until now the…,” the warning
label states: “Challenged by fact‐checkers” and “learn more about
why the post is contested.”
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To account for interindividual differences, we ran all analyses with

and without control variables. Based on an examination of assump-

tions for different regression models (e.g., normal distribution of

errors, homoscedasticity of variance), we used linear regression to

examine perceived credibility and ordinal regression to examine

amplification and elaboration propensities. All statistical analyses

were performed with the statistical software R version 4.0.2 (R Core

Team, 2020). Specifically, we used the psych and ordinal R packages

(Christensen, 2019; Revelle, 2017).

4 | RESULTS

4.1 | Preliminary analyses

Participants were equally distributed across conditions, χ2(3) = 1.30,

p > .05. Table 1 provides an overview of the descriptive statistics and

the Pearson's correlation between the central variables in this study.

4.2 | Main analyses

Table 2 provides an overview of the results of all regression models

with control variables included. Results of regression models without

controls are provided in the project's OSF repository. Excluding the

control variables did not change the pattern reported in the following

(warning labels only had a marginally significant effect on amplifica-

tion likelihood without controls though).

4.2.1 | Perceived credibility

Confirming H1, warning labels reduced the perceived credibility of

fake news posts. Social endorsement cues had no such effect on

credibility perceptions, thus rejecting H2. Addressing RQ3, the

interaction between the two intervention measures did not reach

statistical significance for credibility perceptions. None of the

cognitive variables (educational level, analytical thinking, and involve-

ment) significantly contributed to the explanation of the variance in

perceived credibility. Indicating motivated processing, political

TABLE 1 Means, standard deviations, and zero‐order correlations of assessed variables

Variable M SD 1 2 3 4 5 6 7 8 9

1. Age 26.23 9.80

2. Gender 0.23 0.42 .06

3. Education 0.46 0.50 .54*** .01

4. Pol. orientation 4.73 1.82 .08 .1* .05

5. Involvement 3.59 1.02 .07 .01 −.07 −.21***

6. Analytic thinking 3.81 0.58 .08 .16*** .13** −.02 .14***

7. Credibility 5.67 2.26 −.07 −.12** −.05 −.12** .08 −.06

8. Belief 0.35 0.50 −.02 −.04 0 −.07 .11** .06 .61***

9. Amplification 1.48 0.82 −.14*** −.08 −.19*** −.14*** .07 −.12** .42*** .3***

10. Elaboration 2.52 1.14 −.18*** 0 −0.1* −.15*** .28*** .08 .26*** .28*** .33***

Note: N = 571. Zero‐order Spearman's correlations.

*p < .05; **p < .01; ***p < .001.

TABLE 2 Results of multivariate linear regression models for
credibility perceptions and ordinal regression models for
engagement (amplification and elaboration)

Credibility Amplification Elaboration
Variable b SE b SE b SE

Intercept 6.96*** 0.77 ‐ ‐ ‐ ‐

Intervention measures

Warning label

shown

−.50** 0.19 −.44* 0.18 −.07 0.15

Social cues
shown

.06 0.13 .14 0.12 .19 0.11

Warning x cues −.17 0.19 −.01 0.18 −.29 0.16

Control variables

Age −.01 0.01 .01 0.01 −.03*** 0.01

Education −.12 0.20 −.83*** 0.20 −.10 0.17

Political
orientation

−.13* 0.05 −.16** 0.05 −.09* 0.04

Analytic
thinking

−.22 0.17 −.42** 0.16 .19 0.14

Involvement .18 0.10 .15 0.10 .54*** 0.08

R² .04 .05 .05

Note: N = 571. We report multiple R2 for credibility perceptions and

McFadden's pseudo R2 for self‐reported engagement likelihood.

*p < .05; **p < .01; ***p < .001.
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attitude was a significant predictor such that those with a more right‐

wing leaning political attitude (traditionally associated with lesser

concerns for the environment) perceived the fake news that climate

change would dramatically impact the weather across Europe to be

less credible. Perceived credibility was not associated with partici-

pants' age.

4.2.2 | Amplification likelihood

Answering RQ1, participants who saw the warning label reported a

lower likelihood that they would amplify the fake news post. Social

endorsement cues had no significant effect, answering RQ2. The

interaction of the two intervention measures failed to reach statistical

significance, answering RQ4. Cognitive variables explained parts of

the variance in amplification likelihood. Individuals with a higher

educational level and those scoring higher in analytic thinking

reported a lower likelihood that they would like or share the fake

news post. Involvement did not have a statistically significant

explanatory value beyond the other variables. Political attitude

predicted amplification likelihood such that participants with a more

right‐wing political orientation reported a lower likelihood that they

would like or share the fake news post. Amplification likelihood did

not vary as a function of age.

4.2.3 | Elaboration likelihood

Neither warning labels nor social endorsement or their interaction

predicted participants' elaboration likelihood. In line with the

elaboration‐likelihood model (Petty et al., 1983), participants who

were involved with the topic of the post reported a higher likelihood

to talk with others about the post or search for more information.

Neither educational level nor analytical thinking had a predictive

value. Furthermore, participants with more right‐wing political

attitudes were less likely to elaborate on the fake news post. Older

participants were significantly less likely to report elaboration

likelihood than younger participants.

5 | DISCUSSION

There are increasing attempts to reduce the noxious effects of fake

news with countermeasures implemented on social media platforms.

Despite an increased research interest in these measures, they are

seldom tested in concert, embedded in a theoretical background, and

studied while accounting for interindividual differences in cognitive

and attitudinal variables (Ziemer & Rothmund, 2022). The current

study contributed to closing this gap. Informed by the HSM (Chaiken,

1980, 1987; Chaiken & Ledgerwood, 2012), we tested the effective-

ness of two measures intended to target fake news: fact‐checking

warning labels intended to foster systematic processing (van der

Linden, 2018) and the removal of social endorsement cues that

otherwise might benefit fake news via a bandwagon heuristic (Sundar

et al., 2008). We evaluated these interventions on three central

dependent variables, namely their ability to reduce the perceived

credibility of fake news, participants' likelihood to amplify fake news,

and participants' likelihood to engage in elaboration on fake news.

We further controlled for interindividual differences reflecting the

central role of cognitive and attitudinal variables for the processing of

fake news and examined the role of age. To this end, we included

measures for educational level, analytical thinking, involvement, and

political attitude.

5.1 | Warning labels diminish fake news'
effectiveness, but maybe not as they should

Warning labels were found to be effective in mitigating the perceived

credibility (H1) as well as the likelihood to amplify (RQ1) fake news.

As such, our findings are consistent with prior work demonstrating

the effectiveness of warning labels (Clayton et al., 2020; Pennycook

et al., 2020) and contradict studies that do not find such a benign

effect (Lee et al., 2021; Oeldorf‐Hirsch et al., 2020). Notably, the

positive effect of warning labels on individuals' resilience towards

fake news remained stable when we adjusted the analyses for both

cognitive and attitudinal variables. This is an encouraging observa-

tion, as recent research in the highly polarized US context found that

both Democrats and Republicans generally support warning labels

over other forms of content moderation (Wihbey et al., 2021).

However, warning labels are intended to foster systematic

processing and motivate users to click through to the information

about the debunking (for a media report, see The Economic Times,

2021). In this study, we did not find a positive effect of warning labels

on users' likelihood to elaborate on the fake news post. Consequen-

tially, it might be that warning labels have become a heuristic cue

themselves that do not foster careful engagement with social media

content but are rather used as another rule of thumb for navigating

social media. Although we cannot test whether warning labels are

merely a heuristic cue in this study, there is evidence consistent with

such a hypothesis. For instance, experimental studies have shown

that attaching a warning label to fake news can create an “implied

truth effect” among fake news without labels, such that they are

perceived to be more credible (Pennycook et al., 2020). If warning

labels motivated systematic processing, such an “implied truth effect”

should be prevented by people's larger elaboration. Yet rerunning our

analyses excluding n = 32 participants who stated that they would

not use social media and were thus likely less familiar with warning

labels did not change the effect of warning labels on credibility

substantially (which would be expected if they are a learned

heuristic). In any case, the effects of warning labels can diminish

over time (Grady et al., 2021) and some studies failed to find an effect

at all (e.g., Kreps & Kriner, 2022; Oeldorf‐Hirsch et al., 2020),

suggesting that warning labels might not trigger a long‐lasting

learning process. Consequentially, further research on the boundary

conditions of the reported effects is needed. For instance, Kreps and
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Kirner (2022) found the provision of additional accurate information

to be more effective than a mere “false information” tag, possibly

since additional information requires a more systematic elaboration

than a mere warning label.

5.2 | Social endorsement cues do not matter, but
that could be good

Social endorsement cues had no effect on the processing of fake

news and did not interact with warning labels on any of our

dependent measures (H2, RQ2 ‐ RQ4). This contradicts prior studies

that showed that a high (vs. low) number of social endorsement cues

increases perceived credibility (Ali et al., 2022; Shin et al., 2022) and

engagement intentions (Kim, 2021). As such, our study raises the

question of under which conditions the bandwagon heuristic (Sundar

et al., 2008) is utilized and contributes to the mounting evidence for

the irrelevance of social endorsement cues for the perceived

credibility of online content (Kluck et al., 2019; Lee et al., 2021;

Mena et al., 2020; Molina et al., 2022). One potential reason for the

absence of an effect observed in our study is that social endorsement

cues have lost their heuristic value. There was a large election in

Germany (parliamentary election 2017) before the time of our data

collection that was accompanied by concerns over the influence of

automated user accounts, so‐called social bots, manipulating online

content at scale (Ferrara et al., 2016; Kupferschmidt, 2017). Social

warranting theory (for an overview, see DeAndrea, 2014), suggests

that only digital cues perceived to be beyond the control of the

author of a social media post are perceived as social endorsement. It

could be that high like counts lost their warranting potential. Support

for this speculation comes from a recent study finding a negative

association between the number of likes and perceived credibility of

social media news (Lee et al., 2021), as a very high number of likes

might trigger feelings of unease (Molina et al., 2022). This assumption

is also consistent with a recent representative survey showing that

72% of Germans no longer consider a high number of likes and shares

as a good cue for evaluating the trustworthiness of a news item

(Meßmer et al., 2021).

5.3 | Interindividual differences in cognitive and
attitudinal variables matter

Cognitive variables, namely a higher educational level and more

analytic thinking were associated with a lower likelihood to amplify

fake news stories by linking or sharing them. However, only

involvement was associated with the self‐reported likelihood to

elaborate on the topic. As such our results are consistent with the

assumption that beliefs about fake news and the propensity to share

it might be driven by different processes (Pennycook & Rand, 2021)

and extend this notion towards the elaboration of fake news

(Petty et al., 1983).

In line with studies arguing for the role of motivated processing,

particularly a higher susceptibility to attitude‐consistent fake news

(Corbu & Negrea‐Busuioc, 2020; Faragó et al., 2019), participants

with more left‐wing political attitudes were more likely to rate the

fake news post exaggerating the outfall of climate change as being

credible, reported a higher likelihood to amplify them, and were more

likely to elaborate on them. Thus, our study contradicts prior work

speaking for ideological asymmetries and a generally higher

susceptibility of right‐wing leaning individuals for fake news (Arendt

et al., 2019; Jost et al., 2018). Furthermore, our findings underscore

the need to account for both cognitive and attitudinal variables in

research on fake news and countermeasures (Ziemer & Rothmund,

2022). Future research examining the interplay between these

variables and the effectiveness of countermeasures in greater detail

thus seems to be a valuable endeavor.

5.4 | Limitations

Our study has several limitations that must be considered when

interpreting the results and generalizing our findings. First, we used a

single fake news post as stimulus. Although we selected our stimulus

based on theoretical considerations as well as a pretest with 173

participants, and single stimuli are common in fake news research

(e.g., Lin et al., 2016; Mena et al., 2020), replicating our findings with

other fake news topics is needed to evaluate the generalizability of

our findings. Relatedly, our selected post had comparatively little

emotional valence compared to other fake news stories that are

often controversial and emotional (Arendt et al., 2019; Frischlich

et al., 2021; Torabi Asr, 2019). This could be one reason why our

observed effects are rather small. Although the potential large reach

of fake news (Vosoughi et al., 2018) makes even small effects

meaningful, participants' engagement intentions were low overall.

This observation is in line with prior research indicating that overall

sharing of misinformation is rare (Pennycook et al., 2021). Never-

theless, future research is needed to examine how other variables

such as a posts' emotionality affect the variables studied here.

Second, we used a convenience sample of German participants.

Although our sample reflected the overall Facebook population,

women and students were overrepresented. As such, results are not

easily generalizable to entire populations nor other countries,

particularly because Germans are generally more concerned about

climate change than other nationalities (Barasi et al., 2017). Thus, a

replication of our findings in more representative and ideally

international samples would be desirable.

Third, our mock‐up Facebook feed offered a very limited

functionality compared to a real Facebook usage scenario. Partici-

pants could scroll through our feed but not interact with any of the

content. To gain more realistic insights, researchers could use digital

traces of real Facebook behavior or observe participants in a

laboratory (e.g., accompanied by eye tracking) while they interact

with their personal timeline.
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Finally, we used a single‐item measure to assess credibility.

Although single item measures can reliably capture homogenous

constructs (Ang & Eisend, 2018; Loo, 2002; Slater & Rouner, 1996),

research in the related field of media trust has identified different

facets of news credibility (Kohring & Matthes, 2007), such as

accuracy and completeness perceptions. Future research exploring

these facets in greater detail would provide meaningful insights into

the nuanced effects of fake news interventions.

6 | CONCLUSION AND PRACTICAL
IMPLICATIONS

In the present study, we demonstrated the value of employing the

HSM as a theoretical framework to study fake news interventions

and tested the interaction between warning labels intended to foster

systematic processing and the removal of social endorsement cues.

Furthermore, we included several variables related to cognitive and

attitudinal interindividual differences in our analyses. Of practical

relevance, we demonstrated that current efforts by Facebook to

allow users to remove social endorsement cues might have a limited

effect on fighting fake news (Rizoiu, 2019), whereas warning labels

were effective even when we adjusted for these interindividual

differences. Notably, this effectiveness did not seem to be driven by

warning labels' ability to motivate systematic processing. Thus,

warning labels should be accompanied by preventive measures

targeting systematic processing more directly: for example, by

fostering users' media literacy (Moore & Hancock, 2022) and

“inoculating” them against common fake news techniques

(Lewandowsky & van der Linden, 2021). These “prebunking”

techniques have been found to be highly effective in fostering

individual resilience in the short‐ and long‐term (Maertens et al.,

2021; Roozenbeek & van der Linden, 2019).
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