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Objective. This study aimed to assess the performance of the deep learning (DL) model for automated tooth numbering in pan-

oramic radiographs.

Study Design. The dataset of 500 panoramic images was selected according to the inclusion criteria and divided into training and

testing data with a ratio of 80%:20%. Annotation on the data set was categorized into 32 classes based on the dental nomencla-

ture of the universal numbering system using the LabelImg software. The training and testing process was carried out using You

Only Look Once (YOLO) v4, a deep convolution neural network model for multiobject detection. The performance of YOLO v4

was evaluated using a confusion matrix. Furthermore, the detection time of YOLO v4 was compared with a certified radiologist

using the Mann-Whitney test.

Results. The accuracy, precision, recall, and F1 scores of YOLO v4 for tooth detection and numbering in the panoramic radio-

graph were 88.5%, 87.70%, 100%, and 93.44%, respectively. The mean numbering time using YOLO v4 was 20.58 § 0.29 ms,

significantly faster than humans (P < .0001).

Conclusions. The DL approach using the YOLO v4 model can be used to assist dentists in daily practice by performing accurate

and fast automated tooth detection and numbering on panoramic radiographs. (Oral Surg Oral Med Oral Pathol Oral Radiol

2023;000:1�8)

Panoramic radiography is one of the radiographic

techniques in dentistry that produces tomographic

images by showing facial structures, including the

maxillary and mandibular arches and their supporting

structures, in 1 image.1 Panoramic radiography is used

to describe morphology and detect pathology, deter-

mine tooth growth and development, detect pathologic

abnormalities in the dentomaxillofacial area, and esti-

mate a person’s age.2 Panoramic radiographs are clini-

cally useful to detect jaw fractures, location and

position of third molars, dental or bone disease, root

remnants, impacted teeth, temporomandibular joint

dislocation, and dental anomalies and surrounding tis-

sues. In addition, this examination is often used as an

initial evaluation that can provide an overview to deter-

mine the need for other projections.1

The interpretation of the tooth and its surrounding

anatomic structures on panoramic radiographs is an

important step in detecting pathologic abnormalities.3

The first thing in interpreting panoramic radiographs is

determining the tooth type and number (nomenclature)

based on its anatomy and location. For the oral and

maxillofacial radiologist who writes the radiologic

report of numerous panoramic radiographs in daily

practice, manual tooth numbering on many panoramic

radiographs is time-consuming and prone to errors

because of the excessive workload.4 Problems can arise

with the error in manual handwriting or mistyping the

tooth numbering in the report in regard to right/left and

upper/lower descriptions. Errors in tooth numbering on

panoramic radiographs might be critical because other

dentists will rely on their reports. Further errors can
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arise because the interpretation is highly dependent on

the expertise and skills of a dentist; thus, occasionally,

it tends to be subjective.5

Currently, various technologies have been developed

to help human work, including artificial intelligence

(AI). Artificial intelligence is a machine’s ability to

imitate human intelligence and behavior in carrying

out certain tasks. In recent years, AI has experienced

rapid development and has become one of the most

influential innovations in the world. Many AI applica-

tions have helped people’s daily lives, such as online

search engines, object detection and classification, lan-

guage recognition, and virtual assistants.6 The develop-

ment and application of AI are also emerging in

dentistry. Artificial intelligence�based methods can be

used to assist dentists in interpreting radiographic

results. This method can enable faster data identifica-

tion and classification and reduce errors from dentist

fatigue in interpreting radiographs.4 Additionally, fur-

ther development of the AI model could provide auto-

mated dental chart filling and treatment planning to

reduce the burden of clinical work in daily practice.

Deep learning (DL) is a part of artificial intelligence

that can process large amounts of data, such as text,

sound, and images.7 One of the basic types of architec-

ture that runs well in DL is the convolutional neural

network (CNN),8 which has proven capability in image

detection and assessing boundary and color characteris-

tics and is also often used to analyze biomedical image

results because of its effective ability in image process-

ing.9 In dentistry, CNN has been proven to detect ceph-

alometric landmarks,10 segmentation of tooth

structure,11 classifications,12 detections, and tooth

numbering in the dentomaxillofacial radiology field.13

Previous studies have tested detection and tooth

numbering on radiographs using CNN-based architec-

ture using various methods. Oktay uses the AlexNet

architecture with a modified version to detect teeth on

panoramic radiographs, achieving an accuracy of

>90%.14 Chen et al. also tested the detection and num-

bering of teeth using the region-with CNN (R-CNN)

on the dataset of 1250 periapical radiographs and

obtained a precision value of 91.7%.15 Tuzoff et al.

also conducted a similar study using CNN’s VGG-16

with 1.574 panoramic radiographs; the precision value

reached 99.45%.13 Leite et al., detecting and segment-

ing teeth using a combination of 2 deep-CNNs with

3.576 panoramic radiographs, obtained a precision of

96.9%4. Further development on automated tooth num-

bering on panoramic radiographs is needed before its

implementation in clinical practice.

You Only Look Once (YOLO) is a 1-stage object

detection algorithm detecting objects in real-time using

CNN.16 Four versions of YOLO have been developed.

Bochkovskiy et al. have proven that YOLO v4 is an

advanced detector that is faster and more accurate than

any other available.17 In dental radiology, YOLO v4

has been investigated for use in detecting several

things, such as periodontal bone loss,18 location of

third molars,19 and mandibular fractures, with an

approximate accuracy of 90%.20

Considering its performance for object detection, the

YOLO model was used in this study for automated

tooth detection and numbering on panoramic radio-

graphs. This study aimed to evaluate the performance

of the recent YOLO architecture, namely YOLO v4, by

calculating model accuracy, precision, recall, F1 score,

and detection time. The results of this study are

expected to be an alternative for performing automated

tooth numbering with high accuracy and fast detection

time to assist dentists in reporting panoramic radio-

graphs.

MATERIALS ANDMETHODS
The design of this study was observational descriptive

to describe the performance of YOLO v4 in tooth num-

bering on panoramic radiographs. This research

obtained ethical approval from the Universitas Air-

langga Dental Hospital Ethical Committee, with certifi-

cate number 26/UN3.9.3/Etik/PT/2022.

Data set
The data set used in this study is secondary data in the

form of digital panoramic radiographs from patients at

the Academic Dental Hospital Universitas Airlangga

from January 2016 to April 2022. All the image data

were obtained using Instrumentarium OP200 D-1 Digi-

tal Panoramic System (Instrumentarium Dental) with

the following acquisition parameters: 70 kVp, 8mA,

and 12 seconds. The sample size was calculated using

the formula (z2p[1 � p])/d2, with the z score being a

confidence level of 95% at 1.96, p estimating the popu-

lation proportion at 0.5, and d being a margin of error

of 0.05. As a result, a minimum of 384.16 samples was

determined for this study. A total of 500 pieces of data

were divided into training and testing data with a ratio

of 80%:20%: 400 panoramic radiographs as training

data and 100 panoramic radiographs as test data.

The inclusion criteria for the training data samples

used were as follows: Panoramic radiographs with per-

manent dentition, healthy teeth condition, or caries

lesions that did not blur the outline of the dental crown;

complete dentition from the first incisors to the second

molars in each region (third molars were not required

to be present); and good-quality radiographs with focus

on the teeth and alveolar bone. The following were

excluded: mixed or primary dentition; tooth structure

damage that destroys most of the tooth outline, for

example, caries, root remnant, or root resorption; tooth

restoration that changes the outline of its crown, for
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example, crown sheath or bridge denture; any teeth

with root canal treatments or orthodontic appliances;

dental implants; persistent teeth; crowding teeth; super-

numerary teeth; and edentulous samples. The test data

criteria used in this study were almost the same as the

training data criteria, except that edentulousness and

the presence of root canal treatment were included in

the inclusion criteria.

Ground truth
After the data set was collected, the annotation was car-

ried out by labeling the object/tooth on each image in

the data set by drawing a bounding box. The annotation

was performed and validated by certified dental radiol-

ogists, which was considered ground truth in this study.

The number of classes used is 32 according to the num-

ber of human teeth and with a numeration based on the

universal numbering system.21

The bounding box was created using the LabelImg

software (Tzutalin from Github) for graphic annota-

tions. This annotation process generated a text file for

each image. The file contained the annotation format

on each line for each object as follows:

object� idð Þ xcenterð Þ ycenterð Þ wð Þ hð Þ
The meaning of the text annotations, namely object-

id is a class number (starting from 0 for the first class);

xcenter is the coordinates of the center of the bounding

box to the object’s width; ycenter is the coordinates of

the center of the bounding box to the object’s height; w

is the width of the bounding box; and h is the height of

the bounding box.

Architecture model
The architecture model used in this research was

YOLO v4. The YOLO v4 model has 3 structures:

backbone, neck, and head. The backbone structure

combines and forms image features on various types of

detailed images consisting of cross-stage partial con-

nection-Darknet53. The neck structure mixes and com-

bines image features as an intermediate layer of image

features to the prediction layer consisting of spatial

pyramid pooling and the path aggregation network.

The head structure functions to predict image features,

generate bounding boxes, and predict classes consist-

ing of YOLO v3 to detect single or multiple objects in

image data. In addition, YOLO v4 uses new techniques

for data augmentation, such as CutMix and Mosaic, to

train data sets and improve detection capabilities.17 An

overview of the YOLO v4 model can be seen in

Figure 1.

Training and testing
After the annotation was completed, the YOLO v4

model was trained with 400 training data points that

were annotated to obtain the desired object detector

model. Furthermore, testing was carried out on 100

panoramic images that were selected using a simple

random sampling method for testing purposes.

These data sets were independent of the training

data set. In the testing process, information about

the time it takes to detect each image was also

recorded.

In this study, the training and testing process used

Google Collaboratory (Google Colab) media. Goo-

gle Colab is a cloud-connected machine learning

research and education medium from Google. This

medium provides adequate central and graphics

processing units, critical components in deep learn-

ing development. This media can also be used in

conjunction with Google Drive as a notebook stor-

age area and for data sets. The input of the training

Fig. 1. You Only Look Once v4 model architecture. YOLO, You Only Look Once; CSP, Cross Stage Partial; SPP, Spatial Pyra-

mid Pooling; PAN, Path Aggregation Network.
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process was panoramic images with 416 £ 416 pix-

els. The learning rate for the training process was

set to 0.001, with batch size and subdivision values

of 64 and 16, respectively.

Data analysis
Data analysis was carried out on 100 test data points by

calculating the confusion matrix value first on the

results of the numeration test using YOLO v4, which

was validated by manual assessment by certified oral

and maxillofacial radiologists with 14 years of experi-

ence as ground truth. In the confusion matrix, there are

4 categories:

True positive (TP) is if the system detects the tooth

object correctly according to ground truth.

False positive (FP) is if the system detects the object of

a specific tooth, but misclassify the tooth number based

on ground truth.

False negative (FN) is if the system failed to detect the

tooth object.

True negative (TN) is if the system does not detect the

missing tooth (edentulous area).

The overall accuracy value and each class was calcu-

lated using the formula (TP + TN) /

(TP + TN + FP + FN). The results of the accuracy value

were used to determine how YOLO v4 can perform

tooth numbering and detect teeth, which were manually

validated. Furthermore, the precision or positive pre-

dictive value was calculated as the ratio of a correctly

positive value compared with all positive values (TP /

TP + FP). Negative prediction value (NPV) was calcu-

lated as the ratio of a correctly negative value com-

pared to all negative values (TN / TN + FN). Recall or

sensitivity value was calculated as the ratio of a cor-

rectly positive value to all results that should be posi-

tive (TP / TP + FN). Specificity value was calculated

by the ratio of a correctly negative value compared

with all results that should be negative (TN / FP + TN).

Finally, the F1 score, the harmonic mean of precision

and recall, was calculated using the following formula:

2(Precision £ Recall) / (Precision + Recall).

In addition to the overall evaluation, the accuracy

and Matthews correlation coefficient (MCC) were cal-

culated for each tooth. The MCC evaluates the agree-

ment between the predicted and actual tooth numbers.

The MCC score ranges from �1 to +1, where +1 repre-

sents a perfect prediction, and �1 represents a

completely incorrect prediction. A score of 0 indicates

that the model has no better ability to predict the binary

class than random guessing. Additionally, the distribu-

tion of FP was further analyzed because this parameter

is critical and directly affects the performance of the

YOLO v4 model used in this study.

Next, the duration of manual tooth numbering on the

test data performed by oral and maxillofacial radiolog-

ists was measured using a stopwatch. The detection

time between YOLO v4 and the radiologist was statisti-

cally compared by calculating the mean detection time.

The data were not normally distributed based on the

normality of the data calculated using the Shapiro-

Wilk test. Therefore, the Mann-Whitney test was used

to statistically compare the mean detection time

between YOLO v4 and human groups.

RESULTS
Based on the results of the testing carried out on 100

panoramic radiograph test data, the number of bound-

ing boxes produced in 32 classes was 3487, as shown

in Table I. An example of the correct results of tooth

numbering on panoramic radiographs by YOLO v4 can

be seen in Figure 2. There were no false negatives,

which means that all teeth were detected with the for-

mation of a bounding box in this research. This is an

advantage of the YOLO v4 model that has been trained

because it can achieve a high accuracy value. Based on

the number of TP, TN, FP, and FN produced, the over-

all accuracy value of the YOLO v4 model in perform-

ing tooth numbering on panoramic radiographs was

88.50%. The precision, recall, and F1 scores were cal-

culated as 87.7%, 100%, and 93.44%, respectively.

The results of NPV and specificity showed 100% and

36.24%, respectively. The NPV and specificity values

were not discussed in detail because these parameters

focused on TN value. There were only a few edentu-

lous areas (n = 230) compared with dentate areas

(n = 2970) in the testing data, which contributed to the

Table I. Confusion matrix result

No. of test data Classes Confusion matrix Total bounding box

100 32 TP FP 3,487 (100%)

2.858 (81.96%) 401 (11.50%)

FN TN

0 (0%) 228 (6.54%)

TP, true positive; FP, false positive; FN, false negative; TN, true negative.
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low specificity and thus may not accurately reflect the

performance of YOLO v4.

In addition to the overall accuracy value, the details

of each class’s accuracy and MCC value were also cal-

culated; the results obtained are shown in Table II.

From the table, on the maxilla, the highest accuracy

value is attributed to tooth number 15, with an accuracy

of 97.03%, and the lowest accuracy value is owned by

tooth number 13, with an accuracy of 80.15%. In the

mandible, tooth numbers 17 and 30 have the highest

accuracy value, with an accuracy of 99.01%. The low-

est accuracy value is attributed to tooth number 26,

with an accuracy of 76.61%. In addition, the mandibu-

lar anterior region had the lowest accuracy compared

with other regions. A similar pattern was also observed,

with the lowest MCC values (0.16 < MCC < 0.22) in

the mandibular anterior region.

A total of 401 FPs found in this study affected the

accuracy value. The detection result is declared FP if

the model successfully forms a bounding box on the

tooth but misclassifies the tooth class (Figure 3A). A

double bounding box was formed when 1 of the bound-

ing boxes formed incorrectly classified the class of

related teeth (Figure 3B). Errors that can occur include

Fig. 2. Result of automated tooth numbering using You Only Look Once v4 on panoramic radiograph.

Table II. Accuracy of each class/tooth

Tooth Accuracy (%) MCC Tooth Accuracy (%) MCC

Maxilla 1 95.15 0.87 Mandibula 17 99.01 0.97

2 97.03 0.74 18 96.12 0.73

3 92.45 0.50 19 96.12 0.88

4 82.14 0.37 20 89.19 0.59

5 80.91 0.58 21 86.36 0.60

6 80.15 0.18 22 92.52 0.32

7 87.96 0.49 23 78.33 0.17

8 88.39 0.41 24 77.05 0.16

9 90.65 0.29 25 83.05 0.19

10 93.40 0.45 26 76.61 0.22

11 80.91 0.19 27 84.75 0.21

12 84.91 0.60 28 88.99 0.69

13 87.04 0.39 29 83.48 0.41

14 94.23 0.65 30 99.01 0.97

15 96.12 0.44 31 93.27 0.65

16 92.31 0.82 32 95.15 0.85

MCC, Matthews correlation coefficient; 1, maxillary right third molar; 2, maxillary right second molar; 3, maxillary right first; 4, maxillary right

second premolar; 5, maxillary right first premolar; 6, maxillary right canine; 7, maxillary right lateral incisior; 8, maxillary right central incisior;

9, maxillary left central incisior; 10, maxillary left lateral incisior; 11, maxillary left canine; 12, maxillary left first premolar; 13, maxillary left

second premolar; 14, maxillary left first; 15, maxillary left second molar; 16, maxillary left third molar; 17, mandibular left third molar; 18, man-

dibular left second molar; 19, mandibular left first; 20, mandibular left second premolar; 21, mandibular left first premolar; 22, mandibular left

canine; 23, mandibular left lateral incisior; 24, mandibular left central incisior; 25, mandibular right central incisior; 26, mandibular right lateral

incisior; 27, mandibular right canine; 28, mandibular right first premolar; 29, mandibular right second premolar; 30, mandibular right first; 31,

mandibular right second molar; 32, mandibular right third molar.
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situations where the model successfully formed a

bounding box on a tooth with multiple annotations

(Figure 3C); a single bounding box covered 2 teeth

with double annotations (Figure 3D); incorrect outline

of the bounding box on a single tooth (Figure 3E); and

the presence of a bounding box on the edentulous area

(Figure 3F). The percentage distribution of these FP

forms can be seen in Table III. The table showed that

the most common form of FP was the occurrence of

double bounding boxes, which is 70.82%, and the sec-

ond most was the occurrence of misclassification,

which is 12.97%.

In this study, the training process using 400 pieces of

training data with 32 classes took 148.78 hours. During

the testing process on 100 pieces of data, the average

time needed to detect each image was 20.58 §
0.29 ms. The descriptive statistics of detection time

comparison between YOLO v4 and humans are shown

in Table IV. The duration of tooth numbering was very

fast; it was done in a millisecond. YOLO v4 showed a

significantly faster detection time than human manual

annotation time (P < .0001).

DISCUSSION
Artificial intelligence in dental radiology is currently

being developed to obtain fast and accurate perfor-

mance in the classification, detection, or segmentation

process to support an accurate diagnosis. This study

deals with automatic tooth detection and numbering on

panoramic radiographs as a first step in interpreting

radiographic images with the help of artificial intelli-

gence. This automatic tooth numbering can reduce the

time required for manual tooth numbering and reduce

the risk of errors caused by dentist fatigue. YOLO v4,

as the architecture used in this study, is an advanced

object detector with the best speed and accuracy of

other available detectors.17 To the best of our knowl-

edge, this study is the first study on the use of YOLO

v4 to perform multiobject detection for tooth number-

ing on panoramic radiographs.

Moreover, this study showed that computational

power for developing the DL model could be achieved

using cloud-based central processing units, namely

Google Collaboratory or Google Colab (https://colab.

research.google.com/). However, the limitation of

Google Colab is the possibility of interruption to the

training process if the browser window is closed or the

connection is unstable. Although YOLO v4 has the

potential to be used as an object detector in the field of

dental radiology, it should be noted that human inter-

vention is still needed to minimize the error from the

system. Therefore, the clinician’s role is essential when

applying AI-based software.

In this study, YOLO v4 showed promising results in

performing automated tooth detection and numbering

in panoramic radiographs. The overall accuracy, preci-

sion, recall, and F1 score were 88.5%, 88.5%, 87.7%,

100%, and 93.44%, respectively. Although the results

from this study are not comparable to similar studies

because of different tasks and DL architectures, we

reviewed the literature with similar purposes using

other CNN architectures. As shown in Table V, the per-

formance of YOLO v4 did not differ much from the

other studies with comparable data set sizes.22-24

Fig. 3. Examples of false positive images. (A) The incorrect annotation on teeth number 47 and 48. (B) Double bounding box in

tooth number 11. (C) A bounding box with a double annotations on tooth number 21. (D) A single bounding box on two different

teeth. (E) Incorrect outline of bounding box on tooth number 23. (F) A bounding box on edentulous 36.

Table III. Distribution of FP cases

Case Amount Percentage

Misclassification 52 12.97%

Double bounding box 284 70.82%

Double classification on 1 tooth 48 11.97%

Merged classification of 2 teeth 10 2.49%

Bounding box is not at the margin of the

tooth

5 1.25%

Edentulous detected as a tooth 2 0.50%

FP, false positive.

Table IV. Comparison of detection time between

YOLO v4 and human

System Mean (s) SD (s) Min (s) Max (s) Significance

YOLO v4 0.02058 0.00290 0,02051 0,02313 P < .0001

Specialist 9.928 2.773 4.000 15.73

YOLO, You Only Look Once.
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Interestingly, YOLO v4 has the best recall parameter

result because the architecture of YOLO has been

developed especially for multiobject detection. The

YOLO v4 model also showed as the second-best model

according to the F1 score, which is widely considered

1 of the most critical parameters for evaluating the per-

formance of a CNN model. Better F1 scores and other

performance metrics compared with the YOLO v4

model were achieved through classification tasks on

cropped tooth images from panoramic radiographs

optimized using the data augmentation method.23

These results suggest that YOLO v4 has significant

potential for further development as an automated

tooth numbering system.

The performance analysis of YOLO v4 in detecting

each tooth object in a panoramic radiograph was evalu-

ated using accuracy and MCC values. Our results

showed that YOLO v4 has limitations in identifying the

mandibular anterior region, as the lower incisor teeth in

this region have similar tooth anatomic structures, such

as a small crown and single root. Additionally, this

region is often depicted with overlapping and blurred

tooth structures and sometimes overlapping with the cer-

vical spine structures.25 This can make it challenging for

YOLO v4 to accurately detect tooth objects in low-qual-

ity panoramic radiographs because of patient positioning

errors. Therefore, further studies must focus on optimiz-

ing and improving YOLO v40s performance, particularly

in the mandibular anterior region.

In addition to being accurate, YOLO v4 could per-

form tooth numbering in a very short time. In this

study, the average time required for the YOLO v4

model to perform tooth numbering for each image was

20.58§ 0.29 ms, significantly faster than manual anno-

tation (P < .0001). With units of milliseconds, this

detection time can be considered a near real-time auto-

mated tooth numbering. Using U-Net architecture, Ger-

hardt et al. also showed fast teeth detection and

segmentation in cone beam computed tomography

images and obtained a detection time range of about

1.2 to 2.9 seconds.26 The speed of YOLO v4 in tooth

numbering could help medical personnel carry out their

duties and reduce undesirable errors.

Besides the advantages of YOLO v4 as a fast and

accurate object detector, this model needs high

computational power for the training process because it

uses DL approach. DL could indeed learn and process

extensive data as its advantages, but by forming a large

neural network with high computing requirements.14

This caused the time required for the training process

with many classes to be very long. The training time

used for 32 classes in this study was 148.78 hours. It

should be noted that, in this study, we used the default

YOLO v4 architecture. Architectural modification of

the YOLO model could shorten the training time and

increase performance. Therefore, multidisciplinary col-

laboration with the informatics field is needed to fur-

ther optimize the YOLO architecture, especially to

improve the performance result.

In this study, the training data used were panoramic

radiographs of complete teeth from the first incisors to

the second molars to enable YOLO to recognize the

ideal shape of each tooth. The result showed that the

YOLO model could accurately recognize the tooth

shape regardless of the internal appearance of the tooth,

including the tooth with filled root canals. In the test

data, panoramic radiography with edentulous sites was

also included to obtain a TN value. However, it turned

out that the system had difficulty classifying the teeth

next to the edentulous sites. This result is consistent

with previous studies using CNN for tooth detection

and numbering in panoramic radiographs.13 Thus, there

were many FPs in the form of double bounding boxes

(70.82%) or misclassification (12.97%) in the detection

results. As a result, the number of FPs was relatively

high (11.54%). Thus, variations in training data also

greatly affected the test results on more varied test

data. By overcoming this challenge and improving the

quality and quantity of data sets, the overall perfor-

mance of YOLO v4 can be improved by decreasing the

number of FP. The data sets certainly affected the

results because YOLO was an architecture that uses the

concept of DL, which relies on learning data sets.2

The limitations of this study were the relatively

small number of data sets compared with other similar

studies13 and the less diverse variety of the train data,

so the number of FPs found was still quite large. It cer-

tainly had a direct impact on the overall performances.

Second, the testing data were collected using simple

random sampling, resulting in dentate and edentulous

Table V. Comparison with studies of automated tooth numbering on panoramic radiograph using deep learning

approach

Architecture Data set Accuracy (%) Precision (%) Recall (%) F1 score (%)

YOLO v4 in this study 500 88,50 87,70 100 93,44

Faster R-CNN Inception v322 303 77.4 84.5 75.5 79.75

ResNet23 895 98.33 97.35 96.81 97.08

DENTECT24 1.005 96.4 67.8 56.7 61.76

YOLO, You Only Look Once; R-CNN, region-with convolutional neural network.
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area imbalance. Although this study focused on tooth

detection, a few edentulous areas can impact the mod-

el’s specificity that does not reflect the model’s perfor-

mance. The purposive sampling method can give a

better understanding of the result, for example, using a

balanced number of teeth, root fragments, and/or eden-

tulous areas. However, of course, the training data set

should also be adjusted. Moreover, the absence of mod-

ifications to the YOLO v4 architecture makes the train-

ing process longer and less efficient. Further

development of the application of YOLO v4 should

also focus on another dentition stage, such as mixed

dentition and primary dentition, and detecting patholo-

gies, such as caries, impaction, or other abnormalities

detection.

CONCLUSIONS
In conclusion, within this study’s limitation, the DL

approach’s performance using the YOLO v4 architec-

ture showed accurate and fast performance for auto-

mated tooth numbering in panoramic radiography. The

performance parameter showed accuracy, precision,

recall, and the F1 scores of 88.5%, 87.7%, 100%, and

93.44%, respectively. The mean average time needed

was only 20.58§ 0.29 ms, significantly faster than man-

ual annotation. Further studies are needed to improve the

performance by increasing the number and variety of

data sets together with a multidisciplinary approach.

Finally, this system is expected to assist dentists as a

computer-assisted diagnostic tool in daily clinical prac-

tice to improve the dental health care system.
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