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Abstract
The joint design problem for the coexistence of multiple‐input multiple‐output (MIMO)
radar and multi‐user multiple‐input‐single‐output (MU‐MISO) communication is inves-
tigated. Different from the conventional design schemes, which require defining the
primary function, we consider designing the transmit waveform, precoding matrix and
receive filter to maximize the radar SINR and the minimal SINR of communication users,
simultaneously. By doing so, the promising overall performance for both sensing and
communication is achieved without requiring parameter tuning for the threshold of
communication or radar. However, the resulting optimization problem which contains
the maximin objective function and the unit sphere constraint, is highly nonconvex and
hence difficult to attain the optimal solution directly. Towards this end, the epigraph‐form
reformulation is first adopted, and then an alternating maximisation (AM) method is
devised, in which the Dinkelbach’s algorithm is used to tackle the nonconvex fractional‐
programing subproblem. Simulation results indicate that the proposed method can
achieve improved performance compared with the benchmarks.
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1 | INTRODUCTION

With the rapid growth of wireless applications, spectrum
congestion has become a severe problem which limits the ef-
ficiency of data transmission. To tackle this issue, the next‐
generation communication networks are required to share
the frequency band with other radio‐frequency (RF) systems
[1, 2]. As a representative configuration, the joint radar‐
communication (JRC) has attracted great attention in recent
years [3–10], which shares the frequency and other resources
between radar and communication. Based on whether both
radar and communication share the same transmit platform,
most of the current JRC systems can be roughly classified into
two categories, that is, dual‐function radar‐communication
(DFRC) [11–19] and coexistence of radar and communica-
tion [20–29].

With regards to the DFRC, the dual‐function base‐station
(DFBS) emits a set of waveform to illuminate the target and

communicate to the users simultaneously [11–18, 30–33].
Meanwhile, the corresponding radar and communication re-
ceivers can process the received signal and hence further
extract the related system parameters [13, 16]. Leveraging on
the advantage of platform sharing, the DFRC system is able to
reduce hardware cost and enhance energy efficiency. For
example, in Ref. [11], the transmit waveform is considered to
shape a desired radar beampattern while ensuring a required
communication rate. Considering the consumption of hard-
ware resources, in Ref. [13], the sparse array configuration
which requires fewer radio frequency (RF) chains is developed
for DFRC. Moreover, in Ref. [14], the low‐resolution DACs
are deployed at the DFBS to further reduce the hardware
complexity. Meanwhile, the authors minimise the mean‐
squared error (MSE) of symbol recovery while keeping a
preferable target localization performance in Ref. [14]. Then, in
Ref. [15], the hybrid beamforming architecture is utilised in the
wideband DFRC system and the beampattern and achievable
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sum‐rate are considered as the metrics for radar and
communication, respectively. Recently, the automotive DFRC
system is developed in Ref. [18] in which the method can
provide a flexible trade‐off between the radar and communi-
cation performances. Moreover, the wideband DFRC which
emits the orthogonal frequency division multiplexing (OFDM)
waveform is considered in Ref. [31]. With a properly designed
subcarrier selection and power allocation scheme, the total
transmit power from the DFRC system is minimised while
both the mutual information and the communication rate are
guaranteed to meet the requirement.

For the coexistence scheme, radar and communication
systems operate independently with their own set of
separate waveforms [5, 20–29]. Compared with DFRC, the
coexistence structure shows the flexibility in transmitter
deployment and waveform design. However, the mutual
interference (MI) between radar and communication sys-
tems is inevitable in this scenario. Thus, many works
generally focus on eliminating the MI. For example, in Ref.
[5], the matrix completion (MC)‐based multiple‐input
multiple‐output (MIMO) radar shares the spectrum with
MIMO communication. The covariance matrix of commu-
nication symbol is synthesised to reduce the effective
interference power (EIP) at the radar receiver which is
regarded as the radar‐centric method. Considering the
practical constraints for radar signal, in Ref. [20], the total
transmit power from the JRC system is minimised while
ensuring that the radar SINR and the symbol detection
MSE are better than a predefined threshold. Furthermore,
in Ref. [21], the radar waveform, the receive filter and the
communication symbol covariance are jointly designed to
maximize the radar SINR under the communication sum‐
rate constraint. In order to simplify the implementation,
in Ref. [23], the discrete‐phase sequence is utilised in the
coexistence system. Different from the aforementioned
schemes, in Ref. [25], the achievable communication sum‐
rate is maximised under the radar SINR constraint which
is considered as the communication‐centric method. In Ref.
[29], the coexistence scheme is extended to the wideband
case. Leveraging on the OFDM transmission, three
different radar waveform design criteria are developed to
minimise the worst‐case transmit power of the radar system
with the minimum capacity constraint for the communica-
tion system.

It is worth pointing out that the above‐mentioned coex-
istence schemes optimise the radar performance metrics under
the communication constraints (i.e., radar‐centric) or vice versa
(i.e., communication‐centric). From this perspective, the
objective function is either radar‐only or communication‐only.
Hence, the above method cannot achieve a preferable per-
formance for radar and communication, simultaneously.
Motivated by the limitation, we focus on designing the transmit
waveform, receive filter and precoding matrix for coexistence
of the MIMO radar and multi‐user multiple‐input‐single‐
output (MU‐MISO) communication system. The correspond-
ing problem is to maximize both the radar SINR and the
minimal SINR among all communication users simultaneously

under some practical waveform constraints. The main contri-
butions of this paper are summarised as follows:

� A novel optimization problem is formulated for the coex-
istence of MIMO radar and MU‐MISO communication,
which aims to maximize the radar SINR and the minimal
SINR among multiple users simultaneously. Therefore, it
can improve the performance for both radar and commu-
nication systems.

� The resulting optimization problem is nonconvex, in which
the objective function consists of two quadratic fractional
terms. To tackle this problem, an alternating maximisation
(AM) method is proposed. Moreover, the difference of
convex programing (DCP) [34] and the Dinkelbach method
[35] are, respectively, introduced to deal with the related
subproblems.

� Numerical results are provided to illustrate the excellent
performance of the proposed algorithm in terms of the
receiver beampattern, ambiguity function, SINR of the
radar system and the minimal communication SINR. As
expected, in our proposed method, both the radar SINR
and the minimal SINR of users are enhanced expressing
the superiority of the proposed method compared to the
benchmark.

The remainder of this paper is organised as follows.
The signal model and problem formulation for coexistence
of MIMO radar and MU‐MISO communication are firstly
introduced in Section 2. Next, Section 3 introduces a novel
AM‐based algorithm which is used to tackle the afore-
mentioned nonconvex problem. In Section 4, we utilise
various numerical examples to demonstrate the effectiveness
of the proposed method. Finally, Section 5 summarises this
work.

Notation: Vectors and matrices are denoted by lower case
boldface letters and upper case boldface letters, respectively.
(⋅)T, (⋅)* and (⋅)H denote the operations of transpose, conju-
gate, and Hermitian transpose, respectively. IL denotes the L �
L identity matrix and � is the Kroneker product. Rð⋅Þ and
Ið⋅Þ denote the real part and imaginary part of a complex
number, respectively. The operator vec(⋅) denotes the vector-
isation of a matrix. Finally, ‖⋅‖2 and ‖⋅‖F represent the ℓ2‐
norm and Frobenius‐norm, respectively.

2 | SYSTEM MODEL AND PROBLEM
FORMULATION

As illustrated in Figure 1, a MU‐MISO communication system
coexists with a narrow‐band colocated MIMO radar, both of
which share the same frequency band. The MIMO radar sys-
tem deploys Nt transmit and Nr receive antennas to sense the
single moving target under the K stationary clutter patches. In
the communication system, the base‐station (BS) is equipped
with Mt antennas serving Mr single‐antenna users. Further, we
assume that the sample time of the radar and communication
systems is perfectly synchronized [5].
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2.1 | Radar system

We denote sðlÞ ¼ s1ðlÞ;…; sNtðlÞ½ �
T as the transmitted signal of

the radar system, where l = 1, …, L with L being the number
of discrete time samples. Consider a far‐field moving target at
the angle θ0, the received signal of the radar system at the l‐th
time instance can be given by [21]

yRðlÞ ¼ α0ej2πvtðl−1Þa∗
r θ0ð ÞaHt θ0ð ÞsðlÞ

þ
PK

k¼1
αka∗

r θkð ÞaHt θkð ÞsðlÞ

þ AbGxðlÞ þ nRðlÞ

¼ AtsðlÞ þ AcsðlÞ þ AbGxðlÞ þ nRðlÞ;

ð1Þ

where

� α0 is the reflection parameter of the target which is related
to radar cross section (RCS) and propagation loss. Similarly,
αk, k = 1, …, K, denote the RCS of kth clutter patch. vt is
the normalized Doppler frequency of the target.

� atðθÞ ¼ 1; ejπsinðθÞ;…; ejπ Nt−1ð ÞsinðθÞ� �T
is the radar transmit

steering vector.
� Similarly, arðθÞ ¼ 1; ejπsinðθÞ;…; ejπ Nr−1ð ÞsinðθÞ� �T

is the
receiver steering vector.

� G¼ g1;…; gMr

h i
∈ CMt�Mr denotes the precoding matrix.

� xðlÞ ¼ x1ðlÞ;…; xMrðlÞ½ �
T is the normalized symbol stream

to communicate with Mr users at l‐th time instance, ∀l = 1,
…, L. Meanwhile, it is assumed that E xðlÞxHðlÞ

� �
¼ IMr,

that is, the normalized orthogonal transmit code words are
used.

� nR(l ), l = 1, …, L is the additive noise which is also
modelled as complex circular zero‐mean Gaussian random

vector, that is, nRðlÞ ∼ CN 0; σ2
n;RINr

� �
.

� At and Ac denote the response matrix for target and clutters,
respectively. Ab denotes the channel matrix which couples
the base‐station (BS) and radar receiver.

We rewrite the received signal of all time instances into a
compact form as follows:

YR ¼ AtSþ AcSþ AbGXþNR; ð2Þ

where S = [s(1), …,s(L)], X = [x(1), …,x(L)] and NR =
[nR(1), …,nR(L)]. Then, we can vectorise YR in Equation (2) as

yR ¼ IL � Atð Þsþ IL � Acð Þsþ IL � AbGð Þxþ nR; ð3Þ

where yR ¼ yTRð1Þ;…; yTRðLÞ
� �T , s¼ sT ð1Þ;…; sT ðLÞ

� �T ,
x¼ xT ð1Þ;…; xT ðLÞ

� �T and nR ¼ nT
Rð1Þ;…; nT

RðLÞ
� �T .

Using the receive filter w to reduce the interference and
noise, the output signal of the radar receiver is

wHyR ¼ wH IL � Atð Þsþ wH IL � Acð Þs
þwH IL � AbGð Þxþ wHnR;

ð4Þ

where w¼ wT
1 ;…;wT

L
� �T and wl denote the receiver filter at

l‐th time instant. According to Equation (4), the output radar
SINR is

SINRr

¼
jwH IL � Atð Þsj2

jwH IL � Acð Þsj2 þ E jwH IL � AbGð Þxj2
� �

þ E jwHnRj
2� �

¼
jwH IL � Atð Þsj2

jwH IL � Acð Þsj2 þ kwH IL � AbGð Þk
2
2 þ σ2

n;RwHw
:

ð5Þ

where E[xxH] = I is used.

2.2 | Communication system

For all users, the received data at the l‐th time instance is
written as

yCðlÞ ¼HCGxðlÞ þHRsðlÞ þ nCðlÞ ∈ CMr�1; ð6Þ

where HC ∈ CMr�Mt denotes the downlink channel coupling
BS and the users, HR ∈ CMr�Nt is the interference channel
coupling the radar transmitter and the users and
nCðlÞ ∼ CN 0; σ2

n;CIMr

� �
denotes the noise vector of the

communication system. Collecting the received signals for all
time instances in a compact form, we have

YC ¼HCGXþHRSþNC : ð7Þ

Hence, for mr‐th user, the received data stream is

ymr ;C ¼ hmr ;CGXþ hmr ;RSþ nmr ;C ð8Þ

F I GURE 1 Coexistence of MIMO radar and MIMO communication
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where ymr ;C, hmr ;C, hmr ;R and nmr ;C denote the mr‐th row of
YC, HC, HR and NC, respectively. According to Equation (8),
the output SINR for mr‐th user is readily given by

SINRmr
c

¼
E khmr ;CGΛmrXk

2
2

� �

E
P

i≠mr

khmr ;CGΛiXk
2
2 þ khmr ;RSk

2
2 þ knmr ;Ck

2
2

( )

¼
jhmr ;Cgmr

j
2

P

i≠mr

jhmr ;Cgij
2
þ

1
L
k IL � hmr ;R
� �

sk22 þ σ2
n;C

;

ð9Þ

where Λmr is the diagonal matrix whose mr‐th diagonal
entry is one and others are zero. For the communication
system, two typical metrics, that is, throughput and fairness
[24], are usually considered to measure the communication
system performance. The throughput aims to maximize the
overall sum‐rate while the fairness focuses on improving the
minimal SINR among all users [36]. The fairness design is
considered.

2.3 | Problem formulation

For the radar system, the performance of target detection can
be enhanced via maximising the output SINR. With regard to
the communication system, we aim to achieve the fairness
among all users. Based on the above illustration, the joint
design problem is formulated as

max
w;s;G

SINRr þmin
mr

SINRmr
c

� �

s:t: ksk22 ¼ 1;

kGk2F ≤ Pc;

ks − s0k
2
2 ≤ ξ;

ð10Þ

where Pc denotes the maximum transmit power of the
communication system, ‖s‖2 = 1 represents the normalized
transmit power of the radar system, and ‖s − s0‖2 ≤ ξ is the
similarity constraint with 0 ≤ ξ < 22.

Problem (Equation 10) involves a maximin objective
function and a nonconvex unit sphere constraint and
thereby is NP‐hard [25, 37]. To tackle this problem, we
introduce an auxiliary variable t and equivalently reformu-
late the problem (Equation 10) into its epigraph form as
follows:

max
t;w;s;G

SINRr þ t

s:t: SINRmr
c ≥ t;mr ¼ 1;…;Mr;

ksk22 ¼ 1;

kGk2F ≤ Pc;

ks − s0k
2
2 ≤ ξ:

ð11Þ

Then, an alternating maximisation (AM)‐based approach
will be devised to tackle the problem (Equation 11).

3 | JOINT DESIGN VIA ALTERNATING
MAXIMIZATION

Instead of solving the problem (Equation 11) directly,
following the updated rules of the alternating maximisation
(AM) algorithm, we update four variables via solving the
subproblems with respect to t, w, s and G, iteratively, until
convergence is reached. We will discuss the detailed updated
procedures in the sequel.

3.1 | Update the receive filter w

With the given s and G, the optimization problem with respect
to the radar receiver filter w can be expressed as

max
w

jwH IL � Atð Þsj2

jwH IL � Acð Þsj2 þ kwH IL � AbGð Þk
2
þ σ2

n;Rkwk
2
2

:

ð12Þ

Noted that the problem (Equation 12) is the conventional
SINR maximisation problem which is equivalent to the mini-
mum variance distortionless response (MVDR) problem
[23, 38]. Hence, the close‐form solution of Equation (12) is
immediately given by

w¼
Rðs;GÞð Þ

−1 IL � Atð Þs
sH IL � AH

t
� �

Rðs;GÞð Þ
−1 IL � Atð Þs

; ð13Þ

where

Rðs;GÞ ¼ σ2
n;RINtLþ IL � Acð ÞssH IL � AH

c
� �

þ IL � AbGð Þ IL � GHAH
b

� �
:

ð14Þ

3.2 | Update the precoding matrix G

For the fixed t, w and s, the problem with respect to G is

max
G

jwH IL � Atð Þsj2

jwH IL � Acð Þsj2 þ kwH IL � AbGð Þk
2
þ σ2

n;Rkwk
2
2

s:t:
jhmr ;Cgmr

j
2

P
i≠mr
jhmr ;Cgij

2
þ

1
L
k IL � hmr ;R
� �

sk22þσ2
n;C

≥t;

mr ¼ 1;…;Mr;

kGk2F ≤ Pc;

ð15Þ
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which can be recast as

min
G

kwH IL � AbGð Þk
2

s:t:
jhmr ;Cgmr

j
2

P
i≠mr
jhmr ;Cgij

2
þ

1
L
k IL � hmr ;R
� �

sk22þσ2
n;C

≥t;

mr ¼ 1;…;Mr;

kGk2F ≤ Pc:

ð16Þ

The objective function of the problem (Equation 16) can
be rewritten as

kwH IL � AbGð Þk
2
¼wH IL � AbGGHAH

b

� �
w

¼
PL

l¼1
wH

l AbGGHAH
b wl

¼ gH IMr � ϒð Þg;

ð17Þ

where g¼ gT
1 ;…; gT

Mr

h iT
, ϒ¼ AH

b
PL

l¼1wlwH
l

� �
and Ab ⪰ 0

is the semidefinite matrix,.
According to Equation (17), Equation (16) is rewritten as

follows

min
g

gH IMr �ϒð Þg

s:t: t
P

i≠mr

jhmr ;Cgij
2 − jhmr ;Cgmr

j
2 ≤ −t Cs þ σ2

n;C

� �

mr ¼ 1;…;Mr;

kgk22 ≤ Pc;

ð18Þ

where Cs ¼
1
Lk IL � hmr ;R
� �

sk22. Noted that the first
constraint of the problem (Equation 18) is actually the
difference of convex functions. Therefore, the difference of
convex programing (DCP) [35] can be utilised to solve this
problem. Before deploying the DCP, we introduce a lemma
below.

Lemma 1 For the function f(x) = jhHxj2, the following
is satisfied

f ðxÞ ≥ 2R xHn Hx
� �

− f xnð Þ; ð19Þ

where H = hhH, xn denotes the current point and the equality
holds if and only if x = xn.

Proof: Firstly, we define a real‐value function

g xrð Þ ¼ xTr Hrxr ð20Þ

where

xr ¼
Rfxg
Ifxg

� �

; Hr ¼
RfHg −IfHg
IfHg RfHg

� �

: ð21Þ

Meanwhile, it is observed that f(x) = g(xr) and Hr ¼HT
r .

Then, we have

g xrð Þ ≥ g xr;n
� �

þ ∇Tg xr;n
� �

xr − xr;n
� �

¼ xTr;nHrxr;n þ xTr;n Hr þHT
r

� �
xr − xr;n
� �

¼ xTr;nHrxr;n þ 2xTr;nHr xr − xr;n
� �

¼ 2xTr;nHrxr − xTr;nHrxr;n
¼ 2R xHn Hx

� �
− g xr;n
� �

¼ 2R xHn Hx
� �

− f xnð Þ;

ð22Þ

where xr,n is similarly defined as Equation (21). According to
Equations (20) and (22), we conclude that the inequality
Equation (19) is always held, thereby completing the proof.

According to Lemma 1, we need to solve the following
problem at each iteration of DCP

min
g

gH IMr � ϒð Þg

s:t: t
P

i≠mr

jhmr ;Cgij
2 − 2R gH

mr ;nh
H
mr ;Chmr ;Cgmr

� �

≤ − t Cs þ σ2
n;C

� �
− gH

mr ;nh
H
mr ;Chmr ;Cgmr ;n;

mr ¼ 1;…;Mr;

kgk22 ≤ Pc;

ð23Þ

which is convex and can be solved by CVX [39]. Note that the
first inequality constraint of Equation (18) will be automatically
satisfied since the left‐hand side of the first constraint of
Equation (23) is the upper bound of the counterpart of
Equation (18).

3.3 | Update the transmit signal s

For the fixed t, w and G, the problem with respect to s is

max
s

jwH IL � Atð Þsj2

jwH IL � Acð Þsj2 þ kwH IL � AbGð Þk
2
þ σ2

n;Rkwk
2
2

s:t:
jhmr ;Cgmr

j
2

P
i≠mr
jhmr ;Cgij

2
þ

1
L
k IL � hmr ;R
� �

sk22þσ2
n;C

≥t;

mr ¼ 1;…;Mr;

ksk22 ¼ 1;

ks − s0k
2
2 ≤ ξ:

ð24Þ
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It can be rewritten as

P1

max
s

jwH IL � Atð Þsj2

sHΞðw;GÞs

s:t: sHDmrs ≤ pmr;mr ¼ 1;…;Mr;

ksk22 ¼ 1;

ks − s0k
2
2 ≤ ξ;

8
>>>>>>><

>>>>>>>:

ð25Þ

where

Dmr ¼ IL � hH
mr ;R

� �
IL � hmr ;R
� �

;

pmr ¼
L
t
jhmr ;Cgmr

j
2 − L

X

i≠mr

jhmr ;Cgij
2 − Lσ2

n;C ;

Ξðw;GÞ ¼ IL � AH
c

� �
wwH IL � Acð Þ

þσ2
n;Rkwk

2
2INtLþ kw

H IL � AbGð Þk
2INtL:

ð26Þ

Then, we can equivalently reformulate the problem
(Equation 25) as [21, 40]

P2

max
s

jwH IL � Atð Þsj
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sHΞðw;GÞs

p

s:t: sHDmrs ≤ pmr;mr ¼ 1;…;Mr;

ksk22 ≤ 1;R sH0 s
� �

≥ 1 − ξ
�
2:

8
>>>>><

>>>>>:

ð27Þ

Noted that the two optimization problems P1 and P2
share the same optimal solution.

Lemma 2 Problem P2 can be equivalently recast into

P3

max
s

R wH IL � Atð Þs
� �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sHΞðw;GÞs

p

s:t: sHDmrs ≤ pmr;mr ¼ 1;…;Mr;

ksk22 ≤ 1; R sH0 s
� �

≥ 1 − ξ
�
2;

R wH IL � Atð Þs
� �

≥ 0:

8
>>>>>>>><

>>>>>>>>:

ð28Þ

Proof: According to problem (Equation 12), it is seen
that

w� ¼ wejψ ; ð29Þ

is still the optimal solution of Equation (12), wherew is obtained
from Equation (13) and ψ = [0, 2π] denotes the phase‐shift.
Hence, substituting w by w� does not change the solution of the
problem P2. Let us denote the optimal solution of P2 as s⋆ and
suppose ψ = arg(wH(IL �At)s

⋆). To simplify notations, we
rewrite

wH IL � Atð Þs⋆ ¼ rðcos ψ þ j sin ψÞ; ð30Þ

where r ≥ 0 denotes the modulus of wH(IL �At)s
⋆. Then, it is

derived that

R
�
w�H IL � Atð Þs⋆�¼ R e−jψwH IL � Atð Þs⋆� �

¼ R re−jψðcos ψ þ j sin ψÞ
� �

¼ R re−jψejψ
� �

¼ jw�H IL � Atð Þs⋆j:

ð31Þ

According to Equation (31) and r ≥ 0, the last constraint
of P3 is automatically satisfied for the point s⋆. Hence, we
conclude that s⋆ is also feasible for Equation (28) and the
objective value v P3ð Þ ≥ v P2ð Þ. Moreover, it is noted that
any feasible point s for P3 is also feasible to P2. Meanwhile,
it has v P3ð Þ ≤ v P2ð Þ at the same point [35]. Consequently,
we can conclude that v P3ð Þ ¼ v P2ð Þ, and any optimal so-
lution of P3 is also optimal to P2, thereby completing the
proof.

Notice that the objective function of the problem P3
consists of the ratio between a nonnegative concave function
and a positive convex function. Thus, by employing the
Dinkelbach‐based algorithm, problem P3 can be solved via
solving a series of convex problems. At each iteration of the
Dinkelbach‐based algorithm, the problem to be solved takes
the form

max
s

R wH IL � Atð Þs
� �

− μ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sHΞðw;GÞs

p

s:t: sHDmrs ≤ pmr;mr ¼ 1;…;Mr;

ksk22 ≤ 1; R sH0 s
� �

≥ 1 − ξ
�
2;

R wH IL � Atð Þs
� �

≥ 0;

ð32Þ

where μ is updated iteratively.
The Dinkelbach‐based algorithm for solving the problem

P3 is summarised in Algorithm 1.

Algorithm 1 Dinkelbach‐based Solver for P3

Input: w, s0, ζ1, At, G, pmr and Dmr;mr ¼ 1;…;Mr
1: Set r = 0, μr = 0
2: repeat
3: Find the optimal solution sr of

Equation (32) by CVX
4: Calculate the value:

F μrð Þ ¼R wH IL � Atð Þsrð Þ − μr
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sHrΞðw;GÞsr

p
.

5: Update μr ¼R wH IL � Atð Þsrð Þ=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sHrΞðw;GÞsr

p

6: Set r ← r + 1
7: until

F(μr) ≤ ζ1 or maximum iteration time
reached

Output: s⋆ = sr.
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Algorithm 2 Alternating Maximisation Algorithm for
Problem (Equation 10)

Input: σ2n;R, σ2n;C, θt, θc, ξ, ζ2, At, Ac, Ab, HR
and HC
1: Set n = 0 and initial variables {t(0), w(0),

s(0), G(0)}
2: repeat
3: Update w(n+1) as Equation (13)
4: Update G(n+1) via solving Equation (23)
5: Update s(n+1) through Algorithm 1
6: Update t(n+1) as Equation (34)
7: Set n ← n + 1
8: until
jSINRðnÞr þ t

ðnÞ − SINRðn−1Þr − tðn−1Þj ≤ ζ2 or
maximum iteration time reached

Output: t⋆ = t(n), w⋆ = w(n), s⋆ = s(n), G⋆ = G(n).

3.4 | Update the auxiliary variable t

For the given s and G, the optimization problem corre-
sponding with t is given by

max
t

t

s:t: SINRmr
c ≥ t;mr ¼ 1;…;Mr:

ð33Þ

Hence, we can update it as follows

t ¼max tn; arg min
mr

SINRmr
c

� �

; ð34Þ

where tn denotes the value of t at the last iteration. Note that
Equation (34) guarantees that t is monotonically non‐
decreasing with the iterations.

Based on the above discussion, the proposed AM algorithm
for problem (Equation 10) is summarised in Algorithm 2.

3.5 | Computational complexity

It is observed that the overall computational burden of
Algorithm 2 is linear with the number of outer iterations.
Meanwhile, at each outer iteration, the closed‐form solution
of the radar receiver filter w is given by Equation (13) with
the complexity of O L3N3

r
� �

. Then, the precoding matrix G
can be obtained by CVX in O M3

t M
3
r

� �
. As for the update

of the radar waveform s, the computational cost of Al-
gorithm 1 is linear with the number of inner iterations I.
At each inner iteration, the Dinkelbach‐based method re-
quires to solve problem (Equation 32) by CVX with the
complexity of O L3N3

t
� �

. In order to update the auxiliary
variable t, the communication SINR for all users should be
computed with the complexity of O Mr M2

t þ L2N2
t

� �� �
.

Finally, we can conclude that the total complexity of the

proposed algorithm is O L3N3
r þM3

t M
3
r þ I L3N3

t
� �

þ
�

Mr M2
t þ L2N2

t
� �

Þ at each outer iteration.

4 | SIMULATION RESULTS

In this section, numerical results are provided to evaluate the
performance of the proposed method. Throughout the sim-
ulations, the antenna arrays are configured as uniform linear
array (ULA) with half‐wavelength inter‐element spacing. We
assume the colocated MIMO radar system equips with
Nt = 5 transmit and Nr = 5 receiver antennas, respectively.
Meanwhile, the MU‐MISO communication system consists
with Mt = 6 transmit antennas at the BS serving for Mr = 2
single‐antenna users. The code length is set as L = 16. We
utilise the Linear Frequency Modulation (LFM) as the radar
reference waveform s0, while the space‐time waveform ma-
trix is given by [21]

S0 nt; lð Þ ¼
ej2πntðl−1Þ=Ntejπðl−1Þ

2=Nt

ffiffiffiffiffiffiffiffi
LNt
p ; ð35Þ

where s0 = vec(S0). Without loss of generality, the total
communication energy is set as Pc = 1 which is equal to the
radar transmit energy. Consider a single target is located at
θ0 = 5° with the Doppler frequency vt = 0 and K = 2 clutters
are located at θ1 = − 20° and θ2 = 28°, respectively. The
reflection parameter of the target is α0 = 1 and the corre-
sponding parameter of the clutters are α1 = 0.9 and α2 = 0.9,
respectively. For simplicity, the elements of the channel matrix
Ab, HR and HC are distributed as CN ð0; 1Þ. The initializations
w(0), s(0) and G(0) are randomly generated, whose entries are
also distributed as CN ð0; 1Þ and t(0) = 10−3. Lastly, we
consider the termination criterion is ζ1 = 10−1 (or reach the
maximum iterations 30) for Algorithm 1, and ζ2 = 10−6 (or
reach the maximum iterations 50) for Algorithm 2.

4.1 | Performance comparison with different
similarity levels

In this example, the radar and communication noise variance
are assumed as σ2

n;R ¼ −15 dB and σ2
n;C ¼ −15 dB, respec-

tively. We can first evaluate the convergence performance of
the proposed AM Algorithm 2. Figure 2 compares the value
of the objective function in Equation (11) versus the number
of outer iterations with different values of the radar similarity
parameter ξ. It is seen that the proposed method tends to al-
ways converge within around 25 iterations. Meanwhile, the
larger optimal values are obtained as increasing the parameter ξ
yields larger feasible sets. Note that the faster convergence can
be achieved with the larger ξ, but, at the cost of poorer simi-
larity to the chosen waveform.

Figure 3 shows the radar output SINR versus number of
iterations. Similarly, the improved radar SINR can be achieved
with the larger ξ. In Figure 4, we observe that the minimal
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SINR of users is monotonically increasing with iterations,
which is consistent with our analysis for updating t in Equa-
tion (34). Based on the above, it is seen that the proposed
method shows the favourable convergence in terms of the
objective value, the radar SINR and the minimal SINR of users
guarantee the performance of sensing and communication,
respectively.

Figure 5 demonstrates the receiver beampatterns for the
radar system. We observe that the single mainlobe is precisely
aligned to the target while the nulls occur in the clutter di-
rections. Figure 6 shows the ambiguity function for the
designed waveform with different similarity levels. It is seen
that the smaller ξ leads to the sharper peak, which is

corresponding with the better resolution of range‐Doppler.
However, as illustrated in Figures 3 and 4, the smaller ξ cor-
responds to a lower radar and communication SINR. Thus,
there is a trade‐off between the SINR and the ambiguity
property. For this purpose, we choose ξ = 0.2 in the sequel.

4.2 | Performance comparison with
benchmark

In this example, we compare the proposed method with some
benchmarks. In Figure 7, we compare the convergence per-
formance of the proposed method with optimal t and the
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proposed method with fixed t. The noise power for radar and
communication are set as σ2

n;R ¼ −15 dB and σ2
n;C ¼ −15 dB,

respectively. It is seen that the proposed method with optimal t
has better overall performance compared to the proposed
method with fixed t and method in Ref. [21] which consider
maximising the radar SINR and guaranteeing the capacity of
communication.

Figure 8 shows the achievable radar SINR with the
different radar noise power. The communication noise power

is fixed as σ2
n;C ¼ −15 dB. If the radar noise power σ2

r is lower
than 0 dB, the proposed method with optimal t obtains higher
radar SINR. Otherwise, the achievable SINR for these two
methods are same. Meanwhile, the proposed method also has
around 0.6 dB enhancement compared with the method due to
the flexibility of performance trade‐off. Figure 9 demonstrates
the minimal achievable communication SINR with the
different communication noise power. As expected, the pro-
posed method with optimal t achieves the higher SINR
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compared with fixed t which shows the superiority of updating
t in Algorithm 2. Combining Figures 8 and 9, it is concluded
that the proposed method with the optimal t is able to achieve
the better performance for both sensing and communication
compared with the benchmark.

5 | CONCLUSION

We study the coexistence of MIMO radar and MU‐MISO
communication. By jointly designing the transmit waveform,
the receiver filter bank and the precoding matrix, both the
SINR for radar and the minimal SINR for communication
users are maximised. However, the resulting problem is highly
nonconvex and the optimization variables are coupled with
each other. To overcome this, an AM‐based algorithm is
developed via combining the DCP and the Dinkelbach
method. Compared with other design schemes, the proposed
method does not need give any threshold for radar or
communication metric. The simulation results show that the
proposed method can achieve satisfactory performance both in
radar and communication.
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