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Abstract—We introduce an unsupervised learning method that
aims to identify building anomalies using Interferometric Syn-
thetic Aperture Radar (InSAR) time-series data. Specifically, we
leverage data obtained from the European Ground Motion Ser-
vice to develop our proposed approach, which employs a long
short-term memory autoencoder model and a reconstruction loss
function based on a soft variant of the dynamic time warping,
namely “soft-DTW”. We deliberately utilize this loss function for
its ability to compare time-series that are not aligned in time,
unlike the other conventional reconstruction losses that do not
account for time shifts. Moreover, we enhance the performance
of anomaly detection by smoothing inputs with a Hann window
and defining the learning objective to reconstruct the time order
of randomly permuted input series. Our experimental findings,
based on persistent scatterer data from Rome, Italy, reveal that
our method outperforms several unsupervised machine learning
and deep learning methods in detecting various types of building
displacement, such as trend, noise, and step anomalies. Addition-
ally, quantitative and qualitative evaluations validate the efficacy of
our approach in identifying potentially anomalous buildings. Thus,
our method offers a promising solution for detecting anomalies in
PS-InSAR time-series, which could have substantial implications
in the fields of urban monitoring and infrastructure management.

Index Terms—Anomaly detection, autoencoders, building
displacements, dynamic time warping (DTW), long short-term
memory (LSTM) networks, persistent scatterer (PS), synthetic
aperture radar interferometry (InSAR), unsupervised learning.
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I. INTRODUCTION

BUILDING displacement anomalies refer to abnormal
movements or shifts of a building or structure from its

original position. The following are some common types of
building displacement anomalies.

1) Subsidence: Sinking of the ground beneath a building,
causing the structure to settle and shift downward [1].

2) Heave: Swelling or rising of the ground, causing the
foundation of a building to lift and shift upward [2].

3) Lateral movement: Horizontal movement of a building
caused by earthquakes, landslides, or soil erosion [3].

4) Slope instability: Instability of the ground beneath a build-
ing, causing the structure to tilt or lean [4].

5) Differential settlement: Uneven settling of different parts
of a building, leading to structural damage [5].

6) Creep: Slow deformation of a building over time due to
constant stress [6].

7) Vibration: Constant shaking or vibration of a building,
such as from nearby construction or heavy traffic [7].

8) Expansion and contraction: Movement of a building’s ma-
terials due to changes in temperature, causing the structure
to shift slightly [8].

Interferometric Synthetic Aperture Radar (InSAR) satellite
measurements are an effective tool for monitoring ground mo-
tion, position of buildings [9], and the aforementioned displace-
ments with millimetric resolution over long periods of time. The
persistent scatterer (PS) pair method [10], is particularly useful
for detecting differential displacements of buildings at multiple
positions with few assumptions about the background environ-
ment. As a result, anomalous behaviors in building motion can
be detected through PS time-series, which are commonly used
to perform risk assessments in hazardous areas and diagnostic
analyses after damage or collapse events. However, most of the
current autonomous early warning systems based on PS-InSAR
data are limited to detecting changes in linear trends and rely
on simple sinusoidal and polynomial models [11]. This can be
problematic if background signals exhibit more complex behav-
iors, as anomalous displacements may be difficult to identify. To
address this issue, we rely on an anomaly detection method us-
ing artificial intelligence (AI) algorithms to identify potentially
anomalous building motions based on PS long time-series data.

On the other hand, the development of a machine learning
(ML) or deep learning (DL) system for detecting anomalies
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in building displacements typically requires ground-truth data
from in situ measurements [12][13], such as displacement rate
and type from reference buildings, which can be difficult to
obtain due to the need for regular physical monitoring by ex-
perts. That is why the proposed solutions in this work rely on
unsupervised representation learning based on the combination
of autoencoders and long short-term memory (LSTM) networks
to mitigate the lack of annotated data, similar to some recent
efforts [14], [15]. However, what distinguishes our work from
the recent efforts is that we propose 1) a data preprocessing
approach based on windowing and permutation of time-series;
and 2) a novel reconstruction loss function as compared to
conventional loss objectives applied for the autoencoders, result-
ing in significantly improved anomaly detection accuracy. The
proposed approach is also validated by comparing its perfor-
mance with several ML and DL benchmarks. Additionally, it is
worth mentioning that our study represents one of the pioneering
endeavors in leveraging AI to develop value-added solutions
for urban monitoring by utilizing the European Ground Motion
Service [16], which was launched in 2022 by the Copernicus
programme of the European Union.

In the light of those contributions, the objective of our study
is to assess how effective our proposed method is in identifying
anomalous building movements amidst nonanomalous ones, in
the context of three displacement scenarios. These scenarios,
namely: 1) trend anomalies; 2) noise (Gaussian-like) anomalies;
and 3) step anomalies, were specifically chosen to serve as rep-
resentatives of the diverse range of abnormalities that buildings
may encounter, as discussed earlier.

The rest of this article is organized as follows. Section II
presents a literature review on PS-InSAR based displacement
monitoring methods. Section III provides a detailed account
of the anomaly scenarios and their characteristics as well as
the dataset used in our experiments. Section IV explains the
unsupervised learning methodologies proposed in this study,
Section V describes the experimental protocols for different
learning strategies, and Section VI provides the performance
results for detecting anomalies. Finally, Section VII concludes
the article and discusses future work.

II. LITERATURE BACKGROUND

Building anomaly and displacement detection are critical for
ensuring the safety and longevity of structures. PS-InSAR is
a remote sensing technique that uses SAR images to monitor
and estimate the displacement of buildings over time. However,
traditional linear regression models exploiting PS-InSAR may
not be sufficient to capture the complex deformation patterns of
buildings. That is why, recent studies have investigated the use
of ML, DL, and statistical methods to improve the accuracy of
building anomaly and displacement detection with PS-InSAR
data analysis.

Deep neural networks, including convolutional neural net-
works (CNN) and LSTM networks, have demonstrated potential
in accurately detecting ground anomalies and displacement. For
instance, Anantrasirichai et al. [17] proposed a CNN that utilized
sparse satellite InSAR data, where “sparse” refers to the limited

availability of measurement points in the InSAR images, and
they addressed challenges such as noise, lack of data, and slow
deformation signals, showing potential for automated ground
motion analysis systems. Chen et al. [14] developed an LSTM
neural network to predict land subsidence using time-series
InSAR data, outperforming multilayer perceptron and recur-
rent neural network models, and enabling early warning and
hazard relief. Lattari et al. [13] also utilized LSTM cells and
time-gated LSTM cells to monitor seismic faults, subsidence,
landslides, and urban structure from nonuniformly sampled
time-series.

Clustering techniques have also been applied to identify
anomalous areas in PS-InSAR time-series data. One such ap-
proach was proposed by Milone et al. [18] used a combination
of hierarchical clustering and k-medoids, a variant of k-means
clustering, to identify deformation in an urban area with complex
ground structure. Similarly, Zhu et al. [11] proposed a hierarchi-
cal clustering algorithm and a signal processing method to au-
tomatically detect potential instability risks affecting buildings
and infrastructures by grouping neighboring PS and analyzing
anomalous velocity trends and accelerations using trend vari-
ation analysis. On the other hand, Martin et al. [19] utilized
a deep temporal clustering method that involved the use of
convolutional autoencoders and bidirectional LSTM to detect
ground displacements. Thereafter, Shakeel et al. [15] presented a
method, utilizing an LSTM autoencoder-based anomaly detector
with semivariogram analysis and density-based spatial cluster-
ing, for automatic detection of transient deformation in InSAR
datasets achieving an accuracy of 91.25%, demonstrated by
detecting a synthetic deformation test case and a real earthquake
in Turkey.

Apart from ML- and DL-based techniques, statistical methods
have been explored for building anomaly and displacement
detection with PS-InSAR data analysis. For instance, Berardino
et al. [20] proposed the small baseline subset (SBAS) technique,
which involves selecting a subset of interferograms with small
temporal baselines and using a least squares approach to estimate
surface deformation. Similarly, Ferretti et al. [21] introduced
an extension of the PS technique using a Wiener filter for
spatio-temporal estimation of nonlinear target motion, taking
into account different phase contributions including motion,
atmospheric effects, and decorrelation noise. Subsequently, Yu
et al. [22] conducted a study on Shanghai Pudong International
airport, which was constructed on ocean-reclaimed lands and
silt tidal flat, and used the SBAS technique and geotechni-
cal models to continuously monitor and analyze the ground
settlement, revealing that certain areas experienced significant
ground subsidence. Following that, Evers et al. [23] employed
different methods for smoothing the time-series and decom-
posing its trend and periodic components. This was achieved
through techniques such as polynomial regression. Once the data
was cleaned, they treated the identification of anomalies as a
statistical outlier detection problem. In a recent study by Letsios
et al. [24], the Bayesian change-point step detector algorithm
was used alongside statistical variables such as fitting index,
temporal coherence, residual height, and radar cross-section to
identify newly constructed buildings based on the appearance
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TABLE I
STATISTICS OF INSAR-PSP DATABASE COVERING THE CITY OF ROME

and continued presence of corresponding PS points in the time-
series.

Overall, PS-InSAR is a powerful tool for monitoring building
deformation over time. While linear regression models have
been widely used for PS-InSAR data analysis, recent studies
have shown that non-linear models, clustering techniques, and
statistical methods can significantly improve the accuracy of
deformation detection. The integration of different techniques
may also offer promising avenues for future research in this
field.

III. DATABASE

A. Creation of Training and Test Datasets

The research made use of data obtained from the European
Ground Motion Service (EGMS) [16]. EGMS data, derived
from Sentinel-1 (S1) satellite radar images using Persistent
Scatterer Interferometry (PSI), identifies stable “scatterers” in
S1 images, typically fixed ground features. By comparing the
phase difference of the radar signal from these scatterers in
sequential images, displacement or ground motion is detected
and measured, forming the PS time-series.

The specific EGMS dataset utilized for our study encapsu-
lates a defined rectangular region around Rome, Italy, and it
comprises approximately 500 000 PS time-series, each with
300 time stamps indicating deformations estimated in millimeter
resolution along the line of sight (LOS) with the statistics given
in Table 1 and Fig. 1. These time-series measurements were
aggregated over 80 000 building footprints and spanned the
period from 2015 to 2020. The data acquisition process involved
the following steps.

1) The EGMS data were clipped to a rectangular area sur-
rounding Rome, whose extent is defined by the longi-
tude 12.3699◦E – 12.6195◦E and latitude 41.7933◦N –
41.9924◦N.

2) The buildings’ footprints were downloaded from the
OpenStreetMap website.

3) A spatial join was conducted between the polygons of
the PS instances and the building footprints as illustrated
in Fig. 2. This assigned each PS instance to a building
polygon with a unique identifier, and the resulting database
was saved as a CSV file.

Thus, the database comprises clusters of points that corre-
spond to footprints, and it is imperative that the training and test
splits preserve the internal relationships among PS instances of
the same building, and ensure that the splits are disjoint sets in

Fig. 1. Distribution of PS per building in the dataset. (The average number of
PS per building is 6.52 in the Training set and 6.58 in the Test set).

Fig. 2. Demonstration of building footprints (red lines) and their correspond-
ing PS instances (white dots).

terms of building footprints. To achieve this, the following steps
were taken.

1) An initial 80 : 20 ratio between the training and test set
was determined from PS instances.

2) PS instances falling within a particular building were
assigned to the respective training or test set.

3) The final split on points was utilized to obtain disjoint
building footprints in terms of the training and test sets.
This resulted in an actual training:test ratio of 82 : 18.

B. Ground-Truth Generation

In the absence of ground-truth anomalies, a common approach
is to generate synthetic deformation to train or validate proposed
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Fig. 3. Comparison augmented PS examples per anomaly type to be utilized
as ground truths in performance evaluation. The trend anomaly type is created
by adding a slope to the LOS values. The noise anomaly type is generated by
amplifying the LOS values of a certain portion of the original time-series. The
step anomaly type is produced by vertically shifting the LOS values of a certain
fragment in time stamps, either positively or negatively.

methods. An example of this is demonstrated by Anantrasirichai
et al. [17], who simulated the presence of slow deformation in
both training and validation by creating a synthetic velocity map.
Lattari et al. [13] also employed a similar approach, augmenting
their data with change points of varying slopes to simulate slow
deformation. Additionally, Shakeel et al. [15] added Gaussian
peaks to the test data in order to simulate instant deformations
caused by earthquakes. Moreover, some studies suggest that
building deformation signals can be grouped as linear/trending,
periodic, and random noise, based on time stamps of PS time-
series [11], [23].

Given these practices and the absence of actual in situ refer-
ence measurements from the region of interest for our experi-
ments, we introduced three deformation scenarios as synthetic
ground truths, representing common anomaly types mentioned
in Section I. These scenarios are as follows.

1) Trend anomaly scenario which indicates gradual changes
in building positions caused by subsidence, heave, creep,
or ongoing construction.

2) Noise anomaly scenario which represents high and fre-
quent deviations in building positions due to creep, vibra-
tion, expansion, and contraction.

3) Step anomaly scenario which indicates sudden and sig-
nificant changes in building positions caused by lateral
movement and differential settlement.

By considering these scenarios, to evaluate the effective-
ness of our proposed approaches in distinguishing anomalous
building motions from nonanomalous ones, we introduced a
data augmentation approach to randomly replace the raw PS
time-series in the evaluation partition with their augmented,
anomalous counterparts, and we labeled them as trend, noise,
and step anomaly types, as shown in Fig. 3. Later in the inference
phase, we gradually substituted the instances of the original PS

time-series of each building with their augmented counterparts,
incorporating up to 25% anomaly instance rate to simulate the
anomaly presence of varying proportions in evaluation sam-
ples, as there are no benchmark values available for the actual
percentage of anomalous PS time-series observations in the
dataset. It is important to note that the nonaugmented (raw)
partition of the evaluation data may still contain anomalous
PS examples that have more prominent anomaly attributes than
the artificially created augmented ones. This may result in the
measured accuracy of displacements being lower than the actual
accuracy in our proposed prediction models.

C. Initial Investigation on Data

Before constructing deep feature representations, we con-
ducted an examination on the dataset to analyze the proximity
of the samples to the anomaly types, namely trend, noise, and
step. Our goal was to gain an overall understanding of the data
distribution with respect to the anomaly clusters. To achieve this,
we performed k-means clustering on the synthetic time-series
to identify the cluster centres of each anomaly type. How-
ever, traditional Euclidian distance-based clustering methods
are invariant to time shifts and ignore the time dimension of
the data. As a result, if two time-series are highly correlated
but one is shifted by a single time step, Euclidean distance
will incorrectly measure them as farther apart. Therefore, we
utilized a variant of dynamic time warping (DTW) to compare
and cluster time-series, which is a technique that measures the
similarity between two temporal sequences that do not align
exactly in time due to variable size, shift, or dilation across the
time dimension [25].

The soft-DTW is a differentiable version of the DTW that
computes the optimal warping path recursively by accumulat-
ing the distance of each possible path through two sequences.
The minimum accumulated distance path is selected using the
following formula [26]:

soft−DTW γ(x,x′) = min
π∈A(x,x′)

γ
∑

(i,j)∈π
d(xi, x

′
j)

2. (1)

Here, π represents the alignment path, A is the matrix of align-
ment between the sequencesx andx′,min γ denotes the soft-min
operator, d is the distance between the elements of the compared
sequences, and γ is a parameter that controls the degree of
softness. The soft-min operator is defined as −γ log

∑
i e

−ai/γ ,
where γ is a positive constant and ai are the values being
compared.

After identifying the cluster centres of anomalies related to
trend, noise, and step changes using (1) as a distance measure-
ment method for k-means clustering, the pairwise distances be-
tween each cluster centre and all PS time-series were separately
calculated. The resulting probability density of distances for all
PS instances to each cluster centre is presented in Fig. 4. An
anomaly threshold was set for each distribution using the lower-
whisker value of the distance distribution, which is 2.698σ,
where σ stands for standard deviation.

As seen in Fig. 4, the analysis among the PS points below the
threshold revealed that the percentage of a trend anomaly is the
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Fig. 4. Left: The probability densities of PSs’ proximity to the cluster centres of synthetic anomalies. Right: The distribution of anomaly instances per type.

highest, while that of the step anomaly is the lowest. Therefore,
if a PS instance is predicted as an anomaly, it is more likely due
to a trend anomaly indicating gradual changes over time, rather
than a step anomaly indicating sudden and significant changes.
This information is particularly relevant given that no major
earthquakes causing lateral movement occurred in the region
of interest between 2015–2020. Besides, the skewness of the
proximity distributions is more prominent towards the cluster
centre of trend anomaly, while it is more symmetrical towards
the centre of noise anomaly. This observation suggests that noise
may be a common phenomenon among all observations, but
its magnitude could be a distinguishing factor in determining
whether the observed noise is due to an anomaly or not.

IV. METHODOLOGY

This part provides a brief explanation of the benchmark
approaches used for comparisons in Section IV-A, and presents
the details of our proposed approach in Section IV-B.

A. Benchmark Methods

We chose four different anomaly detection methods for our
comparison, including two classical ML methods and two DL
methods. Our selection of these methods was based on sev-
eral criteria, such as their simplicity, suitability for detecting
anomalies in data streams, and their success in various real-
world anomaly detection scenarios. The methods included in
the evaluation are as follows.

1) maximally divergent intervals (MDI);
2) robust random cut forest (RRCF);
3) autoencoders;
4) graph augmented normalizing flows (GANF), which are

further explained below:
1) Maximally Divergent Intervals: MDI is a method for

anomaly detection in time-series data that aims to find the
time interval where the difference between two related series
is the greatest [27]. It works by comparing the Kullback–Leibler
divergence between the current time-series and a reference series
and identifies the time interval where the divergence is maxi-
mal. In other words, given a multivariate time-series T and its

subsequences S where S ⊆ T , the MDI finds the most anoma-
lous subsequence S̃ by solving the underlying optimization
problem:

S̃ := argmax
S⊆T

D
(
pS , pΩ(S)

)
(2)

where pS is the probability density of a subsequence S , and pΩ
is the probability density of the remaining part of the time-series
Ω(S) := T \ S .

The main competence of MDI is its ability to handle a variety
of types of anomalies, including point anomalies, collective
anomalies, and contextual anomalies, making it a versatile tool
for anomaly detection in various applications. Besides, MDI
can also handle data with missing values, making it applicable
to real-world scenarios where data may not always be complete.

2) Robust Random Cut Forest: RRCF is an algorithm that
builds a collection of binary trees to detect anomalies based
on their isolation scores, as a modification of the well-known
Isolation Forest [28]. The RRCF is combined with a windowing
approach to process data streams in mini-batches, reducing com-
putational costs while maintaining detection accuracy. It has an
advantage over Isolation Forest and RCF (Random Cut Forest)
due to its anomaly scoring function, Collusive Displacement.
This function makes RRCF robust to the presence of dupli-
cates or near-duplicates that could otherwise mask the detection
of outliers. Collusive Displacement accounts for duplicates or
near-duplicates by removing a subset of “colluders” alongside
the point of interest. However, for the detection of anomalous
subsequences, an additional preprocessing step for constructing
window-based features could be considered. RRCF’s simplicity
and comprehensibility make it an attractive choice for anomaly
detection.

3) Autoencoders: Autoencoders are a type of neural network
that learns to reconstruct its input data, often used for unsuper-
vised feature learning and dimensionality reduction [29]. Let
E : Rn �→ Rl and D : Rl �→ Rn be the encoder and decoder
networks, respectively, where l, n ∈ N and l < n. Thus, the
encoder is responsible for producing hidden code z = E(x),
and the decoder for constructing the output y = D(z). Here,
minimization of the reconstruction loss L is the main learning
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objective of autoencoders to achieve y≈x, such that

argmin
β,θ

L(y,Dβ(Eθ(x))) (3)

where β and θ are the model parameters and argminβ,θ repre-
sents the value of the parameters that minimize the loss.

In the context of unsupervised anomaly detection, the au-
toencoder learns a normal profile of the time-series T and
detects anomalous input sequences S̃ with a high reconstruction
error [30]. Our experiments involved the use of a dense autoen-
coder with two hidden layers in both the encoder and decoder,
with each layer having twice the number of neurons in the latent
space and ReLU activations as nonlinearities.

4) Graph Augmented Normalizing Flows: GANF is a deep
learning-based method for anomaly detection that combines
normalizing flows with a graph neural network (GNN) to model
the normal behavior of time-series data [31]. It first converts
the multivariate time-series into a graph structure where each
node represents a data point and the edges indicate the temporal
order of the data points. The GNN then learns embeddings of
the nodes, which are used as inputs to a normalizing flow model
that estimates the probability distribution of the normal behavior
of the time-series. During inference, the probability of a new
data point is computed using the learned distribution, and if it is
below a threshold, the point is classified as an anomaly, based
on the assumption that anomalous data points typically have low
probability densities, allowing the estimated densities to be used
as an anomaly score.

One advantage of GANF is its ability to detect anomalies in
sequences with nonlinear temporal dependencies and complex
patterns. The use of normalizing flows allows for efficient and
accurate density estimation, making it possible to scale the
approach to large datasets and high-dimensional data.

B. Proposed Approach

In our approach, the input sequence is learned to be recon-
structed by the LSTM-autoencoder model after being randomly
permuted. The assumption behind this is that if there is any
anomaly in some time-series, the model would not be able to ar-
range the corresponding input sequence in the correct order [32].
Furthermore, our approach is distinguished by the utilization
of the Hann window for smoothing the time-series [33] which
results in improved performance for detecting certain anomaly
types, and the employment of a custom loss function derived
from the soft-DTW [34], which is more suitable for time-series.
The novel aspect of incorporating the soft-DTW distance metric
as a loss function is its capability to handle similar patterns occur-
ring at different time steps, acknowledging that reconstructing
the exact time-series pattern may not be feasible when anomalies
are present, particularly when patterns hold more significance
than their specific occurrence. By integrating these elements
as also shown in Fig. 5, our approach demonstrates enhanced
performance in the detection of building anomalies.

The following steps are taken in the proposed approach.
In the training phase
1) Normalize the PS instances to zero mean - unit variance.
2) Apply Hann windowing to smooth the input instances.
3) Randomly permute time stamps of the windowed inputs.

Fig. 5. Training and Inference pipelines based on LSTM autoencoders.

4) Then, train the LSTM autoencoder with the windowed-
permuted inputs.

5) Minimize the objective function during the training to
reconstruct the nonpermuted but windowed input, i.e., the
smoothed PS instance with timely-ordered PS points.

In the inference phase
1) Estimate the reconstruction loss for a PS instance and

later set it as an anomaly if the loss is greater than a
predetermined threshold τ .

2) If an anomalous PS instance is detected, estimate its
distance to the cluster centres of each anomaly using (1).

3) Assign the type of detected anomaly for the PS instance
based on the proximity to the cluster centres.

If the preprocessing, training, and inference steps are detailed
1) Preprocessing: Given a dataset Xtr = {x1,x2, . . .xM}

consisting of M number of PS instances reserved for training
where each instance x = {x1, x2, . . . , xT } with T time points,
then the standardized instance x′ can be obtained as

x′ =
x− μ

σ
(4)

where μ is the mean, σ is the standard deviation of X along the
dimension M . Then, considering the Hann window is

a(n) = 0.5− 0.5 cos

(
2πn

N − 1

)
, 0 ≤ n ≤ N (5)

wheren is the index of the sample,N is the length of the window,
and a(n) is the attenuation factor applied to the sample. Thus,
x′ is smoothed by convolving a over x′

x′
a(n) = x′(n) ∗ a(n) =

∞∑
m=−∞

x′[m] · a[n−m]. (6)

Finally, the time points of a smoothed PS instance x′
a can be

permuted with random shuffling operation R as

x̃′
a = R(x′

a) , x̃′∀ (x′
a ∈ x′

a) . (7)
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2) Training LSTM Autoencoder: LSTM is a type of RNN
architecture used for processing sequential data, particularly
suited for tasks involving long-term dependencies. An LSTM
cell processes one time step at a time. Thus, the entire set of
computations performed by an LSTM cell can be expressed
using the following equations [29]:

it = σ(Wiixt + bii +Whiht−1 + bhi)

ft = σ(Wifxt + bif +Whfht−1 + bhf )

gt = tanh(Wigxt + big +Whght−1 + bhg)

ot = σ(Wioxt + bio +Whoht−1 + bho)

ct = ft 
 ct−1 + it 
 gt

ht = ot 
 tanh(ct) (8)

where xt is the input at time step t, ht−1 is the hidden state of
the previous time step, it, ft, gt, ot, ct, and ht are the input gate,
forget gate, cell input, output gate, cell state, and hidden state at
time step t, respectively. The operator σ is the sigmoid function,

 is the element-wise multiplication, and tanh is the hyperbolic
tangent function. The weights and biases are denoted by W and
b, respectively.

Hence, utilizing the encoder and decoder blocks defined in
Section IV-A3 and considering (8), we can construct an LSTM
encoder EL and an LSTM decoder DL as

EL := LT
H ◦ LT

2H : x̃′
a �→ z

DL := LT
2H ◦ LT

H : z �→ y. (9)

Here, L refers to an LSTM layer, T represents the number of
LSTM cells in the given layer, and H denotes the number of
hidden dimensions in each LSTM cell.

The goal of the LSTM autoencoder network is to learn the
reconstruction of the original time-series x′

a using the permuted
sequence x̃′

a as input, with the aim of obtaining y≈x′
a. To

achieve this objective, the model is trained to minimize the
reconstruction loss, as expressed by the following equation:

argmin
β,θ

soft−DTW γ
(
y,x′

a

)
, y = DL

β

(
EL
θ (x̃′

a)
)
. (10)

Here,β and θ denote the decoder and encoder model parameters,
respectively. The soft-DTW loss function is used to compute the
reconstruction loss, where the degree of softness in the function
is controlled by the parameter γ.

3) Inference: Assuming that a PS instance from the test
dataset, denoted as x ∈ Xte, undergoes normalization, win-
dowing, and permutation as presented in (4), (6), and (7), re-
spectively, resulting in x′, x′

a, and x̃′
a; y is the reconstructed

time-series by the autoencoder as presented in (10), then the
decision function D can be expressed as

D(x) :=

{
anomaly if soft−DTW γ(y,x′

a) ≥ τ

nonanomaly otherwise.
(11)

Here, the threshold for the decision function is denoted by
τ . Thus, let B = {x1,x2, . . .xm} be a building with m PS

TABLE II
HYPERPARAMETER SEARCH SPACE

instances, then

D(B) :=

{
anomaly if D(xi) = anomaly for ∃xi ∈ B

nonanomaly otherwise.

(12)

Let the support score S represent the degree of confidence
in a decision made about a building B. The support score can
be determined by calculating the ratio of the anomalous PS
instances to the total number of PS instances in the building.
Mathematically, this can be expressed as

S(B) :=

∑m
i=1[D(xi) = anomaly]

m
. (13)

Furthermore, when a PS instance x is detected as anomalous,
its corresponding anomaly type is determined based on its
closeness to the cluster centres. Thus, the class assignment is
employed using the following equation:

arg min
c∈1,...,K

soft−DTW γ(x,mc). (14)

Here,K denotes the number of clusters andmc refers to the cen-
tre of the cth cluster obtained by performing k-means clustering,
as already detailed in Section III-C.

V. EXPERIMENTAL FRAMEWORK

This part of the document outlines the methods used to ex-
periment with various learning techniques and measurements to
confirm the effectiveness of our approach.

A. Network Initialization and Optimization

The deep learning architectures utilized in this study were
trained using adaptive moment estimation (ADAM) [35] with a
batch size of 1024 and weight decay regularization [36]. The
learning rate and weight decay λ were initialized in the range
[0.00001− 0.01] during ADAM optimization, and the learning
rate was halved once a plateau was reached. The maximum
number of training epochs was set to 90, with the learning
process halted when the validation loss indicated appropriate
convergence. Weight initialization was performed using Xavier
Uniform [37]. The size of the Hann window was searched within
odd numbers between [1− 13]. For the LSTM autoencoder,
the number of hidden dimensions for LSTM cells was sought
between the values [1− 64] with power-of-2 increment steps,
while the total number of stacked encoding and decoding layers
was sought between [1− 6]. During optimization, L1 loss and
soft-DTW objective functions were compared. For soft-DTW
based optimization, the value of γ was sought in the range
[0.1− 10]. To minimize loss, a Bayesian hyperparameter search
was conducted on the parameter ranges specified in Table II .
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TABLE III
COMPARISON OF BENCHMARK MODELS: BUILDING ANOMALY DETECTION ACCURACY FOR DIFFERENT PERCENTILES OF PRESUMED ANOMALY

TABLE IV
COMPARED MODELS AND THEIR BRIEF SPECIFICATIONS

B. Software Specifications

The experimental protocols were implemented using version
1.10 of the PYTOCH framework [38]. In addition, the following
Python libraries were utilized for numerical processing: NUMPY,
SCIPY, PANDAS, and SCIKIT-LEARN. Bayesian optimization was
performed using OPTUNA. To ensure the reproducibility of the
machine learning pipeline for interested parties, the software
dependencies were included in a DOCKER container, which can
be accessed through the project source code.

C. Evaluation Metrics

During our experiments, we used a training and validation
dataset that contained only real-world measurements, with a split
ratio of 75:25. The test dataset was a combination of real-world
PS observations and synthetic PS observations created using data
augmentation techniques discussed in Section III-B. To assess
the performance of our model at different levels of anomaly
detection, we varied the ratio of raw to synthetic observations
in the test dataset between 75:25 and 99:1. We also adjusted the
anomaly threshold τ for each percentile increment, increasing
it from 75% to 99%, which corresponded to a decrease in the
assumed percentile of anomalies in the evaluation dataset from
25% to 1%. By doing this, we were able to calculate the accuracy
of anomaly detection at each τ increment using the following
formula:

Accuracyτ@k =
Sτ@k

Sk
(15)

where Sτ@k represents the number of correctly detected syn-
thetic PS anomalies when the anomaly threshold τ = k ∈ [75−
99], and Sk denotes the total number of synthetic PS anomalies
added into the test dataset with a ratio of k : 100− k between
real-world and synthetic observations.

VI. RESULTS AND DISCUSSION

This part presents a benchmark comparison in Section VI-A,
conducts an ablation study on our proposed approach in
Section VI-B, and provides additional qualitative comparisons
based on detected anomalies in Section VI-C.

A. Benchmark Comparisons

Our comparative analysis involved four established bench-
mark methodologies, as well as our proposed LSTM au-
toencoder, as outlined in Table IV. While Autoencoder-based
anomaly detection methods typically rely on the L1 or MSE
distance metrics in the literature, we additionally compared its
performance to that of the soft-DTW metric, to ensure a fair
comparison with our proposed LSTM-autoencoder approach.
Table III and Fig. 6 show that when the smoothing size is fixed at
7 and input time-series permutation is avoided, MDI and our pro-
posed LSTM autoencoders perform better than other methods in
terms of overall accuracy (Avg). However, if input permutation
is applied, our proposed method significantly outperforms the
others.

For the detection of trend anomalies, our proposed approach
consistently outperforms all other benchmark methods across
various presumed percentiles of buildings with anomalies, as
depicted in Fig. 6. Notably, even with only 2% of buildings
exhibiting anomalies, our approach achieves an accuracy of
93.20% in distinguishing these anomalies from the remaining
buildings. These results underscore the effectiveness of our
approach, particularly in accurately predicting trend anomalies.

On the other hand, it is important to note that autoencoders
achieve the highest accuracy rate only for noise anomaly. Be-
sides, in terms of accuracy, there is no significant difference
between the use ofL1 loss and soft-DTW loss over autoencoders,
which is why only the latter one is exploited in the bench-
mark comparisons, but loss selection is important for LSTM
autoencoders, which will be discussed further in Section VI-B.
Furthermore, the LSTM autoencoder emerged as the second
most effective approach for detecting noise anomalies, but this
was achieved without incorporating input permutation.

Regarding step anomaly, if the presumed anomalous instance
rate is high in the evaluation dataset (i.e., τ@75 meaning that
25% of data instances have anomaly), MDI is the best approach.
Nevertheless, in scenarios where the presumed occurrence of
anomaly instances is lowered throughout the dataset (τ > 80),
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Fig. 6. Comparison of models: accuracy for different percentiles of anomaly (hidden embedding dimension H = 32, and Hann window size n = 7).

Fig. 7. Comparing the accuracy of LSTM autoencoder for different Hann window sizes in input smoothing (hidden embedding dimension H = 32).

which aligns more closely with real-world conditions, the pro-
posed LSTM autoencoder outperforms MDI in identifying step
anomalies.

In summary, when considering the overall accuracy across
all anomaly types, our proposed approach consistently demon-
strates the highest performance across all percentiles of anoma-
lies, followed by the MDI approach. Furthermore, when com-
paring individual anomaly types, our proposed approach excels
particularly in detecting building anomalies that manifest as pat-
terns in the time-series, such as trend and step anomalies. On the
other hand, the standard autoencoder outperforms in detecting
anomalies where the deviation is primarily in magnitude rather
than exhibiting a specific pattern, as observed in noise anomalies.

B. Ablation Study for the Proposed Approach

In this section, we comprehensively analyze the impact of
preprocessing techniques, model attributes, and reconstruction
losses on our proposed anomaly detection pipeline.

1) Smoothing Input PS Time-Series: Hann windowing, il-
lustrated in Fig. 7, has a beneficial impact on detecting dis-
placements, especially trend and step, by suppressing noise.
Previous studies have also demonstrated the effectiveness of
such techniques by decomposing signals and eliminating pe-
riodic and noisy components [23]. However, the detection of
displacements such as vibration, expansion, and contraction of
buildings, referred to as noise in our dataset, might be negatively

Fig. 8. Comparing the impact of applying the Hann window to PS time-series.
The plots at the top and bottom demonstrate that windowing with a size of
n = 13 retains the slope and vertical shifts associated with trend and step
anomalies. However, the middle plot shows that windowing penalizes high-
frequency components associated with noise anomalies, leading to a decrease
in performance in this category.

affected by smoothing. This is because the distinguishing feature
of these anomalies is the sharp changes in LOS magnitude, as
discussed in Section III-C. Although the Hann window does not
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TABLE V
A COMPARATIVE ANALYSIS OF THE IMPACT OF PREPROCESSING AND MODEL TRAINING PARAMETERS ON ANOMALY DETECTION

Fig. 9. Comparison of anomaly detection accuracy per each displacement scenario with different embedding sizes in the encoder (Hann window size n = 5).

heavily penalize high-frequency components in comparison to
average windowing, it still removes important characteristics of
noise anomalies, as illustrated in Fig. 8.

It is noteworthy that smoothing can enhance the performance
of anomaly detection; however, its effectiveness may vary de-
pending on the type of anomaly being detected. Therefore, it
is essential to take into account the data characteristics and the
anomalies being targeted when deciding whether to implement
smoothing as a preprocessing step.

2) Random Permutation of Input PS Time Series: By shuf-
fling the order of PS time-series and learning to recon-
struct their original order, the accuracy of anomaly detection
significantly improved for all types of anomalies from an ac-
curacy of 15.67% to 37.73% as shown in the left and middle

plots of Fig. 10. When Hann window size n = 7 and em-
bedding dimension H = 32, it can be observed that with a
threshold τ@98%, the accuracy of detecting trend anoma-
lies increased from 39.65% to 93.20%. Similar performance
improvements were also observed for step anomalies, which
increased from 1.61% to 15.95%. However, the permuta-
tion caused a drop in performance for noise anomalies,
even though the overall performance increased. Nevertheless,
when smoothing was not applied (Hann window size n =
1) and soft-DTW was used as detailed in Table V, the per-
mutation did not cause any performance drop for the noise
anomaly.

3) Impact of Embedding Dimension and Layer Numbers:
Increasing the number of hidden dimensions as embedding size
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Fig. 10. Comparison when the input is either permuted or not, and when using L1 or DTW (Hann window size n = 7 and embedding dimension H = 32).

Fig. 11. Comparing the density distribution of anomaly scores between all observations and anomalous observations.

Fig. 12. Comparison of PS instances with low reconstruction loss (nonanomalies) through observed and predicted time-series.

Fig. 13. Comparison of PS instances with high reconstruction loss (anomalies) through observed and predicted time-series.
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Fig. 14. Detected anomalies when the upper whisker threshold: 98%. Each
location pin shows a displaced building with at least five anomalous PS instances.
The heatmap shows the anomalous PS density per area.

in the LSTM autoencoder results in improved accuracy for each
anomaly type, as shown in Fig. 9. However, there is no significant
improvement in anomaly detection for an embedding dimension
greater than 32. Additionally, the depth of the encoder and
decoder layers was examined, but it was found that having more
than two layers did not lead to any improvements.

4) Choice of Loss Function: The middle and right plots in
Fig. 10 illustrate that there is a considerable enhancement in

detecting all types of anomalies when switching from theL1 loss
to the soft-DTW loss for the reconstruction. The improvement
is particularly noticeable for trend anomalies. This pattern is
consistent across multiple experiments with different parameter
settings, as indicated in Table V, where the best accuracy of each
column is shown in bold.

The use of soft-DTW as the reconstruction loss metric could
potentially explain the increased accuracy in anomaly detection.
Unlike the L1 loss, which focuses only on the magnitude differ-
ences between the predicted and true values, soft-DTW considers
the shape of the time-series by measuring the distance between
their features, thereby preserving temporal information.

5) Density Distributions of Anomaly Scores: The density
distribution in Fig. 11 compares the scores of all observations
to those of anomalous observations. Each plot corresponds to
the model parameters with the highest accuracy for the given
anomalous instance rate at τ@75 in Table V. The results in-
dicate that the observations with trend anomaly are the most
distinguishable from the remaining observations. This find-
ing can help explain the high accuracy achieved in detecting
this type of displacement. Lowering the threshold can detect
all anomalies but at the cost of high false positives, or vice
versa. In contrast, the distribution of noise anomaly has the
worst separable pattern, as shown in the middle plot. The
anomalous and normal observations share the same pattern
except for a slight shift in the horizontal axis, which is con-
sistent with the low accuracy observed in detecting this type of
anomaly.

C. Qualitative Evaluation on Detected Anomalies

Our approach trains the LSTM autoencoder to reconstruct the
input sequence after a random permutation. The idea is that the
model would fail to properly arrange the input sequence if an
anomaly is present in the time-series [32]. We demonstrate this
idea through examples of PS time-series with low reconstruction
loss, corresponding to nonanomalous instances, in Fig. 12, and
examples with high reconstruction loss, corresponding to trend,
noise, and step anomalies, in Fig. 13. Successful reconstruction
results in predicted PS that follow the periodicity and slope of the
observed signals with some shift and a lack of high-frequency
components. Failed reconstruction, on the other hand, leads to
predicted and observed signals with different patterns.

Apart from that, Fig. 14 shows the locations of anomalous
buildings in Rome with a support score S > 10% and at least
five anomalous PS instances using coloured pins. The heatmap
depicts the density of detected anomalous PS points, regardless
of their support score. Furthermore, Figs. 15–20 provide aerial
and street view evaluations of some detected anomalies. For fur-
ther evaluation examples, the interested audiences can explore
the interactive map provided.1

1[Online]. Available: https://maps.co/map/63fc2919d50c0033105031ocd
4dd22a

https://maps.co/map/63fc2919d50c0033105031ocd4dd22a
https://maps.co/map/63fc2919d50c0033105031ocd4dd22a
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Fig. 15. Farm house with the detected anomaly of trend. Upon inspection of both aerial and street views, it was observed that the building is old and poorly
maintained, which could possibly account for the detected displacement.

Fig. 16. Apartment with the detected anomaly of noise. Upon conducting an empirical evaluation using street views, it appears that the apartment has undergone
some maintenance activities which could have caused changes to the facade and roof, and may explain the presence of the detected displacement.

Fig. 17. Building with the detected anomaly of step. Empirical evaluation based on aerial views shows that the building is next to a subway construction site
which might be a reason for the observed displacement.

Fig. 18. Business center with the detected anomaly of step. Based on the aerial and street views, the center is newly built and there are ongoing landscape
construction activities surrounding it, which could potentially explain the detected “displacement” in the area.
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Fig. 19. Anomaly detected for a museum is classified as step. However, the corresponding support score is only 13%, indicating that the prediction is not
trustworthy enough to claim an anomaly. Still, a further examination might be required since the museum comprises multiple building complexes.

Fig. 20. Anomaly detected for the presidential palace is classified as noise. However, the corresponding support score is only 7%, indicating that the prediction
is not trustworthy enough to claim an anomaly. Still, a further examination might be required since the palace comprises multiple building complexes.

VII. CONCLUSION

This study presented a new method for detecting anomalies in
Persistent Scatterer (PS) time-series data related to building dis-
placements. The approach utilized an LSTM-autoencoder model
and a special time-series reconstruction loss function called
Soft-DTW. Moreover, windowing and permutation techniques
on input time-series were employed to enhance anomaly detec-
tion performance. Experiments conducted on real PS data from
Rome, Italy, revealed that the proposed method outperformed
conventional methods in detecting various types of building
displacements. Qualitative evaluations also confirmed its effec-
tiveness in identifying potentially anomalous buildings in Rome.
Thus, this approach shows great promise for detecting anomalies
in PS time-series data, and its importance is further amplified
through the utilization of the recently established European
Ground Motion Service, demonstrating the potential of the
service for AI-based applications in scalable urban monitoring
and infrastructure management at the continental level.
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