
Integer and Fractional Charge Transfer in the Doping
of Poly- and Oligothiophenes

Hannes Hase

A Thesis
In the Department of

Physics

Presented in Partial Fulfillment of the Requirements
For the Degree of

Doctor of Philosophy (Physics) at
Concordia University
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Abstract

Integer and Fractional Charge Transfer in the Doping
of Poly- and Oligothiophenes

Hannes Hase, Ph.D.
Concordia University, 2023

In the p-doping of organic semiconductors with small molecular dopants integer-charge
transfer forming ion-pairs (IPAs) and fractional charge transfer through the formation of
ground state charge-transfer complexes (CPXs) have been identified as competing fun-
damental processes. IPAs and CPXs differently affect the performance of doped organic
electronic devices, however, the conditions leading to either phenomenon are still to be
fully understood. This thesis focuses on the conjugated polymer poly(3-hexylthiophene)
(P3HT) p-doped with the strong molecular electron acceptor tetrafluorotetracyanoqui-
nodimethane (F4TCNQ) and its derivatives of lower electron affinity (F2TCNQ, FTCNQ,
TCNQ). Under consideration of their different dopant strengths, the role of the criti-
cal dopant concentration promoting the one phenomenon over the other is investigated.
Cyclic voltammetry is used to determine ionization energy and electron affinity values of
the materials involved to gauge their influence on IPA and CPX occurrence, as identified
through optical and vibrational spectroscopy. Supported by electrostatic modeling taking
into account the width of the Gaussian density of states (DOS) related to the highest oc-
cupied molecular orbital in P3HT, DOS broadening upon doping is considered to explain
IPA formation with weaker dopants. Grazing incidence x-ray diffraction is employed to
assess the interplay between the supramolecular structure and the two doping phenom-
ena, supporting the hypothesis that a CPX polymorph can occurs that effectively pre-
vents IPA formation for a given host-dopant stoichiometry. Conductivity data on doped
films highlights the application-related impacts of these findings. Finally, for a series of
custom thiophene oligomers of different lengths, instead of P3HT, the common obser-
vation of CPX formation being promoted in the molecular doping of (small) conjugated
molecules is investigated. The threshold of transition into the doping phenomenology of
the polymer limit is observed at a chain length of 10 thiophene units—a parameter to be
considered when employing oligothiophene semiconductors in applications demanding
molecular doping. Overall, due the multi-technique approach targeting doping phenom-
ena and mechanisms of a prototypical polymer and oligomer equivalents doped with a
systematic series of p-dopants, the database presented here provides a consistent and co-
herent point of reference for assessing the performance and phenomenology encountered
with novel dopants.
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Chapter 1

Introduction

Organic semiconductors (OSCs), i.e. conjugated polymers (CPs) and conjugated (small)
molecules (COMs), have been the subject of intense research efforts ever since the first re-
ports of organic light-emitting diodes (OLEDs) [10], organic photovoltaic cells (OPVCs)
[11], and organic field-effect transistors (OFETs) [12] were published in the late 1980s.
The first wide-spread commercial success of OSCs is their employment in OLED displays
[13, 14] and white OLEDs pose as a viable contender for energy-saving lighting [15]. The
general appeal of OSCs for opto-electronic devices lies with the ability to tune the op-
tical energy gap through methods of synthetic organic chemistry—a pathway that does
not exist for inorganic semiconductors (ISCs) in a similar way. Importantly, OSCs offer
mechanical flexibility and allow for low energy-cost, large-area deposition techniques,
i.e. vacuum sublimation (COMs) and various solution-processing methods (CPs and sol-
uble COMs) including, among others, spin coating, blade coating, slot-die coating, inkjet
printing, or roll-to-roll processing [16]. This gives rise to concepts like covering surfaces
through which heat loss occurs, with large-area thermoelectric energy harvesting devices
[17–19]. Adding that OSCs exhibit high absorption coefficients and, again, that their
energy gap can be tuned, ultra-thin OPVCs covering green houses can be envisioned, se-
lectively absorbing parts of the light spectrum not vital to plant growth [20]. All these
properties are also key to flexible, thin, wearable electronics [17, 18, 21]. Last but not
least, using bio-sourced and biodegradable OSCs with low-energy solution processing
techniques holds the promise to mitigate environmental impacts of electronic device pro-
duction and disposal [22, 23].

Electrically doping ISCs is the key technique in enabling virtually all modern elec-
tronic devices as it provides high levels of control over electronic material properties [24]
In contrast, the parameters for efficient doping of OSCs to reliably control their elec-
tronic properties are still highly debated [25] allowing no similar level of control today.
This lack of knowledge contributes to the situation that, beside the remarkable success
of OLEDs and despite highly promising concepts, no other devices like OPVCs, OFETs,
or thermoelectric elements have yet reached commercially viable levels of operability.
Firstly, doping plays a crucial role in the generation of mobile charge carriers which re-
duces ohmic losses within the accordingly doped layers in a device. Increases in conduc-
tivity over multiple orders of magnitude have, indeed, been observed for doping in both
CPs [26] and COMs [27] and, historically, formed the basis for the enormous interest in
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the materials class of organic semiconductors honoured in 2000 by the Nobel Prize in
Chemistry awarded to Alan G. MacDiarmid, Alan J. Heeger, and Hideki Shirakawa [28].
Controlling conductivity is key for the use of OSCs in transport layers including hybrid
devices such as perovskite solar cells [29].

Secondly, doping is vital to deliberately control energy barriers impacting charge-
transport. It allows reducing energy barriers for charge injection from electrodes and
to control charge transport through the creation of n-doped electron-transporting/hole-
blocking layers and, vice versa, p-doped hole-transporting/electron-blocking layers. This
is, e.g., employed in OLEDs within so-called p-i-n structures where the optically active
layer is sandwiched between a p- and n-type transport layer, allowing electrons and holes
to enter from opposing electrodes but being blocked from passing all the way through the
device, hence, increasing electron/hole recombination and, subsequently, the emission
yield of the OLED [30, 31].

When employing molecular acceptors and donors as p- and n-type dopants, respec-
tively, in the doping of OSCs, two complementary, fundamental phenomena can be ob-
served: integer charge transfer resulting in spatially separated ion-pairs (IPAs), and frac-
tional charge transfer as the result of supramolecular orbital rehybridization in the for-
mation of ground-state charge-transfer complexes (CPXs∗) [25, 32, 33]. Generally, IPA
formation is regarded as the ultimate goal of doping, as it is intrinsically more efficient
in the generation of mobile charge carriers due to direct ionization. This is in contrast to
the charge carriers trapped in the CPX where an additional ionization step needs to take
place instead [25, 33, 34]. In fact, only a few recent studies found that CPX formation is
not an exclusively detrimental process and showed some value in doped systems where
moderate CPX-to-IPA fractions occur, finding benefits to the performance of OLED [35],
thermoelectric [36], and OFET [37] devices. Therefore, gaining control over the occur-
rence of the two phenomena is of application-related relevance and represents a key goal
of the present work.

In first approximation, IPA formation becomes energetically favorable when the elec-
tron affinity EA of the acceptor is equal to or higher than the ionization energy IE of
the donor; in p-doping, the dopant is the electron acceptor, the host OSC is the electron
donor, and vice versa in n-doping. CPX formation is the result of spatial overlap and
rehybridization of the frontier molecular orbitals, i.e. the lowest unoccupied molecular
orbital in the ground state (LUMO) of the acceptor and the highest occupied molecu-
lar orbital in the ground state (HOMO) of the donor; this phenomenon can be seen as
favorable to the host-dopant system since the formed CPX HOMO exhibits a higher bind-
ing energy for electrons than the pristine donor HOMO [38]. Clearly, conditions for IPA
and CPX formation do not exclude each other: CPXs can be seen in EA > IE situations
and IPA formation was observed in cases where the spatial arrangement for CPXs was
structurally possible [38–40]. The identification of additional parameters governing ei-
ther phenomenon is an ongoing and vivid field of research, which the present thesis aims
to join. A comprehensive introduction into the fundamentals of these doping scenarios

∗‘CPX’ was chosen as the abbreviation for ‘ground-state charge-transfer complex’, here, to conform with
the most influential studies [33, 34] behind this thesis. While, e.g., ‘CTC’ appears to be a more straight-
forward option, choosing ‘CPX’ allows, e.g., the unaltered use of figure 2.8.

2



is provided in chapter 2 and according experimental characterization methods, as em-
ployed in this thesis, are explained in chapter 3.

In all aforementioned application scenarios of OSCs as well as in fundamental stud-
ies, conjugated poly- and oligothiophenes have attracted particular attention in recent
decades [36, 41–46]. The CP poly(3-hexylthiophene-2,5-diyl) (P3HT) p-doped with
the strong molecular acceptor 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane
(F4TCNQ) represents a prototypical system in the investigation of doping-related phe-
nomena, not only in this material class but also for OSCs in general. Further, it is known
that for the (existing) F4TCNQ derivatives with fewer fluorine substitutions (see skeletal
structure in figure 2.4), i.e. 2,5-difluoro-7,7,8,8-tetracyanoquinodimethane (F2TCNQ),
2-fluoro-7,7,8,8-tetracyanoquinodimethane (FTCNQ), and 7,7,8,8-tetracyanoquinodime-
thane (TCNQ), in this order, the EA values decrease [47, 48] as LUMO-level stabilization
through the electron-withdrawing property of the fluorine substituent decreases [47].
Meanwhile, CPX occurrence with P3HT increases, reducing therefore the amount of IPAs
formed [1, 34]. Considering that the spatial demand of the dopant remains virtually
the same while its EA changes significantly, this series of dopants is an ideal system to
isolate that parameter to assess doping-related phenomena. Based thereon, regardless
which member of this ‘FxTCNQ’ series is employed, one can conclude that higher EA
values do promote IPA formation. But this parameter does not stand alone since recent
studies employing the strongest dopant of the FxTCNQ series, F4TCNQ,† have reported
that CPXs can still replace IPAs, depending on dopant concentration, P3HT average
molar weight, thin-film deposition parameters [39], or degree of randomness in P3HT
side-chain orientation (its regio-regularity) [49]. While these findings paint the image of
a truly multi-faceted issue, “[...] the experimental data are often a fragmented patchwork
[...]”, as a recent review [25] on OSC doping expressed in general; investigations of the
P3HT-FxTCNQ system are no exception. Hence, the central study [7] of this thesis,
presented in chapter 4, was conducted with the goal of providing a broad, coherently
produced dataset on FxTCNQ-doped P3HT thin-films for a series of dopant concentra-
tions around the threshold to the high-concentration regime, where CPX formation does
occur with F4TCNQ.

An assuring level of comparability is provided by having optical and vibrational
absorption spectroscopy, cyclic voltammetry, conductivity, and grazing-incidence x-ray
diffraction (GIXRD) all measured under largely the same sample preparation conditions,
instead of being brought together from various publications across different laborato-
ries. Firstly, this allows for the scrutiny of commonly used CPX and IPA indicators. In
particular, vibrational spectroscopy is often employed, recording shifts in the position of
the C≡N stretching modes of FxTCNQs that can be assigned to fractional charge transfer
(CPX phenomenon) or integer charge transfer (IPA phenomenon) and show whether
neutral dopants are present in a sample [4, 33, 34, 36, 39, 49, 51–58]. The ambiguity of
these assignments had already been pointed out in the late 1980s [53] but investigations
into other factors influencing the C≡N mode positions only gained traction in recent

†1,3,4,5,7,8-Hexafluorotetracyanonaphthoquinodimethane (F6TCNNQ) is a stronger dopant than
F4TCNQ and could be regarded as an extension to the FxTCNQ series, however, spatial demand is not
as comparable as within the FxTCNQ series due to the naphthoquinone core of F6TCNNQ instead of the
quinone core of FxTCNQs [50].
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years [2, 54, 58–60], including a recent theoretical study of our group [61] and an own
publication [2] created in the framework of my master’s thesis [1]. The present broad
multi-technique dataset allows to review and evaluate these investigations in a wider
context.

Secondly, the main goal of chapter 4 is, of course, to further the determination of pa-
rameters leading to either CPX or IPA formation. To this end, for all EA values and con-
centrations of the FxTCNQs employed, the percentage of dopants in IPAs is estimated
from vibrational spectroscopy data and held against a model of doping-induced broad-
ening of the Gaussian-shaped density of states (DOS) [33, 34, 62, 63] of the HOMO levels
in P3HT. The idea behind this model is that the introduction of dopants drives struc-
tural disorder (resulting, e.g., in variations in polarization energy) and conformational
disorder (leading to a locally varying IE), which overall translates into a broader energy
distribution of HOMO levels in the host OSC matrix. Consequently, they reach further
towards the LUMO energy levels of weaker dopants, thus, allowing for the ionization of
a higher portion of dopants. In other words, high IPA content produced with low-EA
dopants is the result of a P3HT HOMO-DOS width that is broader than that of pristine
P3HT [64]. Still, however, in some cases of high CPX occurrence discussed in this work,
calculations using a HOMO-DOS width even narrower than that of pristine P3HT can
yield significantly higher IPA content than experimentally observed. Questioning the
physical sensibility of this observation opens a discussion about the extent to which CPX
occurrence can be modeled by considering the DOS alone. Finally, adding the analysis
of structural data from GIXRD allows discussing a possible host-dopant stoichiometry-
dependence as a factor deciding whether IPA or CPX formation are favored.

To date, the expertise I gathered in the production of this extensive P3HT-FxTCNQ
dataset led to my involvement in two publications where (i) the performance of a novel
dopant in P3HT was referenced against F2TCNQ and F4TCNQ [8] and (ii) the dataset
was extended through ultraviolet photoelectron spectroscopy [9] (see List of Associated
Works for details). These works are not included in the present thesis but may serve the
inclined reader as follow-up literature.

Chapter 5 is then dedicated to the comparison of the situation found in the CP P3HT
with that in structurally comparable oligothiophenes. Contrasting the various size and
batch-to-batch differences that polymers can exhibit, the uniform size distribution and
reproducibility of oligothiophenes can be of significant application-related relevance [65–
68]. However, in contrast to P3HT, the FxTCNQ-doped oligothiophenes experimen-
tally studied, to date, predominantly exhibited CPX formation, exclusively [34, 38]. On
the one hand, this might be an issue of conjugation length, as those investigations did
not venture beyond six thiophene repeat units, i.e. α-sexithiophene (6T) [38]. On the
other hand, the studied oligothiophenes, α-quarterthiophene (4T) and 6T, did not include
hexyl side-chains as featured in P3HT. Therefore, chapter 5 characterizes F4TCNQ- and
F2TCNQ-doping of a series of hexylated oligothiophenes (hxTs) ranging from x = 4 to 10
thiophene units (full names in section 5.2, skeletal structure in figure 2.2), using optical
and vibrational absorption spectroscopy as well as cyclic voltammetry. Indeed, IPAs start
to occur at a backbone length of 10 units, therefore identifying for the first time the criti-
cal chain length for IPA formation in oligothiophenes. This outcome is discussed in light
of the recent finding that the existence of an alkyl side-chain region plays an important
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role in facilitating IPA formation, assisting in keeping distance between the dopant rad-
ical anion and the vicinity of the host’s π-conjugated backbone [69]; the latter creates an
environment electrostatically less favorable for integer charge transfer [70].

In summary, the present thesis aims to further the elucidation of the conditions for
fractional charge transfer—in competition with integer charge transfer—in situations
where host-dopant frontier-orbital overlap and subsequent CPX formation cannot be
excluded. In particular, the prototypical system of F4TCNQ-doped P3HT is investigated
through the lens of a wide array of experimental methods, by substituting F4TCNQ
with structurally comparable dopants of weaker dopant strength (FxTCNQs) and using
oligomer equivalents of P3HT (hxTs). The overarching conclusions of this thesis can
be found in chapter 6. Overall, this work contributes to advancing the knowledge
of fundamental concepts behind the doping of OSCs which, in turn, constitutes an
important building block in the development of organic and organic-inorganic hybrid
(opto-)electronic devices.
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Chapter 2

Fundamentals of Doping Organic
Semiconductors

The material class of organic semiconductors (OSCs) consists of conjugated (small)
molecules (COMs) and conjugated polymers (CPs). The bandgap Eg in OSCs is typically
greater than in inorganic semiconductors (ISCs) such as silicon (Eg = 1.1 eV [24, 71]).
Therefore, intrinsic OSCs are essentially electronic insulators which can, for one, become
conductive upon optical activation of charge carriers, an appealing property underlying
all opto-electronic applications. While thermal activation occurs in small-bandgap
ISCs, energy gaps in OSCs are typically much greater, that is, in a defect-free pure
semiconductor. However, chemical defects are commonplace with practically achievable
levels of compound purity and can donate mobile charge carriers. To actually control
the introduction of mobile charge carriers, it is common practice to bring select guest
molecules into the OSC host matrix. This practice is referred to as molecular doping.
Its underlying mechanisms are still plagued with open questions, some of which the
present thesis aims to address. To understand these issues, first, an introduction into the
fundamentals of conjugated molecular orbitals, is provided in section 2.1. Then, as the
doping of ISCs is well established as a standard topic in introductory solid-state physics
courses, section 2.2 recapitulates the basic concepts and, by pointing out the contrasts
to ISCs, explains why OSC doping is subject to many unresolved issues, of which some
are addressed in this thesis. Finally, section 2.3 explores the fundamental OSC doping-
phenomena—ion-pair (IPA) and charge-transfer complex (CPX) formation—while 2.4
takes a look at how these are influenced by the microstructure.∗

2.1 Conjugated Molecules

At the basis of understanding molecular orbitals in OSCs lies the configuration of the
six electrons of the carbon atom in the ground state, namely, 1s22s22p2. Four valence
electrons are found in the 2s22p2 orbitals of which 2p2 can be practically divided into

∗This is a commonly used term in the research field of OSCs, where the term ‘micro’ in ‘microstructure’
is to be understood in contrast to ‘macro’ and does not strictly refer to the micrometer scale, but rather to
micrometer and below; thus, the term here also encompasses the nanometer scale.
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Figure 2.1: Schematic energy level diagram of σ- and π-bonds forming from atomic or-
bitals between the carbon atoms in ethene (i.e. the four 2sp2-orbitals forming σ-bonds
with the hydrogen atoms are omitted). Note, that energy in this depiction refers to the
kinetic energy of the free electron and, consequently, orbital levels are shown at the neg-
ative value of their binding energy.
From [73] A. Köhler and H. Bässler, Electronic Processes in Organic Semiconductors: An
Introduction. Weinheim: Wiley-VCH, 2015. Copyright 2015 Wiley-VCH Verlag GmbH &
Co. KGaA.
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specialty of carbon is its affinity to undergo sp, sp2, or sp3 hybridization through linear
combinations of its 2s-orbital with one, two, or three 2p-orbitals, respectively. (Note that
with hybridization nomenclature the numbers in superscript refer to the number of p-
orbitals involved, not to the number of electrons in an orbital.) This hybridization can
become energetically favorable in the vicinity of orbitals of neighboring atoms, hence, is
an effect in bound carbon [72, 73]. Most relevant for OSCs is the sp2 hybridization with
one p-orbital left unhybridized, commonly denoted as pz. The latter is oriented perpen-
dicular to the three coplanar, equiangular, and energetically degenerate 2sp2-orbitals. In
these total of four orbitals resides each one of the four valence electrons, offering electron-
pair sharing with neighboring atoms, hence, covalent bonding.

Molecular orbitals are defined through the possibilities of interference between the
constituting atomic-orbital wavefunctions. Where constructive interference occurs, the
atomic orbital overlap in-between the nuclei is adding up in the molecular wavefunc-
tion, i.e. the probability for electrons to exist in this region is increased. This shields the
electrostatic repulsion of the nuclei, thus, provides an energy reduction to the system.
Being energetically favorable to harbor electrons, such a molecular orbital is referred to
as bonding; analogously, destructive interference enhances the repulsion of the nuclei and
molecular orbitals where it is dominant, are therefore referred to as anti-bonding [72, 73].
Bonding and anti-bonding molecular orbitals whose electron density is centered around
the bonding axis are called σ- and σ∗-orbitals, respectively; they are accordingly named
π- and π∗-orbitals if the electron density is mainly found above and below the bond axis
[73].
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When sp2-hybridized carbon atoms are bonded to each other, the 2pz-orbitals pro-
trude perpendicular from the bond axis. Therefore, the 2sp2-orbitals have a much greater
overlap with each other than the 2pz-orbitals, which makes the effects of both construc-
tive and destructive interference larger in σ- and σ∗-orbitals than in π- and π∗-orbitals,
respectively. In other words, the binding energy of electrons in σ is higher than in π and
in σ∗ lower than in π∗ [72, 73]. As the 2sp2- and 2pz-orbitals each contribute only one
electron, all electrons can reside in the bonding orbitals which effectively makes π the
highest occupied molecular orbital in the ground state (HOMO) and π∗ the lowest unoc-
cupied molecular orbital in the ground state (LUMO). As such, they are also known as the
frontier orbitals and play a critical role in OSCs [73]. Figure 2.1 illustrates the formation
of σ- and π-bonds between the carbon atoms in ethene on a typical energy level diagram,
however, the energy axis is oriented with the kinetic energy of the free electron in mind
and, consequently, orbital levels are shown at the negative value of their binding energy.

Experimentally, the energy levels of HOMO and LUMO are commonly characterized
by the ionization energy IE and the electron affinity EA, typically directly measured
through ultraviolet photoelectron spectroscopy (UPS) and inverse photoelectron spec-
troscopy (IPES), respectively [25, 74]. The principle of UPS and IPES being in-vacuo elec-
tron extraction and injection, respectively, underlies the free-electron notation for the en-
ergy scale, as used in figure 2.1. For the sake of discussing the effects of higher and lower
IE or EA throughout this thesis, their values are provided on a positive binding-energy
scale if not specified otherwise; the binding-energy axis is commonly drawn inverted for
visual comparability (cf. figures 2.5 and 2.6). Recently, the assessment of IE and EA from
redox potentials VHOMO

redox and V LUMO
redox , respectively, as measured by cyclic voltammetry

(CV) rather than by UPS/IPES has gained attention among researchers working on OSCs
(in addition to, of course, its much more budget-friendly experimental setup). It must
be considered that CV is a measurement of intermolecular charge-transfer [48, 75] prob-
ing solid-state effects on IE and EA only in few, limited cases [76–78]. In contrast, UPS
and IPES are commonly conducted on solid samples but suffer from pronounced surface-
sensitivity and the dependence on molecular orientation [79] alongside final-state effects
[80]. For the latter issues, CV might be preferred over UPS/IPES, on a case-to-case basis,
as well; sections 4.3.5 and 4.4.2 explain why CV was chosen in the present thesis and a
technical introduction into CV can be found in section 3.3.

Where the molecular structure can be represented by alternating single and multiple
bonds, a conjugated system is formed whereas the term ‘conjugation’ denotes the interac-
tion between p-orbitals across the σ-bond sandwiched between the multiple bonds [81].
While the σ-orbitals form the structural backbone of the molecule, harboring strongly
localized electrons, the π-orbitals are delocalized over many atoms, mostly forming elec-
tron clouds above and below the molecular plane of the conjugated system [73]. The ex-
tent of this plane and, more generally, the planarity of a CP segment or COM is vital to the
extent of coherent π-electron delocalization which is termed conjugation length [73]. This
term is of key significance in OSC research as π-electron delocalization—in connection
with lower binding energy compared to σ-electrons—is crucial to intra- and intermolec-
ular charge transport. In addition, the conjugation length is key to optical absorption and
emission; qualitatively, this can be understood through the quantum-well model where
a wider well yields lower-energy transitions, hence, optical absorption and emission take
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Figure 2.2: Skeletal structures of the OSCs most prominent in this thesis: the CP poly(3-
hexylthiophene-2,5-diyl) (P3HT) and the COMs α-quarterthiophene (4T) and hxT (full
names in section 5.2); the latter denotes a series of hexylated oligothiophenes synthesized
for the study presented in chapter 5.

place at lower energies for larger conjugation lengths [73]. Particularly in CPs, coher-
ence in π-electron delocalization may be weakened, i.e. effectively interrupted, through
conformational variation (resulting from solvent interaction and subsequent solid-state
deposition) as well as the degree of torsional disorder along the polymer chain, chemical
defects, and phonon scattering [73]. Spectroscopically, a CP can therefore be approxi-
mated by oligomers whose number of repeat units is equivalent to the CP’s conjugation
length. In polythiophenes, as employed in the present work, the conjugation length typ-
ically constitutes 5–6 repeat units but over 20 when the polymer adapts a fully planar
conformation in the solid state [73]; following a 1/x-dependency on the number x of
consecutive thiophene rings in a plane, the fundamental absorption onset in the solid
state lies at lower energies than in the dissolved state [65, 82–85]. This thesis focuses on
poly(3-hexylthiophene-2,5-diyl) (P3HT) in comparison with a custom synthesized series
of oligomer equivalents (‘hxTs’; full names in section 5.2) and previous studies on olig-
othiophenes, most notably, α-quarterthiophene (4T) [33, 34, 86]; their skeletal structures
are depicted in figure 2.2.

2.2 Doping of Organic versus Inorganic Semiconductors

In contrast to OSCs, the mechanisms behind doping (crystalline) ISCs are well estab-
lished to the point that they are part of virtually every entry-level solid-state physics
course. Research into OSC doping is mostly conducted on issues where it deviates from
its inorganic counterpart. Therefore, it is sensible to recapitulate the basic concepts of
ISC doping, first. In ISCs, impurity atoms are introduced as dopants into a (most often)
highly pure, highly crystalline semiconductor matrix. The ratio between dopant and host
atoms ranges between 10−6 to 10−3 and they bond covalently to one another. The dopant
atoms introduce electronic defect states within the fundamental energy gap of the host
crystal; in a p-doping example, the boron dopant in a silicon host introduces unoccupied
states at only 44meV above the valence band (VB) edge; in an n-doping example, a phos-
phorous dopant in silicon introduces occupied levels at 46meV below the conduction
band (CB) edge [24]. These energetically shallow levels draw the Fermi level EF from its
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understanding of molecular doping organic semiconductors (review),” Journal of Electron
Spectroscopy and Related Phenomena, vol. 204, pp. 208–222, Oct. 2015. Copyright 2015
Elsevier.

mid-gap position of the pristine semiconductor towards the corresponding band edges,
the VB for p-doping and the CB for n-doping, respectively. With electron occupation fol-
lowing Fermi-Dirac statistics at room temperature, these shallow levels become ionized
by accepting electrons from VB and donating electrons into CB in the case of p- and n-
doping, respectively. Through this, mobile majority charge-carriers, i.e., holes in VB and
electrons in CB are generated, leading to desired increases in conductivity. With a dop-
ing efficiency, i.e. holes/electrons generated per p/n-dopant added, of ≈1 in doped ISCs,
dramatic increases in conductivity can be observed at doping ratios of 10−5 and below.
Because of this, the host structure is largely unperturbed and charge-carrier mobility is
retained as, otherwise, dopants would constitute considerable scattering centers in band
transport. Further, through the shift of EF, electronic band alignment can be exploited
to tailor contact resistance with electrodes and selectively control charge-carrier trans-
port with differently doped semiconductors—a circumstance employed in, e.g. the p-n
junction and field-effect transistors, generally forming the basis for all modern Si-based
electronics [24]. Notably, for doping ratios in, e.g., boron-doped silicon of 1.3× 10−4 and
higher [87], EF shifts into VB/CB and the semiconductor becomes degenerate, effectively
enabling metallic behavior [24, 88]. Figure 2.3 summarizes the energy levels of doping in
ISCs on the example of p-doping.

First ventures into doping OSCs occurred since the late 1970s through employing
halides on both CPs [90–92] and COMs [93], yielding conductivity increases by mul-
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Figure 2.4: Skeletal structures of the p-dopants employed in this thesis: 2,3,5,6-tet-
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quinodimethane (F2TCNQ), 2-fluoro-7,7,8,8-tetracyanoquinodimethane (FTCNQ), and
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tiple orders of magnitude. Later approaches employed alkali metals as n-dopants but
proved not practical as such small dopant species were found to diffuse readily [94]
making, e.g., doped injection layers for ohmic contact or organic p-n junctions unsta-
ble under operating conditions. In response, larger molecular dopants had been used ever
since, enabling conductivity to be tunable by several orders of magnitude in COMs [27]
and CPs [26]. A prominent example of p-type dopant is the strong molecular acceptor
2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane (F4TCNQ)–a derivative of 7,7,8,8-
tetracyanoquinodimethane (TCNQ) with fluorine substitutions serving to increase the
EA. Along with F4TCNQ, 2,5-difluoro-7,7,8,8-tetracyanoquinodimethane (F2TCNQ), 2-
fluoro-7,7,8,8-tetracyanoquinodimethane (FTCNQ), and TCNQ are employed in this the-
sis (see structures in figure 2.4), here collectively termed ‘FxTCNQs’, providing a series
of structurally similar dopants with decreasing EA values, in that order [47, 48].

Major contrasts to ISC doping stem from a more complex microstructure of OSCs
brought about by their different constituents, i.e. atoms and atomic dopants for ISCs ver-
sus COMs/CPs and molecular dopants for OSCs. Firstly, orientation matters since most
molecules are not rotationally invariant. This plays an important role for virtually all
physical properties that are therefore typically anisotropic as well. As polymorphism, i.e.
crystal-structure variation of chemically equal compounds, is observed very commonly
for organic molecular solids [95], e.g. different polymorphs (sometimes surface-mediated
and nonexistent in the bulk) occurring in the channel of OFETs can affect the character-
istics of the transistor [96]. Surface-sensitive x-ray diffraction techniques like grazing-
incidence x-ray diffraction (GIXRD; see section 3.4) are often used to determine unit-cell
parameters of these different crystalline phases from Bragg peak positions [97–99] while
molecular orientations within the unit cell can be deduced from the diffraction intensities
or theoretical modeling [100–102].

Secondly, the constituents of the solid are not covalently bound like in ISCs but, rather,
held together by van-der-Waals and electrostatic interactions. Not only does this result
in significantly lower bond strength and, subsequently, lower mechanical strength, but
it also leads to differences in the electronic structure, as compared to ISCs. Even in sin-
gle crystals, the width of the HOMO/LUMO derived bands is typically at least one order
of magnitude smaller than that of VB/CB in crystalline Si [103]. Therefore, band trans-
port in OSCs is the exception rather than the rule and only observed in very pure single
crystals and along polymer chains [104]. Instead, charge transport occurs by thermally
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assisted hopping from site to site. Further, the low dielectric constant (often around 3 in
OSCs in contrast to >10 in ISCs) means electron-hole pairs tend to be strongly Coulom-
bically bound and described as Frenkel excitons [105], thus, optical absorption/emission
is largely defined either by the single molecules or, at most, nearest neighbors. Finally,
the density of states (DOS) in an ideal ISC parabolically cuts off at the band edges (where
mobile charge carriers are energetically situated) and, therefore, the DOS is zero within
the band gap [24]. In contrast, the culmination of weaker binding and the lack of rota-
tional invariance translates into an inherently greater disorder in OSCs, which introduces
localized states into the gap; i.e. structural disorder causes a broader variation in, e.g., po-
larization energy while conformational disorder influences locally dependent IE/EA val-
ues, resulting in increased energetic disorder entailing a broader spread of energy levels.
As a result, the band edge region can be modeled as an exponential DOS instead [106],
and, more generally, the DOS follows a Gaussian distribution where disorder governs the
Gaussian width [62, 107].

2.3 Organic-Semiconductor Doping Phenomena

2.3.1 Ions and Polarons

So far, degenerate doping of OSCs, i.e, the concept that EF moves from its mid-gap po-
sition into VB/CB for a sufficiently high p-/n-dopant concentration has not been consis-
tently observed for OSCs.† Instead, it is generally observed that the EF shift saturates at
elevated dopant concentrations [109–114] and degenerately doped OSCs, in contrast to
ISCs, do therefore not seem to exist. This is commonly interpreted as a result of the for-
mation of singly occupied polaronic states which, until recently, were thought to lie in the
fundamental gap of the pristine OSC due to the polarization of surrounding molecules
(and repeat units in a polymer), i.e., due to the reorganization energy λ (see figure 2.5(a))
[108, 115–118]. However, even if dedicatedly investigated, such polaronic states could
not be observed [38].

Subsequently, a revision to the polaron energetics was suggested by Winkler et
al. [119], explaining the absence of states at EF for charged OSCs. Figure 2.5(a) shows
the traditional energy-level diagram of a positive polaron with the cation surrounded by
neutral molecules: an electron is removed from the HOMO and as a result of geometrical
relaxation the now singly occupied level shifts by λ into the gap. This level should be ob-
servable via UPS, accompanied by a LUMO level of increased binding energy, detectable
through IPES [116]. While Winkler et al. observed the latter, a singly occupied level did
not appear and, instead, a UPS feature at higher binding energy than the neutral HOMO
was recorded. To explain this, the revised view depicted in figure 2.5 was devised.
Firstly, the energy IE0 to remove an electron from the neutral molecule is equal to the
gain in energy EA+ to return it to the relaxed cation plus the reorganization energy λ.

†An early UPS study, p-doping P3HT with the inorganic dopant NOPF6, did report indications of EF
shifting into the HOMO manifold at high doping ratios [108]. However, this remained an isolated obser-
vation in literature ever since, which challenges its interpretation as OSC degeneration in the experiment
cannot be ruled out.
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Figure 2.5: Single-particle energy levels (red) in a neutral-molecule matrix (green), ex-
emplified on a cation. (a) Traditional view with the common vacuum level φel,∞ and
reorganization energy λ. (b) Revised view considering on-site Coulomb interaction U ,
causing a split of the charged HOMO level into an occupied and an empty sublevel (left),
and distance-dependent inter-site Coulomb potential φel,local up to a value of V (right).
Modified from [119] S. Winkler, P. Amsalem, J. Frisch, M. Oehzelt, G. Heimel, and N.
Koch, “Probing the energy levels in hole-doped molecular semiconductors,” Materials
Horizons, vol. 2, no. 4, pp. 427–433, 2015. Published 2015 by The Royal Society of Chem-
istry under CC BY 3.0.

Then, the cation ionization energy IE+ is considered to be greater than IE0 due to on-site
Coulomb interaction with electrons in the HOMO (‘Hubbard U ’ [120]), leading to a split
of the singly occupied level into an unoccupied sublevel shifted by λ into the gap, and
an occupied one shifted by U − λ into the HOMO manifold. Finally, due to the low
dielectric constant in OSCs, intersite Coulomb interaction is considerable, which adds
a component up the value V to the energy levels of the surrounding neutral molecules,
following the Coulomb-potential well φel,local around the cation. The negative polaron
scenario works in a manner analogous to the description of the cation above [119]. This
revised view has since been independently, experimentally confirmed on a doped OSC
[121]. Overall, to this end UPS cannot be used as direct evidence for p-doping since
photoemission of the singly occupied level is easily masked by that of the surrounding
neutral matrix and alternative experimental methods must therefore be employed. A
UPS study [9] (currently under review; see List of Associated Works for details) that I
was involved in but is not featured in this thesis, investigated the shift of EF and changes
in the occupied DOS upon F4TCNQ-, F2TCNQ-, and TCNQ-doping of P3HT and can
therefore be seen as a UPS-based extension of [7], i.e., of chapter 4, here.

A common starting point to evidence IPA formation in OSCs is optical absorption
spectroscopy in the ultraviolet to near-infrared, often denoted ‘UV-vis/NIR’ spectroscopy
(cf. section 3.1), where characteristic transitions of the ionized dopant and host can be
observed. As section 4.3.1 demonstrates, among others, the absorption onset of the neu-
tral host, e.g. P3HT at 2 eV, allows to clearly observe features of the dopant radical cation,
e.g. F4TCNQ•− with sharp peaks (solid vertical lines in figure 4.2) at 1.45 and 1.63 eV
[33, 34, 39, 122–124], along broad P3HT polaron features (yellow shaded areas in fig-
ure 4.2) around 0.5 and 1.6 eV [34, 124–126].
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Figure 2.6: Energy levels in a cationic segment in a CP with suggested optical transitions
of the polaron. Dark- and light-gray-shaded boxes symbolize the CP valence and conduc-
tion bands, respectively. (a) Traditional view (cf. figure 2.5(a)); question marks denote
transitions impossible within the revised view; crossed-out transitions have been ques-
tioned in literature [127, 128]. (b) Revised view (cf. figure 2.5(b)). Note, that energy in
this depiction refers to the kinetic energy of the free electron and, consequently, energy
levels are shown at the negative value of their binding energy.
Modified from [126] G. Heimel, “The Optical Signature of Charges in Conjugated Poly-
mers,” ACS Central Science, vol. 2, no. 5, pp. 309–315, May 2016. Copyright 2016 Ameri-
can Chemical Society.

The energy levels between which the polaron transitions occur are still under debate.
A theoretical work by Heimel [126] adapted these to the energy levels in the revised view
by Winkler et al. [119], as described above (figure 2.5). As depicted in figure 2.6, both
transitions include the neutral HOMO level of a surrounding molecule or, in this case,
polymer segment; the smaller energy transition would then occur towards the unoccu-
pied split half-level within the gap while the higher energy one would be a transition to
the LUMO of the cation; note, that more transitions are predicted by the classical view
than the two that are experimentally, unambiguously observed—a discrepancy that has
been mentioned and investigated already in the early 1980s [127, 128].

A related phenomenon is the coupling of two polarons to form a spin-less quasi-
particle, a bipolaron [116]. It is mainly observed with stronger dopants or electrochemical
doping [129–132] but is not ruled out to exist for, e.g. F4TCNQ at high dopant concen-
trations [130] as well. Therefore, while not greatly applicable to the systems investigated
here, bipolarons are still considered in sections 4.3.1, 4.3.4, and 4.4.1, concluding that
recently associated near-infrared features [130] can alternatively be assigned to increased
polaron delocalization [58] and ground-state charge-transfer complex (CPX; vide infra)
formation [39].

While host and dopant atoms are selected to yield desired (opto-)electronic properties
in ISC doping, a level of complexity—and opportunity—is added in OSC doping as host
and dopant molecules can be gradually altered via chemical modifications, e.g., with
structurally comparable derivatives of varied electronic properties. A prime example is
the aforementioned fluorination series of TCNQ-derived dopants (FxTCNQs) employed
in this thesis, as these dopants’ EA values increase with the number of fluorine atoms
[47, 48] due to LUMO-level stabilization through the electron-withdrawing property of
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the fluorine substituent [47].‡ While the EA of TCNQ is insufficient for IPA formation
with P3HT, ionic UV-vis/NIR features were found to gain in strength, going from FTCNQ
to F4TCNQ [34]. This property is used in chapter 4 to investigate the energetic threshold
for IPA occurrence.

Similarly, peripheral substitutions on the host molecules can benefit ionization
through the electrostatic environment they create [133–136]. On the one hand, Li et
al. [70] recently calculated that the EA of F4TCNQ is effectively reduced by up to 0.7 eV
in the vicinity of the host’s π-conjugated core (e.g. in the case of pentacene andN ,N ′-di(1-
naphthyl)-N ,N ′-diphenyl-(1,1′-biphenyl)-4,4′-diamine, known as NPB or NPD); this is
argued to be the result of electrostatic contributions to EA due to the fundamentally
different charge-density distributions (electrostatic layouts) in compounds with electron-
attracting groups at the molecular periphery (e.g. C≡N in FxTCNQs) versus those with
electron-rich π-conjugated cores. On the other hand, Comin et al. [69] calculated that
F4TCNQ residing in the alkyl side-chain region of poly(2,5-bis(3-tetradecylthiophen-2-
yl)thieno[3,2-b]thiophene) (known as PBTTT) effectively adds >0.5 eV to the EA, as such
a spatial arrangement positions the electrostatic layouts of host and dopant molecules
in a way that is more favorable to integer charge transfer. Such effects of anisotropy,
again, demonstrate the increased complexity in comparison to ISC doping. In addition,
the side-chain environment can thermally stabilize the dopant position [137]. Indeed, in
alkylated polythiophenes, dopants are mostly found to reside in the alkyl-chain regions
[2, 36, 56, 58, 138–142]. Therefore, hexylation is a key aspect to the hxT oligothiophenes
featured in chapter 5, drawing conclusions from contrasts with studies on side chain-free
equivalents [34, 38, 143, 144].

2.3.2 Charge-Sensitive Vibrational Bands

A commonly employedmethod to assess IPA formation, easily accessible through Fourier-
transform infrared spectroscopy (FTIR; see section 3.2), and one that receives special at-
tention in this thesis, is the analysis of vibrational absorption bands that are sensitive to
the charged state of a molecule. This is the case for two sets of mid-infrared fingerprint
bands in TCNQ derivatives, namely, the C≡N stretching and ring C=C stretching modes.
Here, the degree of charge transfer δ between host and dopant can be estimated via:

δ =
2∆ν
ν0

(
1−

ν2
1

ν2
0

)−1
, (2.1)

through the wavenumber shift ∆ν of the vibrational bands from the neutral-molecule
position ν0 (δ = 0), under knowledge of the radical-anion position ν1 (δ = 1) [51, 52]. Be-
tween the two sets of fingerprint bands in question, an early work by Meneghetti and
Pecile [53] recommends using the ring C=C modes around 1500 cm−1 for their good
agreement with the expected δ value; indeed, using these modes led to reliable results
in mixed single-crystal COMs with TCNQ, F2TCNQ, and F4TCNQ [145]. However, CPs

‡The cited work [47] also considered a threefold fluorinated TCNQ-derivative, in theory, but offers no
experimental data on it, presumably, because such a ‘F3TCNQ’ compound does not seem to be commer-
cially available or no synthesis route has been put forward to date.

15



neutral
host

neutral
p-dopant

HOMO
LUMO

IE
EA

B
in

di
ng

 e
ne

rg
y

vacuum 
energy

neutral
host

neutral
p-dopant

HOMO
LUMO

LUMO

HOMO

IE
EA

B
in

di
ng

 e
ne

rg
y

vacuum 
energy

CPXIPA
(a) (b)

ECPX,H

ECPX,L

Figure 2.7: Energy levels in p-doping for (a) ion-pair (IPA) and (b) charge-transfer com-
plex (CPX) formation.
Adapted from [7] (chapter 4; figure 4.1(a)) H. Hase, M. Berteau-Rainville, S. Charoughchi,
W. Bodlos, E. Orgiu, and I. Salzmann, “Critical Dopant Concentrations Govern Integer
and Fractional Charge-Transfer Phases in Doped P3HT,” Journal of Physics: Materials, vol.
6, no. 1, p. 014004, Jan. 2023. Published 2023 by IOP Publishing under CC BY 4.0.

like P3HT exhibit intense peaks in the same region [146, 147], often rendering the dopant
ring C=C modes ambiguous to identify (cf. figure C.5). Instead, the C≡N stretching
modes around 2200 cm−1 are more commonly employed [33, 34, 51–53, 148] despite be-
ing highly sensitive to intermolecular interactions subject to packing and polymorphism
[53], adding a level of uncertainty to the interpretation of δ. Notably, Haworth et al. [54]
demonstrated in a theoretical study on the density functional theory level that ν1—not
∆ν—in Li+F4TCNQ− severely shifts based on the placement of the Li+ counterion. This
general notion was employed in my master’s thesis [1] and a subsequent publication [2].
There, P3HT-F4TCNQ thin-films were thermally annealed at increasing temperatures
and a shift in ν1 from position ν1A = 2192 cm−1 to ν1B = 2185 cm−1 was observed; it was
correlated with changes in structural data from GIXRD which led to the assignment of
ν1A to F4TCNQ•− in a mixed stack with the CP backbone and ν1B for the dopant resid-
ing in the side-chain region. Ever since, new studies approached the ν1A–ν1B shift with
different interpretations [58–60] which are discussed in the light of present data in sec-
tion 4.4.1.

2.3.3 Charge-Transfer Complex Formation

Doping the P3HT COM-equivalent 4T with the aforementioned FxTCNQ series consis-
tently yields δ ≈ ¼ [34]. Such fractional charge transfer is indicative of ground-state
charge-transfer complex (CPX) formation where frontier-orbital overlap between host
and dopant leads to their rehybridization into a doubly occupied, bonding supramolecu-
lar orbital and an empty anti-bonding one which form the respective HOMO and LUMO
of the CPX (see figure 2.7(b)). Following a Hückel-like approach, the energy levels of the
CPX HOMO ECPX,H and LUMO ECPX,L, in the p-doping scenario, can be estimated as:

ECPX,H/L =
IE +EA

2
±
√
(IE −EA)2 +4β2 (2.2)
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from the host IE, the p-dopant EA, and the resonance integral β; the latter is descriptive
of the electronic coupling between host HOMO and dopant LUMO and increases in value
the greater the nodal structure of these orbitals match up [33, 50]. Note that a fully
analogous n-type scenario has been proposed as well [38]. An important takeaway from
equation 2.2 is that CPX formation contributes to the binding energy between host and
dopant.

Besides intermediate shifts between the ν0 and ν1 peak positions of vibrational fin-
gerprint bands, CPX formation can also be indicated by electronic transitions between
the rehybridized frontier molecular orbitals of the CPX (cf. figure 2.7). The respective
UV-vis/NIR features occur in the fundamental gap of the pristine materials but typ-
ically differ from those assigned to IPA formation. However, these optical transitions
are specific to the host-dopant combination and their interpretation should be indepen-
dently supported by other experimental techniques such as the vibrational band-shifts
in FTIR (taking into account their limitations mentioned above). Notably, for EA < IE
the low-energy onset of the CPX transitions shifts to higher energy for lower dopant EA
as the ECPX,H–ECPX,L gap increases according to equation 2.2 [34, 50]. Here, chapter 4
provides new assignments of optical CPX features for the host-dopant combinations of
P3HT-F2TCNQ, -FTCNQ, and -TCNQ.

CPX formation is commonly seen as detrimental to the doping efficiency. In IPA for-
mation, a charge carrier is directly introduced on the host molecule. In contrast, the
contribution of β in CPX formation adds a significant energy barrier (e.g. 0.42 eV for
F4TCNQ-doped 4T [34]) to charge-carrier generation. Framed from a DOS perspective,
considering the CPX states embedded into the OSC DOS and an occupation according
to Fermi-Dirac statistics, the CPX LUMO is at a lower binding energy than the pristine
dopant LUMO (which is the case of β = 0, i.e., when CPX formation had not occurred),
thus, fewer states are ionized and fewer mobile charge carriers can be generated. How-
ever, apart from its detrimental role in electrical doping per se, recent studies found that
CPX formation can potentially serve other purposes for OSCs: optimizing CPX-IPA ratios
showed improved performance of hole transport layers in OLEDs [35] as well as stabi-
lization of thermoelectric function under thermal stress [36]. All of these observations
demonstrate that being able to control CPX occurrence is of high application-related rel-
evance, be it for increasing the doping efficiency by suppressing CPX formation or for
additional functionality.

2.3.4 Ionization and Complex Formation Regarding the Density of
States

A comprehensive view of the changes to the DOS in both CPX and IPA cases was proposed
by Salzmann et al. [33] and is illustrated in figure 2.8. This view (i) considers the afore-
mentioned fact that the DOS follows a Gaussian distribution due to the energetic disorder
inherent to OSCs [62, 107] and (ii) included the reorganization energy λ (cf. figure 2.5)
alongside U1 and U2 as the Hubbard U (cf. figure 2.5(b)) for electron donor and acceptor,
i.e. host/dopant and dopant/host in the p-/n-doping scenario, respectively [119]. The
left side of figure 2.8 depicts the CPX with ECPX,H of higher and ECPX,L of lower binding
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energy than the IE of the neutral OSC levels. Therefore, the CPX in the pristine-host
matrix provides a doubly occupied level below the transport manifold and an empty one
above it. Then the top left part of the figure shows the situation upon charge transfer be-
tween the CPX and a pristine-host matrix level as a precondition to mobile charge-carrier
(hole) generation; note that the energy levels of the ionized CPX have not been exper-
imentally observed to date [34, 50] and the figure represents energy-level positions of
neutral CPX (marked by #), en lieu. The right side of figure then illustrates the n-doping
situation in analogy. Top and bottom center depict p-type and n-type IPA formation, re-
spectively, with splitting of the singly occupied levels as proposed by Winkler et al. [119]
(cf. figure 2.5(b)).

2.4 Structural Aspects of Doping Organic Semiconductors

The high doping ratios in the order of % needed for optimal conductivity in molecular
doping of OSCs [33, 34] constitute a significant disturbance of packing of crystalline
host materials which can play out detrimentally to charge-carrier mobility. However, the
introduction of molecular dopants does not necessarily have to be seen as a disturbance to
an otherwise crystalline order. Indeed, calculations suggest that doping-induced disorder
may as well replace intrinsic disorder in OSCs, in general [149] and doping was found to
increase order in largely amorphous regio-random (rra) P3HT [150].

The latter, in comparison with regio-regular (rr) P3HT, offers a rewarding system to
investigate effects of crystalline versus amorphous phases. In rr-P3HT, all repeat units
are (ideally) only found in head-to-tail orientation while rra-P3HT exhibits a random
series of head-to-head, head-to-tail, and tail-to-tail alignments [151, 152].§ As a result, in
otherwise identically doped films, rr-P3HT yields significantly higher doping efficiency
than rra-P3HT which, firstly, is attributed to increased formation of amorphous phases in
rra-P3HTwhich shortens the effective conjugation length and inhibits hole delocalization
[153]. Further, CV data suggests that the IE of rra-P3HT is about 0.3 eV higher than that
of rr-P3HT [76] turning IPA formation energetically less favorable for rra-P3HT and, as
has been suggested [49], making F4TCNQ doping turn to CPX formation, instead. In
general, rra-P3HT is seen as a valid approximation to amorphous regions of rr-P3HT
[154], hence, differences observed between these P3HT variants are commonly seen as
general effects of varying degrees of crystallinity.

As mentioned before, CPX formation hinders mobile charge-carrier generation since,
through rehybridization, it replaces the electron-attractive LUMO of a strong dopant with
the CPX LUMO that offers lower EA. Its competition against IPA formation results in sig-
nificantly lower doping efficiency in OSCs compared to ISCs. To offer a CPX LUMO of
stronger EA, the resonance integral β is key as it governs the energy-level splitting be-
yond the energy difference between host IE and dopant EA [34, 38, 50, 145]. β depends
on the mutual wavefunction overlap and, therefore, the host-dopant spatial arrangement,
i.e. the microstructure. When the conjugated cores of the host and dopant molecules are

§More generally, repeat units in rra-polymers are made up of different isomers but in rr-polymers, ide-
ally, only of one isomer. Pragmatically, rr-polymers are those where practically all repeat units are the same
isomer, e.g., 93% in the rr-P3HT batch employed in this thesis.
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of similar dimension, mixed crystal structures are likely to grow [155]. E.g., 1:1 FxTCNQ-
doped 2,7-didecyl[1]benzothieno[3,2-b][1]benzothiophene (known as C10-BTBT) forms
co-facial stacks with the dopant, exhibiting great frontier-orbital overlap and β ≈ 0.5 eV
[50]; this scenario is akin to FxTCNQ-doped 4T [34]. Note, that this overlap is further
subject to matching nodal structures along the molecular planes of host and dopant—a
mismatch would reduce β (vide supra: section 2.3.3). A commonly mentioned strategy
to suppress CPX formation is the synthesis of novel dopants that sterically protect their
conjugated core, inhibiting frontier orbital overlap [33, 156, 157]. One publication [8]
that I became involved with (see List of Associated Works for details), features the de-
sign, synthesis, and characterization of a dopant based on a cyclopropane core, shielded
by three peripheral perfluorophenyl rings; study [7] (chapter 4) serves to reference this
novel dopant against F2TCNQ and F4TCNQ as dopants without steric protection of the
conjugated core. Finally, CPX formation curbs doping efficiency to such an extent, that it
was recently suggested to even introduce structural defects into crystalline materials to
suppress it [40].

A striking observation, unchallenged until recently, was that CPs of sufficiently low
IE tend to always undergo IPA formation [33, 124, 158, 159] while numerous examples
for CPX formation are found with COMs [33, 34, 38, 50, 50, 160]. However, both phe-
nomena were simultaneously observed in F4TCNQ-doped thiophene-based copolymers
where the reason for CPX formation was stated to be the local interaction of the dopants
with the quinoxaline units of the CP [161]. Moreover, Jacobs et al. [39] created distinct
IPA and CPX polymorphs of F4TCNQ-doped P3HT through changes in the deposition
protocol. Films prepared from a common solution that was heated to 60◦C but then
spin-coated at ambient temperature, yielded the commonly known IPA phenomenology
[2, 34, 158, 162]; keeping solution, pipette tips, and substrates constantly at 80◦C until
the filmwas deposited, created a CPX-only system as evidenced by optical and vibrational
absorption; the polymorphs’ distinct crystal structures were observed using GIXRD. As
P3HT-F4TCNQ aggregates readily form in solution, the study explains its observation to
result from keeping the solute dissolved until meeting the substrate, thus, enabling the
compounds to form amore ordered film—featuring a dense CPX polymorph—that would
be disturbed if pre-aggregation had occurred [39]. Here, such a CPX polymorph along-
side simultaneous IPA formation is observed without the use of this special preparation
protocol in the study [7] presented in chapter 4; its investigation leads to the hypoth-
esis that this CPX polymorph is conditional on the provision of a certain host-dopant
stoichiometry at which CPX formation, as a broader collective phenomenon, becomes
energetically more favorable than IPA formation. In that light, the additional thermal en-
ergy Jacobs et al. provided during film formation might have allowed for host and dopant
molecules to order into blends within the film that locally achieve such stoichiometry.

It goes to show, that the host-dopant spatial arrangement is critical to the doping
process and, since CPX formation heavily influences doping efficiency, structural investi-
gations are crucial to understanding doping in OSCs.
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Chapter 3

Experimental Methods

While experimental details are provided within the studies featured in this thesis, i.e. in
sections 4.2 and 5.2, the present chapter aims to equip the reader with the basic principles
behind the techniques. Further, it reports on the solutions applied for technical issues en-
countered during the experiments conducted for this thesis and provides details on how
experimental data was processed. First and foremost, optical absorption in the ultravi-
olet, visible light, and the near-infrared (UV-vis/NIR; section 3.1) and Fourier-transform
infrared spectroscopy (FTIR; section 3.2) are introduced since they prominently serve as
the means to identify dopant mechanisms at work in a given sample. They are followed
by cyclic voltammetry (CV; section 3.3) and grazing-incidence x-ray diffraction (GIXRD;
section 3.4) as techniques that help elucidate the energetic influences and structural con-
sequences, respectively, of the observed doping behavior. Finally, to demonstrate the
application-relevance of the latter, thin-film conductivities were determined. The process
is explained in section 3.5 together with a follow-up on atomic force microscopy (AFM;
section 3.6) which was used to provide sample dimensions (film thickness) required for
the conductivity calculations.

3.1 Optical Absorption Spectroscopy (UV-vis/NIR)

Throughout the investigations featured in this thesis, the first experimental step has
always been the assessment of optical absorption features in near-infrared (NIR; 0.41–
1.6 eV, 3000–800nm), visible light (vis; 1.6–3.1 eV, 800–400nm), and ultraviolet (UV;
near- to far-UV: 3.1–10 eV. 400–120nm).∗ Especially, but not exclusively, NIR absorp-
tion features offer a valuable first impression on the doping phenomena at work (cf. sec-
tion 2.3.1), most relevant to this thesis. The instruments employed here are two Cary
5000, one produced by Agilent Technologies (for chapter 5) and the other made by its
predecessor company, Varian (for chapters 4 and 5), which can measure over a range of
0.38-7.1 eV (3300–180nm). Since the machine by Agilent Technologies was less-readily

∗The given ranges merely serve as orientations since many different definitions and standards exist,
especially, for the limits of visible light, naturally deviating as visual perception varies between human
individuals. Therefore, e.g. the 800nm NIR-vis border was chosen as it is fairly commonly used in spec-
trometer configurations.
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Figure 3.1: Typical double-beam configuration for the measurement of optical ab-
sorbance; drawn in a compact, simplified way thus missing: filters, additional monochro-
mator gratings, variable slits for aperture control, and mirrors for collimation, focusing,
or path-folding.

available to me, I only used it to proceed with my research while performing recurring
troubleshooting and, eventually, repairs on the instrument by Varian.

3.1.1 Setup Fundamentals

In commonly used spectrometer setups, like the one employed here, absorbance is mea-
sured as a proxy to the investigated absorption. Absorbance A is obtained from the ratio
between incident beam intensity I0 and the transmitted intensity I :

A = log10

(I0
I

)
(3.1)

Absorbance only captures the attenuation in transmission (the ratio I /I0 is the transmit-
tance) and, therefore, it offers no distinction between absorption and reflection (includ-
ing scattering) effects. Absorption can be isolated through use of an integrating sphere
(sometimes called ‘Ulbricht sphere’). A case where such a sphere could become essential,
is demonstrated by the ‘100%’ spectra of 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodi-
methane (F4TCNQ), 2,5-difluoro-7,7,8,8-tetracyanoquinodimethane (F2TCNQ), 2-fluo-
ro-7,7,8,8-tetracyanoquinodimethane (FTCNQ), and 7,7,8,8-tetracyanoquinodimethane
(TCNQ) in figure 4.2, where a broad absorbance background-feature obscures the optical
absorption onset between 2 and 3 eV. This broad feature is likely to be associated withMie
scattering from the adsorbate forming a granular structure—instead of a smooth film—
with granules of varying dimensions close to the affected wavelengths [163], as the bright
yet partially powdery-opaque appearance of the respective samples suggests. However,
cost and effort to provide and install an integrating sphere to the available spectrometer
was not justified here, since these spectra serve only as qualitative reference in chapter 4
because, e.g. the peak around 2.9 eV for F4TCNQ [164] can still be made out; as well,
because any absorption features were sufficiently distinguishable in the rest of the data.

All measurement were done in double-beam mode, i.e. a three-section chopper peri-
odically directs the incident beam either towards the sample (mirrored section), towards
a reference (cut-out section), or blocks it to provide time to move to the next wavelength
step in a scan (matte black section); the paths of sample and reference beams lead to
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the same detector where they are recorded. A schematic depiction of this beam path is
provided in figure 3.1.

3.1.2 Inert-Atmosphere Sample Holder

To enable measurements of samples in an inert atmosphere, a sample holder (figure 3.2
top) was designed by Melissa Berteau-Rainville and Eric Ferguson during a Concordia
Undergraduate Summer Research Award (CUSRA) internship with our group, partly,
under my supervision, and manufactured by the Science Technical Center of Concor-
dia University. This sample holder consists of an aluminum base plate with long edges
cut to form rails, which fit into the slot that the spectrometer provides for standard glass-
slide sample holders. It has an inset quartz glass window that is sealed up by epoxy at its
contact areas with the plate. A 1.0 cm× 1.0 cm× 0.5mm sample can be placed on top of
the window opening; it is secured by a 3D-printed plastic brace with only its inner bevels
touching the edges of the substrate as to ideally avoid any contamination of and by the
film deposited on it. The setup explained so far was used for work in ambient condi-
tions. When working in inert atmosphere in a glovebox, the base plate can be sealed with
an aluminum compartment using a flat gasket cut from a rubber sheet between them.
The compartment, similarly to the base plate, holds a quartz glass window to allow the
spectrometer beam to pass through. After its employment in several measurements for
various projects throughout a year, some shortcomings of this design became clear to us.
To address them, I devised a new sample holder with the help of William Chicoine of the
Science Technical Center. However, due to a series of unfortunate events—including the
COVID-19 pandemic—this new version could not be manufactured until after all spec-
troscopy measurements for this thesis had already concluded, and the old design was
used, exclusively.

The improved sample holder takes the concept of one that I was provided with as a
master student in the group of Prof. Norbert Koch at Humboldt-Universität zu Berlin,
Germany, and adapts it to the slot-based system of the Cary 5000. Here, the sample
is clamped by flexible metals strips to a holder that is perpendicularly attached to the
base plate. The latter has a trench to accommodate a KF-25 o-ring to solve the fore-
most shortcoming of the previous design, namely, that the gasket cut from a rubber sheet
may inhibit ambient gas diffusion only to some degree. Instead, KF o-rings are a proven
method of sealing as they were developed for vacuum systems. That said, the previous
design still provided vital—and apparently functional—sealing to record spectra of po-
ly(3-hexylthiophene-2,5-diyl) (P3HT) doped with tris(pentafluorophenyl)borane in the
work of Melissa Berteau-Rainville, where a marked difference between samples handled
entirely under inert atmosphere and in ambient conditions were observed (data yet to be
published).

As the sample is now oriented perpendicular to the base plate, the top-compartment
now holds both windows. This solves the problem of the previous design where alu-
minum shavings would fall on the window while fixing the sample brace to the base
plate with the bolts of the brace creating ever new shavings; bolts of softer material were,
in turn, shaved by the base plate; the initially used bolt-less, friction-based sample brace
of the previous design suffered from instability. The rails to fit the spectrometer slots are
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Figure 3.2: Sealable spectroscopy sample holders for measurements in inert atmosphere.
Top: version as used for this thesis. Bottom: version as devised for this thesis but not
manufactured until after all spectra were recorded.

now found at the compartment and they were made thinner to additionally accommodate
each a bent metal strip that acts as a spring to ensure that the holder sits flush with the
slot. This was done to reduce differences between measurements resulting from varied
path-lengths through both windows and the sample as a consequence of varied angles
with respect to the beam. Finally, a rectangular aluminum plate serves as a spacer to lift
the holder into the beam path; while the height of the holder is adjustable through bolts
in the spectrometer, the elevation range of this adjustment is limited.

3.1.3 Sample Spectra Acquisition and Treatment

In every measurement session, to remove features related to setup and substrate from the
sample spectra, a baseline spectrum had been recorded that uses the same setup as the
sample measurement except for the substrate being in the condition it has after cleaning
and before film deposition. The acquisition software automatically subtracts the prere-
corded baseline absorbance while recording the sample spectrum (i.e. sample transmis-
sion is divided by baseline transmission). This approach is the same as in single-beam
mode which, however, would have the problem that it is more prone to artifact creation
from fluctuations in irradiance from the lamp, stray light due to unaccounted mechanical
slackness in the sample-holder system, and electronic noise in the detector signal. This
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Figure 3.3: Comparison of the baseline with the smallest UV-vis/NIR features analyzed
in this thesis, i.e. the radical anion feature in P3HT doped with 9% F2TCNQ and the
charge-transfer complex (CPX) features of P3HT doped with 1% TCNQ (cf. figure 4.2).
The P3HT + 9% F2TCNQ spectrum is shifted along the ordinate to focus on the radical
anion feature; all spectra are on the same absorbance scale.

problem can be reduced by the double-beam geometry because reference and sample
paths are measured at virtually the same time. Ideally, the reference path would have an
identical sample holder holding a clean substrate to capture how the effects of the fluctu-
ations are, in turn, affected by holder and substrate as additional components with their
own response to the aforementioned fluctuation sources. (Note, this does not replace the
need for baseline subtraction as the reference path is only up to some degree identical to
the sample beam path.) However, here, the expense of manufacturing an identical sam-
ple holder (vide supra) was spared as baseline tests, i.e. measuring an empty substrate
as a sample after recording the baseline, showed insignificant noise levels and measure-
ment artifacts versus the magnitude of the investigated absorption peaks (see figure 3.3).
An important improvement over the spectra acquired for my master’s thesis [1], was the
usage of shorter acquisition times causing less fluctuation between the recording of ab-
sorbance at each wavelength step of the spectrum, thus, increasing the signal-to-noise
ratio.

UV-vis/NIR spectrometers commonly have separate lamps, diffraction gratings, and
detectors to serve different spectral ranges. The Cary 5000 comprises two sets of gratings
as well as a photomultiplier tube (PMT) and a PbS photocell as detectors for the UV-vis
and NIR regions, respectively. Although automated and contained in a single instrument,
this constitutes a significant alteration of the setup and the changeover from the NIR
to the vis range must be seen as an interruption in the otherwise virtually continuous
scan. (Hence, the choice to write ‘UV-vis/NIR’ with a slash to signify that effectively
two different measurements are merged within one experiment.) This can become visible
in the spectrum as both detector and grating changes can produce a sudden increase or
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decrease in absorbance after passing their changeover wavelengths in the scan. Such a
‘step’ in the spectrum can potentially be mistaken for, e.g., faint radical anion peaks of
the TCNQ-derivatives (cf. P3HT doped with 9% F2TCNQ in figure 4.2). Therefore, it is
sensible to minimize the impact of the steps on the clarity of the spectrum by setting both
changeovers to the same wavelength, here, 1.55 eV (800nm); the latter is still close to the
radical anion peaks at 1.45 and 1.63 eV (855 and 761nm) [33, 34, 39, 122–124] but this
choice constitutes a compromise with the increased noise levels when moving either or
both changeover points past one of the peaks. The NIR-to-vis step is removed from the
spectra presented in this thesis by linearly shifting the UV-vis absorbance curve to align
the absorbance value at its highest wavelength with the value at the lowest wavelength
of the NIR range—but this can be done vice versa. Note that this method may suffice
for a qualitative assessments but precise quantification and comparison of absorbance
values between UV-vis- and NIR-region features should be done under consideration that
it is unclear which absorbance value at the step—that of the vis or the NIR region—is
more accurate. Finally, another step could be observed when the instrument switches
from its quartz halogen lamp to the deuterium lamp that is needed to reach the lowest
wavelengths that the Cary 5000 is capable of detecting. However, the studies, here, did
not demand investigations above 5.4 eV (<230nm) and higher energies were avoided to
prevent radiation damage to the samples in the ultraviolet; in fact, all spectra, here, are
cut above 3.5 eV (<350nm) to focus on relevant absorption features, only. Therefore, as
spectroscopy at this upper energy-limit still worked reliably with the halogen lamp, the
deuterium lamp was not employed to avoid the creation of another step in the spectra.

3.2 Fourier-Transform Infrared Spectroscopy (FTIR)

Complementary to UV-vis/NIR, the next-most important method employed for this thesis
is Fourier-transform infrared spectroscopy (FTIR), here, with a focus on the mid-infrared
range (MIR; 0.025–0.41 eV, 50000–3000nm, 200–3300 cm−1).† Careful merging of the
FTIR and UV-vis/NIR spectra can be helpful in resolving the low-energy flank of doping-
related electronic transition features around 4000 cm−1 (0.50 eV) as, e.g. for the peak la-
belled ‘A’ in F4TCNQ-doped ‘h10T’ (spectrum figure 5.2) as discussed in section 5.3.1.
Further, the MIR hosts a plethora of vibrational fingerprint bands like the C≡N and ring
C=C stretching modes of TCNQ derivatives around 2200 and 1500 cm−1, respectively,
as mentioned in section 2.3.2. Their positions are helpful in determining the degree
of charge transfer—an indicator of ion-pair (IPA) or ground-state charge-transfer com-
plex (CPX) formation—sometimes complementary to ambiguous UV-vis/NIR features,
but also being complemented by UV-vis/NIR data due to other conditions affecting these
band position, as explained in section 2.3.2 and discussed in sections 4.3.2 and 4.4.1.

The employed Thermo Scientific (former Thermo Electron) Nicolet 6700 FT-IR Spec-
trometer was set up with an EverGlo glowbar infrared (IR) source, a KBr beam splitter,
and an MCT-A liquid nitrogen-cooled HgCdTe detector which, in this combination, al-

†The spectrometer provides wavenumber values in cm−1 (vide infra) which is also the common unit for
vibrational bands in literature. Here, it is only converted to energy in eV when FTIR is used to extend
UV-vis/NIR spectra while wavelengths are given for comparison with section 3.1.
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Figure 3.4: (a) Typical setup of a Fourier-transform infrared spectrometer in transmis-
sion configuration, employing a Michelson interferometer; drawn in a compact, simpli-
fied way thus missing: filters, aperture control, and mirrors for collimation, focusing, or
path-folding; some spectrometers employ laser-interferometry in parallel to the depicted
beam path for mirror positioning, the components of which are also not depicted. (b)
Conceptual interferogram example; the peaks around the center burst are cut off for the
sake of the visibility of the several orders of magnitude smaller signal details further
away from the burst.

lows for optimal operation in the range of 650–4000 cm−1 (0.081–0.50 eV) in transmission
mode (range recommended as reliable by the acquisition software, Omnic 9 by Thermo
Scientific; 400–7400 cm−1 is the maximum range defined by the components). To mini-
mize the occurrence of CO2 and H2O peaks in the spectra, the instrument was periodi-
cally purged every 5min from a purge-gas generator whereas 3 cycles showed sufficient
effect for the spectra recorded, here. To enable measurements in inert atmosphere, seal-
able sample holders identical to the ones introduced in section 3.1.2 were manufactured
with KBr-crystal windows (instead of quartz-glass) for transparency in MIR.

3.2.1 Setup Fundamentals

At the heart of FTIR lies the interferometer and, while a variety of other geometries can
be found in various spectrometers, its workings are here exemplified on the Michelson
interferometer (see figure 3.4(a)). This geometry consists of a beam splitter at 45◦ angle
to the incident beam, a fixed mirror perpendicular to the beam reflected off the beam
splitter, and a moving mirror perpendicular to the beam transmitted through the beam
splitter. The moving-mirror displacement ξd, here, is defined with ξd = 0 being the po-
sition where the moving mirror has the same distance to the beam splitter as the fixed
one. The beam parts reflected at the mirrors reunite again at the beam splitter and are
transmitted and reflected off it, again, forming one beam path back to the source and, per-
pendicular to the fixed mirror, one that is passed towards the detector (passing through
the sample chamber).
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The portion that is directed to the detector versus that directed back to the source is
depending on the phase differences after the second beam-splitter pass. With ξd = 0, the
phase shifts at the beam splitter (90◦ for reflection, zero for transmission) add up such
that the beam passed towards the detector results from fully constructive interference of
the fixed and moving mirror-reflected beams, while the beam passed towards the source
is effectively extinguished through destructive interference. When the moving mirror
deviates from this position by ξd, the path difference ξ = 2ξd effectively produces another
phase shift. For a given wavelength λ this means that increasing |ξ | to λ/2 adds a 180◦

shift, leading to the reverse situation where all beam power is redirected at the source
and none at the detector; displacing the moving mirror such that |ξ | = λ then moves the
beam power—for a specific λ—back to the detector.

Recording the intensity Iξ for continuous ξ provides an interferogram which, assum-
ing a monochromatic source for now, takes the form of a cosine with a wavelength of λ/2
and an offset‡ Iconst aligning the otherwise negative cosine minima to I = 0. In IR spec-
troscopy, the reciprocal of the period is more commonly used, i.e. the number of waves
per unit length, or in short, the wavenumber ν; virtually always provided in cm−1 which
likely established itself because the reciprocal of the maximal ξ in cm yields the spectral
resolution in cm−1 [165]. With Iν as the intensity for the given ν as produced by the IR
source and affected by mirror and beam-splitter efficiencies, any sample absorbance (if
applicable), and detector sensitivity, Iξ becomes:

Iξ(ξ) = Iconst + Iν(ν)cos(2πνξ) (3.2)

Mathematically, Iν represents the Fourier transformation (FT) of I ′ξ = Iξ−Iconst. For a non-
monochromatic, continuous source, the interferogram becomes more complicated (see
example in figure 3.4(b)) since each wavenumber obeys equation 3.2. Hence, I ′ξ needs to
be integrated over all wavenumbers:

I ′ξ(ξ) =
∫ ∞
−∞

Iν(ν)cos(2πνξ)dν (3.3)

which forms a cosine FT pair with:

Iν(ν) =
∫ ∞
−∞

I ′ξ(ξ)cos(2πνξ)dξ (3.4)

This, in turn, can be re-written as follows due to I ′ξ(ξ) being an even function [165],
providing intensities for only the physically sensible, positive wavenumber values:

Iν(ν) = 2
∫ ∞
0

I ′ξ(ξ)cos(2πνξ)dξ (3.5)

Both experimental impossibilities of infinitely long beam path difference ξ and infinites-
imally small sampling dξ are resolution- and range-limiting factors, respectively.

Regarding the range, the numerical counter part to the analytical dξ , i.e. the sampling
interval ∆ξ , needs to become smaller to sample waves in the interferogram of shorter

‡In technical terms, Iconst would represent the dark current of the detector.
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wavelength. This is due to the Nyquist theorem which states that, in present terms, ∆ξ ≤
λ/2 is necessary to resolve a sinusoidal wave with wavelength λ.

To mathematically realize the limitation of ξ , one can introduce a truncation function
Dξ(ξ) which is unity between the maximal path differences −ξmax and ξmax, and zero
outside of it:

Dξ(ξ) =
{

1 for |ξ | ≤ ξmax
0 for |ξ | > ξmax

(3.6)

into equation 3.4:

Iν(ν) =
∫ ∞
−∞

Dξ(ξ)I
′
ξ(ξ)cos(2πνξ)dξ (3.7)

The FT of multiplied functions is the convolution of the FTs of the separate functions. The
FT of Dξ(ξ) alone is a sinc function Dν(ν) with a full width at half maximum (FWHM) of
0.605/ξmax:

Dν(ν) = 2ξmax
sin(2πνξmax)

2πνξmax
= 2ξmaxsinc(2πνξmax) (3.8)

Each wavenumber involved in the non-truncated interferogram yields a discrete data
point on the spectrum. Such a discrete point, when convoluted with any function, re-
produces the very function but centered at the data point and scaled by its amplitude.
Hence, with an interferogram truncated by Dξ(ξ), all the discrete wavenumbers become
sinc-function distributions with a FWHM of 0.605/ξmax; the FT of a truncation function
is therefore called the instrument line shape. If the FWHM becomes too large, i.e. if ξmax
becomes too small, the two distributions can overlap such that they become indistin-
guishable, appearing as a single peak, ultimately, marking the resolution limit. Since the
sinc function produces smaller side peaks that can be irritating in the spectral analysis,
the interferogram commonly is apodized, i.e. it is further truncated numerically by a func-
tion whose FT forms negligible or no side peaks at all; of course, further truncation comes
at the cost of resolution.

3.2.2 Advantages of FTIR

The rapid advancement of computer technology along with the development of fast FT
algorithms in the second half of the 20th century eliminated the FT calculation effort as
the major downside to FTIR. Today, practically all modernMIR spectroscopy is done with
FTIR due to three distinct operational advantages over monochromator-based spectrom-
eters like the one explained in section 3.1.1. Although setups based on quantum-cascade
lasers are currently discussed as a FTIR-successor technology due to, in part, superior
spectral resolution, broad enough spectral ranges are not (yet) available to fully replace
FTIR spectrometers as a laboratory staple [166, 167]. Hence, the advantages mentioned
here are only referring to the comparison with monochromator-based spectrometers.

The simultaneous measurement of spectral information from all wavelengths con-
stitutes Fellgett’s advantage (the multiplex advantage) [165]. This circumstance yields
that a grating spectrometer needs up to M times longer to achieve a signal-to-noise ratio
as high as for a FT spectrometer when considering the same optical throughput and effi-
ciency, and the same amountM of resolution elements ∆ν [165]. However, this advantage
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is cancelled for shot noise-sensitive detectors like PMTs which deliver the feasibly best
result for UV-vis spectra, hence, the FT approach is usually limited to IR spectroscopy
(among some other applications).

Second, Jacquinot’s advantage (the throughput advantage) lies with the potential of
shorter integration times through significantly fewer losses by themirrors and beam split-
ters in interferometers versus the mirrors, gratings, and slits in a grating monochromator
[165].

Finally, Connes’ advantage recognizes the superior ability of laser-interferometry to
determine mirror position and alignment in an interferometer [165], which can be done
in parallel with the actual sample measurements while grating positions need to be cal-
ibrated prior to the measurement and then need to rely on the precision of the motors
moving the gratings. Particularly, due to the interferometer mirrors needing to be per-
pendicular to the primary beam, anyway, the laser beam can be passed in parallel to the
latter, then be blocked from the primary detector and redirected to a separate one, as
done in the Thermo Scientific Nicolet 6700 FT-IR Spectrometer employed in this thesis.
In contrast, as the beam of a narrow-wavelength calibration source would need to hit a
grating at the same spot and angle as the same-wavelength part of the primary beam, the
calibration beam could not be singled-out and used during a measurement; the calibra-
tion of the aforementioned Varian Cary 5000 UV-vis/NIR spectrometer had been part of
setting up the instrument following the troubleshooting that I did frequently, and not a
standard procedure in measurement preparations.

3.2.3 Sample Spectrum Acquisition and Treatment

The removal of non-sample features from the sample absorbance spectrum is done by
subtraction of a background spectrum with a blank substrate in the sample holder, as
explained for UV-vis/NIR in section 3.1.3. However, in contrast to the latter, the lack of
a reference beam means that FTIR spectra are more susceptible to artifacts from fluctua-
tions in source energy, stray radiation, beam intensity, and electronic noise. It is therefore
advisable to record background spectra before and after; one has to be aware that this is
to merely gauge any such fluctuations since both spectra still do not represent the situa-
tion during sample measurement. This leaves it up to the spectroscopist to decide upon
the validity of any background subtraction, especially, regarding expected broad features
of the sample itself and highlights the necessity to constantly evaluate data during data
acquisition.

Within the scope of this thesis, this is particularly true for doping-related electronic
transitions around 4000 cm−1 (0.50 eV), e.g. the CPX peak in F4TCNQ-doped P3HT (vide
supra) and the lowest-energy polaron transitions (‘P1’ in figure 2.6), whose low-energy
flank can extend deep into the MIR range. To be able to identify the peaks instead of just
the flanks of these bands, FTIR spectra were, here, converted from wavenumber to en-
ergy scale in eV and connected with UV-vis/NIR spectra, gaining the full feature shape.
However, this procedure has to be done cautiously, not only, because of the fluctuation
issue, but because of three fundamental differences between FTIR and UV-vis/NIR ex-
periments: (i) different substrates employed due to their complementary transparency
ranges, (ii) variation in sample film-thickness beyond the precision of the deposition pro-
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tocol, and (iii) the instrument setup differing even more between FTIR and NIR than the
UV-vis–versus–NIR case explained in section 3.1.3. Therefore, in addition to the align-
ment by a linear-shift along the ordinate, as done between UV-vis and NIR spectra, the
FTIR spectrum also needs to be scaled such that the merged curves appear continuous.
Note that this method should only be used for qualitative analysis as, again, some fluc-
tuations are not accounted for in FTIR which could add a skewed baseline that, if subtle
enough, goes unnoticed in the curve-merging process. Therefore, the qualitative nature
of merging the spectra is remarked in the figure captions where relevant.

A skewed baseline, however, is less problematic when zooming in on the spectrum.
All broader background features, regardless of origin, need to be removed to properly
analyze much smaller and narrower peaks like, e.g. those originating from the C≡N and
ring C=C stretching modes. To achieve this, it usually suffices to focus on the relevant
range and subtract a linear or low-order polynomial function that has been fitted through
points assumed to have no feature other than the background. This provides a virtually
flat baseline to fit the narrower peaks and extract their parameters as, e.g. in figure C.4.

One type of artifacts that appears in the spectra of this thesis, are sinusoidal mod-
ulations, so-called interference fringes, owing to multiple internal reflections within the
sample film and substrate. These fringes are often removed by deleting bursts in the
interferogram that correspond to the frequency of the fringe in the spectrum, or, if the
fringes have a high frequency, by applying a low-pass filter (i.e. greater |ξ | are attenu-
ated before FT). However, these easy-to-implement approaches have to be treated with
much caution as the burst removal can destroy relevant spectral details that rely on in-
terferogram information at the burst position, while the application of a low-pass filter
effectively reduces the ξ range and, subsequently, the ν resolution (vide supra). Any efforts
for setup-wise or, alternatively, more sophisticated data-processing fringe removal as re-
cently outlined by Konevskikh et al. [168] were not warranted for any data in the present
thesis as the relevant features were still easily to be made out (cf. 100% TCNQ spectrum
in figure 4.3). The next-most affordable strategy would have been the film deposition on
the rough side of a single-side polished Si wafer to reduce the internal reflections caus-
ing the fringes. However, I was unable to test this idea due to material unavailability and
time constraints. As of writing this thesis, such wafers had been purchased and Somaiyeh
Charoughchi, a member of our research group, found signal throughput to be diminished
to a point where the peaks of interest partially start to blend in with the background
noise. Likely, this is a result of the beam being scattered at the unpolished surface, thus,
having a smaller fraction of the beam directed at the detector, leading to less contrast
between background and sample features. Therefore, using single-side polished wafers
for fringe removal does not seem to be a feasible solution.

3.3 Cyclic Voltammetry (CV)

A common method to estimate the ionization energy IE and electron affinity EA of host
and dopant materials in OSC research is to derive these quantities from redox poten-
tials Vredox measured by cyclic voltammetry (CV). Besides being a low-cost alternative
to (inverse) photoelectron spectroscopy, it was recently shown that, empirically, it also
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provides values better able to predict host-dopant ion-pair formation [48]—this finding
is discussed in sections 4.3.5 and 4.4.2.

CV data presented in this thesis (voltammogramms in figure C.9) were either pro-
vided by Somaiyeh Charoughchi (F2TCNQ, FTCNQ, TCNQ), recorded in close collab-
oration with her (F4TCNQ, P3HT), or acquired by myself (‘hxTs’—full names in sec-
tion 5.2). A CH Instruments CHI604d potentiostat was employed with a Pt-wire counter
electrode, an Ag-wire pseudo-reference electrode, and 0.1M tetrabutylammonium hexa-
fluorophosphate as the electrolyte dissolved in acetonitrile. In the case of the TCNQ
derivatives, a glassy carbon working electrode and a scan rate of 0.05V/s were employed.
For the hxT compounds, a Pt-disk working electrode and dichloromethane as the solvent
were used instead, due to electrode’s availability in the lab and the orthogonal solubil-
ity to the TCNQ cases. For both P3HT and h10T, the compound was spin-coated onto
an indium-tin-oxide (ITO)-coated glass slide, functioning as the working electrode since
trials with P3HT in solution provided no sufficient signal; a scan rate of 0.02V/s was em-
ployed. All measurements were done under N2 atmosphere in a glovebox and potentials
were referenced against the ferrocene/ferrocenium (Fc/Fc+) redox couple as an internal
standard.

3.3.1 Setup Fundamentals

The typical CV setup (figure 3.5) consists of an electrochemical cell holding a solution
of the analyte, i.e. the compound under investigation, and a supporting electrolyte into
which a working electrode, a reference electrode, and a counter electrode are immersed;
commonly, during operation the cell is purged with an inert gas (e.g., Ar) to avoid invol-
untary chemical reactions [169, 170] but, here, this part of the setup could be omitted
as all measurements were done in a N2 glovebox. The measurement is based on the idea
that a potential difference Vappl is applied between two electrodes within the cell, in-
ducing charge transfer between the working electrode and the molecular orbital of the
analyte under investigation, e.g. the highest occupied molecular orbital in the ground
state (HOMO) and lowest unoccupied molecular orbital in the ground state (LUMO). This
leads to a measurable change in current I which, in turn, is indicative of Vredox that can,
subsequently, be converted to IE or EA values.

A potentiostat is used to control Vappl between working and counter electrode and to
measure I through the circuit they form with the electrochemical cell. I is then recorded
as a function of the potential V which is sensed separately through the reference elec-
trode. The use of a counter electrode to provide current allows the reference electrode to
sense V without an ohmic drop at the electrode interface, i.e. the activities of the species
that determine the potential of the reference electrode, are kept well below any limita-
tion by electrode surface area and species availability [170]. The bulk solution resistance
poses as another source for an ohmic drop and is commonly minimized by the addition
of an electrolyte providing ionic charge carriers [169, 170]. In CV, Vappl is set by the po-
tentiostat such that V is swept linearly and in alternating direction between two preset
potentials at a preset scan rate. Increasing V constitutes an anodic scan providing insight
on oxidizing reactions, probing the occupied states; analogously, reducing reactions prob-
ing the unoccupied states can be observed through a cathodic scan, done with decreasing
V .
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Figure 3.5: Cyclic voltammetry (CV) setup diagram (excluding inert-gas purging facili-
ties). The potentiostat circuit is depicted by functions of potential Vappl application, and
current I and potential V measurement; it is not representative of the actual circuit.

V is measured as relative to a well-defined redox reaction that the material in the
reference-electrode assembly undergoes. However, such reference electrodes are com-
monly unavailable when working with dry organic solvents [170], as required by the
compounds investigated here. In this case, a pseudo-reference is used, often made of sim-
ple Ag or Pt wires in the same electrolyte solution, separated from the analyte solution by
a porous glass frit; they provide a reference potential that is dependent on the electrolyte
and solvent employed [170]. Therefore, a compound with a well-defined redox couple
such as Fc/Fc+ is added to the solution during or right after the sample measurement
as an internal standard, providing a reproducible reference potential to align the data,
post-measurement.

Finally, solvent, electrolyte, and electrodes must be chosen such that the V range of
interest lies within their so-called electrochemical windows, i.e. they do not undergo any
electrochemical reaction themselves.

3.3.2 Data Acquisition and Treatment

The recorded I(V ) curve—the voltammogramm—is subject to the charge-carrier density
and kinetics in the solution, i.e. the ionic charge-carrier spatial distribution and move-
ments [170]. Therefore, crossing a Vredox threshold does not yield an immediate response
but a more gradual increase in current and subsequent drawn-out decrease while the V
sweep continues. Hence, on the anodic scan, an oxidation peak is observed at Vp,a > Vredox
and, when the direction switches to the cathodic scan, this behaviour is mirrored in both
V and I and a negative reduction peak at Vp,c < Vredox occurs (see figure 3.6(a)).

When corresponding oxidation and reduction peaks are of comparable magnitude and
well resolved, Vredox can be estimated by the so-called half-wave potential V1/2 = (Vp,a +
Vp,c)/2 [169, 170]. However, in the case of the P3HT film, the peaks are insufficiently
defined due to close overlap of adjacent ones. Hence, to derive the IE, Vredox is estimated
from the onset of the oxidation features (see figure 3.6(b)), in line with previous Vredox
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Figure 3.6: Exemplary voltammogramms (a) of ferrocene/ferrocenium (Fc/Fc+; in solu-
tion) with oxidation and reduction peaks at Vp,a and Vp,c, respectively, to determine the
half-wave potential V1/2 as an estimate for the redox potential Vredox and (b) of P3HT
(solid film on an ITO-coated working electrode) with the oxidation-feature onset as an
estimate for Vredox.

determination for P3HT in literature [76]; for consistency, this approach was also applied
to the h10T film.

To this point, all Vredox values would be derived with respect to the pseudo-reference
potential which offers insufficient reproducibility between experiments[169, 170]. There-
fore, here, Fc was added to the solution after measurement of the analyte—without any
changes to the setup—and the V scale was subsequently zeroed on V1/2 ≈ Vredox of the
Fc/Fc+ redox couple, following the notion that Fc is regarded as a choice of internal stan-
dard that is inert to reactions with most analytes [171].

Finally, as IE and EA values are commonly preferred in OSC-doping narratives, the
redox potentials in Volt (V) were converted to energies in eV by multiplication with the
elementary charge e and zeroing on the vacuum energy. While multiple values for Vredox
of Fc/Fc+ versus vacuum energy are accepted across CV users, −5.1 eV [75] was chosen
for the data in this thesis in line with key literature values [64]; a minimum uncertainty
of ±0.1 eV [75] was assumed for all values. While some publications handle IE and EA as
negative numbers, they are here provided as positive values to associate higher EA with
higher dopant strength. Consequently, the conversion follows:

IE orEA = 5.1eV+ eVredox (3.9)

3.4 Grazing-Incidence X-Ray Diffraction (GIXRD)

For the characterization of crystalline structures in thin films, as investigated in this the-
sis, grazing-incidence x-ray diffraction (GIXRD) is a commonly employed technique. As
highlighted in chapter 4, the spatial arrangement of the molecules plays an important
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role in the competition between IPA and CPX formation; while GIXRD only probes crys-
talline phases, conclusions on amorphous parts in semi-crystalline films—as commonly
formed by P3HT—can be drawn by comparison with data from techniques probing the
entire make-up of the sample, e.g. UV-vis/NIR and FTIR.

The first GIXRD dataset in this thesis (presented in figure C.7) was recorded by
Dr. Wolfgang Bodlos (TU Graz, Graz, Austria) at the Elettra Sincrotrone Trieste, Italy
on beamline XRD1 [172]. The primary beam in this setup had a wavelength λ of 1.4 Å
(8.9 keV), an incidence angle α of 0.2◦, and a 400µm2 beam diameter. Data was acquired
using a stationary Dectris Pilatus 2M detector and samples were rotated 360◦ around
their surface normal during acquisition to achieve radially homogeneous powder pat-
terns. The second dataset (presented in figures 4.4 and C.8) was recorded by Melissa
Berteau-Rainville (INRS, Varennes, QC, Canada) and Somaiyeh Charoughchi (Concordia
University, Montreal, QC, Canada) at the Canadian Light Source Saskatoon, SK, Canada
on beamline BXDS-IVU. The primary beam with λ = 0.92 Å (14 keV) was employed at
α = 0.15◦ (close to the critical angle of total reflection) and exhibited beam dimensions of
100µm vertical, 2mm horizontal. Data acquisition was done using a stationary Rayonix
MX300 detector and without sample rotation since the preliminary data in the first set
showed the films to exhibit no relevant texture.

3.4.1 Setup Fundamentals

While x-rays can be categorized as ionizing radiation, the interaction with matter that
is exploited in x-ray diffraction, is Thompson (elastic) scattering, i.e. the photon energy
is preserved and not transferred to the electron that serves as the scatterer. Instead, the
incoming and outgoing wavevectors ki and ko, respectively, only undergo a momentum
transfer defined by the scattering vector q = ko − ki with |ki| = |ko| = 2π/λ [173]. For
an incident plane wave, scattering at a point-charge scattering center creates a spherical
wave around it. For multiple scattering centers, the difference in path length for each one
leads to phase shifts between the outgoing spherical waves which, in turn, form patterns
of constructive and destructive interference. For scattering centers on a regular lattice,
like the electron clouds of atoms in a crystal, constructive interference occurs when the
path difference is an integermmultiple of λ [173]. When considering a lattice plane with
angle θ towards ki and its plane normal nlat parallel to q (see figure 3.7(a)), the condition
for constructive interference is described by the Bragg equation:§

2d sinθ =mλ (3.10)

The lattice plane distance d is therefore connected to θ as an experimentally accessible
parameter to be scanned for intensity maxima of the outgoing beam, i.e. the Bragg reflec-
tions or Bragg peaks.

§While the Bragg equation can be readily derived from the geometry depicted in figure 3.7(a), it can
also be arrived at by summation of the scattering waves from all scattering centres as, e.g. demonstrated in
section 1.1 of [173].
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Figure 3.7: (a) Visualization of the Bragg equation; shown are the incoming and outgoing
wavevectors ki and ko, respectively, their angle θ with the lattice plane, the lattice plane
distance d, the lattice normal nlat, and the scattering vector q. (b) Geometry of grazing-
incidence x-ray diffraction (GIXRD) with respect to the sample film plane; ki, ko, nlat,
and q are the same as in (a); additionally shown are the q-components qz perpendicular
and qx,y parallel to the film plane, the angle α between ki and the film plane, and the
film-plane normal nfilm.

More generally, d can be connected to the scattering-vector length q = |q| under geo-
metrical consideration of sinθ =m q/2

|ki|
and the wavevector length |ki| = 2π/λ:

d =m
2π
q

(3.11)

This equation becomes relevant in setups where θ is not directly measured and data based
on a more complex geometry is commonly made accessible by providing intensities in
reciprocal space, i.e. as a function of q (vide infra).

Looking at the overall lattice, with its unit cell defined by the vectors a1, a2, a3, a lattice
plane designated ‘(hkl)’ can be set up by three points a1/h, a2/k, a3/l, featuring the Miller
indices h, k, l (see (111) and (221) as examples in figure 3.8). Within the framework of
this thesis, changes in the spacing of the (100), (200), (300), and (020) planes in crystalline
P3HT, as defined by Kayunkid et al. [174], are investigated (see section 4.3.3).

It must be noted that equation 3.10 or 3.11 only considers the θ or q position,¶ respec-
tively, of the Bragg reflections. However, the actual intensity of a certain Bragg peak is
due to the number of electrons in the atoms that serve as scattering centers and the shape
of the electron distribution, contributing the atomic form factor [173, 175]. The intensity
is further governed by the structure factor which considers the arrangement of the atoms
in the unit cell [173, 175]. With the latter causing characteristic lattice-plane dependent
variations in peak intensity, molecular species can be identified if their crystal struc-
ture has been previously resolved by, e.g., single-crystal x-ray diffraction (cf. figure C.8).
Notably, these intensity variations can also result in certain Bragg peaks becoming unde-
tectably weak (without being systematically extinct).

¶As θ and q are scalar quantities, they serve as ‘positions’ strictly with respect to the geometry focused
on parallel lattice planes as depicted in figure 3.7(a), not in the overall geometry of setup and sample.
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Figure 3.8: Examples of lattice planes with Miller indices (111) (left) and (221) (right)
within an arbitrary unit cell defined by the vectors a1, a2, a3, and one adjacent cell.

In specular x-ray diffraction, equation 3.10 is directly applied by lining up the lattice
planes of interest such that θ can be scanned. This is commonly achieved in a so-called
θ/2θ setup where the sample is rotated by θ around an axis perpendicular to nlat of the
investigated set of parallel lattice planes, thus, controlling their angle with ki while the
detector concomitantly moves by 2θ around the same axis to form an angle of θ between
the planes and ko [173].

Firstly, however, considering the low degree of crystallinity of the P3HT thin films
studied in chapter 4, the θ/2θ geometry would pass the beam through too little sample
material, i.e., too small/few crystalline phases. To address this issue, in GIXRD, a very
small incidence angle α between ki and the film plane (see figure 3.7(b)), close to the
angle of total reflection, is set to make the beam travel the furthest part through the film;
e.g. at α = 0.15◦ the beam could travel through a 0.5µm film for up to 190µm before
meeting the substrate. This technique, however, has its limitations as the drawn-out beam
footprint means that diffracted beams can now come from a wide area on the sample
causing an instrumental broadening of the Bragg peaks. In principle, this issue can be
countered by using secondary slits which are, however, incompatible with the use of an
area detector (as used in the setup at the Canadian Light Source BXDS-IVU beamline).
For such high precision measurements a line- or point-detector must be used instead,
fixed on a detector arm and moved to record the desired q-space, which tremendously
increases data acquisition time [176, 177] as well as the time the sample is exposed to the
primary x-ray beam which can cause significant beam damage [178].

Secondly but not of lesser importance, the θ/2θ geometry demands that only the sets
of parallel lattice planes with nlat in the θ/2θ-plane can be measured at a time. In con-
trast, the fixed α in GIXRD means that θ is fixed for all lattice planes parallel to the
film plane which, therefore, cannot be probed in this configuration, making it a tech-
nique complementary to specular x-ray diffraction. To conveniently cover diffraction
from all lattice planes accessible in this configuration and to reduce sample exposure,
2-dimensional array detectors are commonly employed to record the Bragg reflections,
producing a reciprocal space map after conversion of the angular data into reciprocal space
[175]; note that azimuthal rotation of the sample is still needed (vide infra). Under con-
sideration of the actual instrument geometry, the pixels of the array can be mapped to
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the coordinates of q, namely, its components in parallel and perpendicular to nfilm, qz
and qxy , respectively (see figure 3.7(b)). Using these coordinates, q = |q| =

√
q2z + q2xy can

then be entered into equation 3.11 to calculate d [179].
The GIXRD configuration also entails that the sample can only be rotated around

the film-plane normal nfilm through which, in turn, θ only changes for lattice planes
where nlat has a non-zero component perpendicular to nfilm. Such rotation is commonly
omitted to reduce sample exposure and experiment time when it is known that the the
crystalline domains of a sample have a preferred orientation towards the film plane but
are randomly rotated around nfilm, i.e., when the film exhibits a fiber texture [173]. This is
the case for the P3HT samples investigated in [7], i.e. chapter 4, as evident from the first
dataset (Elettra Sincrotrone Trieste; vide supra) where sample rotation yielded no change
in the recorded Bragg-peak positions. Subsequently, sample rotation was omitted for the
second dataset (Canadian Light Source; vide supra).

3.4.2 Data Treatment

The treatment of reciprocal space maps was mainly executed using the software GIDvis
[179]. Under provision of the beamline specifications and geometry (as obtained in-situ
from a reference scan using a NIST standard of LaB6 [180]) it can, among other functions,
convert the pixel data of the detector into qz,qxy coordinates. To reduce signals from air
scattering, data had been recorded with a blank substrate to recreate the same geometry
as in a sample measurement and was subsequently subtracted from any sample data,
using a custom Mathematica script.

To gain better insight on peaks with focus on (near-)out-of-plane (small qxy) and

(near-)in-plane (small qz) features, integrated line scans along constant q =
√
q2z + q2xy

within 3-13◦ off the qz and qxy axis, respectively (see figure 4.4), were extracted using
GIDvis; such integrated line scans over limited range are often called ‘cake slices’, ‘cake
(slice) integrations’ and similar names. Peak fitting on these line scans was done in
a manner similar to that employed with FTIR data. With focus on the direct vicin-
ity of the investigated peak, the background was flattened by subtraction of a linear
or low-polynomial fit through data points around the features identified as peaks (cf.
figure4.4(b) ‘F4TCNQ’ and figure C.6).

Finally, GIDvis was also employed to identify the occurrence of crystalline F4TCNQ,
F2TCNQ, FTCNQ, and TCNQ by loading the known structure files published for these
compounds and aligning the structure-factor weighted intensities from the files with the
peaks observed in the present data (see figure C.8).

3.5 Thin-Film Conductivity

Application-related effectiveness of doping, as addressed in this thesis, is easiest shown
through an increase in thin-film conductivity. Here, sample films where spin-coated onto
glass slides that have a patterned layer of ITO acting as electrodes. The film is deposited
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on top and the electrodes are patterned in such a way that the portion of the film that lies
between the electrodes is probed (see figure 3.9(a)).

To measure current-voltage (I-V ) curves, a Keithley 2400 source-measure unit was
employed together with an Ossila OFET test board to contact the patterned-ITO sub-
strates purchased from Ossila. Voltage sweeps were applied from −1 to 1 to −1V set to
a total of 101 voltage steps at 0.06 s settling time on the Keithley 2400. All measure-
ments were done in a glovebox under N2 atmosphere. Dimensions of the film probed
were measured using optical and atomic force microscopy, as explained in section 3.6.

3.5.1 Setup Fundamentals

The electrical conductivity γ is, from a charge-carrier perspective, defined by the elemen-
tary charge e, the charge-carrier density n and their mobility µ as [73]:

γ = enµ (3.12)

However, it can also be determined from the resistance R of a sample with well-defined
dimensions, i.e. the cross-section A and the channel length L between electrodes through
which charge carriers have to travel. For an electrode setup as depicted in figure 3.9, A is
defined by the channel width w and the film thickness t. The conductivity is, thus, given
by:

γ =
L
RA

=
L

Rwt
(3.13)

3.5.2 Data Acquisition and Treatment

While it seems straightforward to obtain R through Ohm’s law V = RI by measuring a
single V and I data point, this approach provides no knowledge of whether the applied
V is within the ohmic regime, i.e. whether V (I ) follows a linear trend and, thus, conforms
to Ohm’s law, in the first place. Therefore, a symmetrical voltage sweep around V = 0 is
done and R is retrieved from the slope of a linear fit, if applicable to the measured curve.

Commonly, 4-point probe setups are used wherein V is sensed with a separate pair of
electrodes since the current-providing ones may suffer from contact resistance Rcontact as
an unknown contribution to the measured resistance Rmeasured = R + Rcontact. However,
proper contacting can be problematic in this configuration with soft materials like P3HT.
Therefore, the patterned-ITO substrates chosen from Ossila offer a different approach.
They provide a set of electrode pairs with 5 different L values on one substrate to resolve
γ with minimal influence of Rcontact, as follows.

Employing equation 3.13 on Rmeasured provides:

Rmeasured = (γwt)−1L+Rcontact =mR(L)L+Rcontact (3.14)

with mR(L) being the slope that can be retrieved through linear regression through the
Rmeasured(L) data points. The conductivity can subsequently be determined through:

γ = (mR(L)wt)
−1 (3.15)
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Its uncertainty ∆γ is propagated through:

∆γ =
1
wt

√
∆m2

R(L) +m2
R(L)

(
∆w2

w2 +
∆t2

t2

)
(3.16)

with ∆mR(L), ∆w, and ∆t being the uncertainty of mR(L), w, and t, respectively.

3.6 Atomic Force Microscopy (AFM)

While the exploration of surface morphologies is the common target of atomic force mi-
croscopy (AFM), this technique is exclusively employed here to determine the relevant
dimensions for thin-film conductivity calculations, as mentioned in the previous sec-
tion. The film thicknesses t of the samples investigated in this thesis lie in the range of
1–100nm, which can be well characterized by so-called tapping-mode AFM [181], as ap-
plied here. In addition, lateral scanning sizes up to several tens of µm (with the employed
instrument) mean that the smallest of the channel lengths L could be measured and was
compared to values obtained via optical microscopy.
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ABruker Dimension Icon AFM in its proprietary PeakForce QNMmodewas employed
with a silicon nitride tip (AppNano ACTA-50) under ambient conditions. L values were
acquired using the optical microscope that is part of the same AFM; the channel width w
was also confirmed via optical microscope.

3.6.1 Setup Fundamentals

AFM is a raster-imaging technique where a surface structure is scanned with a stylus-type
probe (schematic depiction in figure 3.10) interacting on the atomic scale. A cantilever
parallel to the sample surface holds a force-sensing tip at its end, directed towards the
surface. At tip-surface distance r, when not in direct atomic contact, thus, not under
the influence of atomic repulsion following a r−12 dependency, surface-tip interaction is
dominated by attraction through the van-der-Waals force whose potential follows a r−6

dependency [182]. This would constitute a rapid sensitivity loss with increasing r. How-
ever, in a reasonable electrostatic approximation of the tip as a hemisphere (10–50nm
radius) encountering an infinite sample plane, a r−1 dependency is encountered instead,
explaining why AFM is feasible, in the first place [182]. Due to the r-dependent pull on
the tip, the cantilever gets deflected, and the deflections are measured and used to calcu-
late the sample height at the raster point. Most commonly, the deflection is measured by
reflecting a laser beam off the back of the cantilever and registering the reflection move-
ment on a quadrant photodiode while probe height z over the sample is controlled by
piezoelectric elements moving the probe.

The AFM mode employed in this thesis is Bruker’s proprietary PeakForce QNM—an
evolution of tapping mode. Here, the z scanner oscillates the probe at few kHz and the
dampening response is analyzed to derive tip-proximity to the surface; as the name sug-
gests, special emphasis is placed on peak-force analysis. This improves z scanner control
towards reduced energy dissipation into the sample which is crucial for maintaining the
integrity of soft samples like polymers throughout the experiment. ‘QNM’ designates a
more in-depth quantitative nano-mechanical analysis of force curves extracted from the
oscillation response, but is not of relevance here, as only film thicknesses where measured
but not their mechanical properties.

3.6.2 Data Acquisition and Treatment

To measure the polymer-film thickness, small trenches were softly dragged into them
using soft, flexible syringe needles. AFM scans where done on 1µm × 20µm areas with
the long axis perpendicular to the trench edge and within the channel of the central
and the two outermost electrode pairs (cf. substrate in figure 3.9) to account for film
inhomogeneity causing a standard deviation to average t of 10%–40%.

Data was treated and analyzed in Gwyddion (GNU General Public License (GPL)
v2.0; http://gwyddion.net/). The images were semi-automatically flattened by man-
ually fine-tuning of the parameters of the to-be-subtracted 2-dimensional polynomial
while comparing of flatness in both the trench bottom and the pristine film, and under
omission of debris at the trench edge which was easily identified by its location and its at
least one order of magnitude higher thickness. The film thickness t was then taken from
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Figure 3.10: Schematic depiction of an atomic force microscopy (AFM) setup. Cantilever
deflection due to interaction between tip and sample is measured by reflecting a laser
beam off the back of the cantilever and registering the reflection movement on a quad-
rant photodiode. Probe height z over the sample is controlled by piezoelectric elements
moving the probe.

a profile cut through the image and averaged over the values from the three electrode
pairs probed; due to limited instrument access colliding with the large amount of images
to be taken for the entire conductivity series analyzed in section 4.3.4, image capture was
stopped as soon as an image was produced that offered an area without imaging artefacts
large enough to lay the profile through.

A preliminary measurement using a 50µm × 50µm scan captured the entire channel
length of the closest electrode pair with a nominal L = 50µm but was, here, observed as
almost 10µm shorter; the optical microscope that is part of the same AFM, provided the
same finding. Subsequently, the calibration was tested by the maintainer of the instru-
ment, Patricia Moraille (Laboratoire de la caractérisation des matériaux, Université de
Montréal). As the calibration was confirmed to be correct, I reached out to the substrate
manufacturer Ossila and the product, as of writing this thesis, was thereafter provided
with a batch-dependent deviation on L of ±10µmon their website (2023-02-04 16:24 EST,
https://www.ossila.com/en-ca/products/interdigitated-ito-ofet-substrates?

variant=1200244917). As a consequence, I verified the L values of all samples using the
optical microscope.
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Chapter 4

Manuscript [7]:
Critical Dopant Concentrations Govern
Integer and Fractional Charge-Transfer
Phases in Doped P3HT

The content of the present chapter has been published under CC BY 4.0 by IOP Publish-
ing as:

H. Hase, M. Berteau-Rainville, S. Charoughchi, W. Bodlos, E. Orgiu, and I. Salzmann,
“Critical Dopant Concentrations Govern Integer and Fractional Charge-Transfer Phases
in Doped P3HT,” Journal of Physics: Materials, vol. 6, no. 1, p. 014004, Jan. 2023.

In contrast to the published version, the present chapter adds a Foreword between Ab-
stract and 4.1 Introduction to point out additional information of relevance in the frame-
work of this thesis; section and reference numbering have been adapted to this thesis; the
caption of figure 4.2 now additionally references section 3.2.3 for the merging of spectro-
scopic data.

Abstract

The conjugated polymer poly(3-hexylthiophene) (P3HT) p-doped with the strong accep-
tor tetrafluorotetracyanoquinodimethane (F4TCNQ) is known to undergo ion-pair (IPA)
formation, i.e. integer-charge transfer, and, as only recently reported, can form ground
state charge-transfer complexes (CPXs) as a competing process, yielding fractional charge
transfer. As these fundamental charge-transfer phenomena differently affect doping effi-
ciency and, thus, organic-semiconductor device performance, possible factors governing
their occurrence have been under investigation ever since. Here, we focus on the role of a
critical dopant concentration deciding over IPA- or CPX-dominated regimes. Employing
a broad, multi-technique approach, we compare the doping of P3HT by F4TCNQ and
its weaker derivatives F2TCNQ, FTCNQ, and TCNQ, combining experiments with semi-
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classical modeling. IPA, CPX, and neutral-dopant ratios (estimated from vibrational ab-
sorption spectroscopy) together with electron affinity and ionization energy values (de-
duced from cyclic voltammetry) allow calculating the width of a Gaussian density of
states (DOS) relating to the highest occupied molecular orbital in P3HT. While a broader
DOS indicates energetic disorder, we use grazing-incidence x-ray diffraction to assess
spatial order. Our findings consider the proposal of nucleation driving IPA formation
and we hypothesize a certain host-dopant stoichiometry to be key for the formation of a
crystalline CPX phase.

Foreword

In addition to the topics brought up in the abstract, it should be mentioned that,
due to the broad, multi-technique approach used in the study, the manuscript pub-
lished as ref. [7] serves as a comprehensive reference dataset on P3HT doped with
the series of 7,7,8,8-tetracyanoquinodimethane (TCNQ) and its derivatives (referred to
as‘FxTCNQs’), i.e. F4TCNQ, 2,5-difluoro-7,7,8,8-tetracyanoquinodimethane (F2TCNQ),
2-fluoro-7,7,8,8-tetracyanoquinodimethane (FTCNQ). This was highlighted by one of the
Referees in the peer-review process, pointing out that “[t]he properties of doped polymer
thin films depend critically on the raw materials and the processing conditions, which
makes it difficult to compare literature data. Therefore, the manuscript can somehow
serve as a database for doped P3HT thin films [...]”. As such, in addition to providing
a vast amount of original data, the study becomes reminiscent of a small review and
three side-discussions are embedded within the main storyline: (i) The recent proposal
of bipolaron formation (cf. section 2.3) in P3HT for high F4TCNQ content [130] and its
spectroscopic identification are briefly discussed in sections 4.3.1 and 4.4.1 while its im-
plications on conductivity trends is considered in section 4.3.4. The comparison with own
spectroscopic data and that in other literature points to the ambiguity of this proposal,
mainly, due to overlap with CPX features [39, 58] not accounted for in that publication
[130]. (ii) With TCNQ derivatives, the peak position of the C≡N stretching absorption
bands is often used to determine the degree of charge transfer (cf. section 2.3.2); in
sections 4.3.2 and 4.4.1 the reader is reminded that the peak position is more generally
impacted by the electrostatic environment of the C≡N groups as well, e.g. it is also
affected by the polaron delocalization on the P3HT backbone [58]. Further, a comparison
with the ring C=C stretching-mode peaks demonstrates an over-representation of the
CPX dopant population by the C≡N modes which, consequently, is taken into consid-
eration in this study by regarding the C≡N mode-derived IPA dopant percentage as a
low-limit estimate. (iii) Wegner et al. [48] found that, for the prediction of IPA formation,
cyclic voltammetry (CV)-derived IE and EA values are superior to those derived from
ultraviolet/inverse photoelectron spectroscopy (UPS/IPES; cf. section 2.1); sections 4.3.5
and 4.4.2 briefly discuss the general conditions in CV and UPS/IPES measurements that
likely lead to this observation, thus, advocating for our own use of CV data.

Due to the comprehensive and seminal character of the presented study [7] regarding
the doping processes at work with the FxTCNQ series, I became involved in two related
works. One of them, conducted by Hu et al. [9], virtually expands [7] through UPS data
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to investigate changes in the occupied DOS and Fermi-level shifts upon doping P3HT
with F4TCNQ, F2TCNQ, and TCNQ, i.e. cases of IPA formation with a dopant with a
strong EA, a weak EA, and of CPX formation, respectively. For improved comparability
with [7], I shared my sample preparation technique with the researchers conducting the
experiments (the group of Dr. Steffen Duhm, Soochow University, China) and assisted
in the drafting of the publication (currently under review). In that work, the occupied
DOS widths differ from the HOMO-DOS width calculated within the present thesis as it
includes the HOMO levels regardless of their occupation upon doping, hence, different
perspectives on the DOS are offered in both works.

The second study, conducted by Charoughchi et al. [8], characterizes a novel p-dopant
(referred to as PFP3CN3-CP) based on a cyclopropane core (instead of the quinoid core
in the FxTCNQ series) that is sterically shielded by three perfluorophenyl rings. Its per-
formance is tested on P3HT and compared to that of F2TCNQ and F4TCNQ using the
conductivity values, optical and vibrational spectroscopy data found in the present chap-
ter. Again, to improve data comparability and to collaboratively share my experience, I
was involved in the measurement of the according data regarding the novel dopant and
contributed to the writing of themanuscript for publication. The key finding of this study
is that while PFP3CN3-CP exhibits virtually the same EA as F2TCNQ, in marked contrast
to F2TCNQ, its steric shielding inhibits CPX formation with P3HT (cf. section 2.4). Con-
sequently, it produces a greater increase in P3HT thin-film conductivity than F2TCNQ
does and, at lower doping ratios, even matches that achieved using F4TCNQ.

In the context of this thesis, it should not remain unmentioned that three works paved
the way to the present manuscript [7]. Firstly, I already collected a preliminary dataset on
P3HT doped with FxTCNQs at varied dopant loading for mymaster’s thesis [1]. However,
due to experimental limitations resulting in limited data range and reliability, I was not
able to draw conclusions other than supporting previous findings put forward by ref. [34]
that F2TCNQ and FTCNQ can form IPAs with P3HT despite their unfavorable IE-EA re-
lations. Subsequently, it became a primary task of the present thesis work to create a more
reliable and complete dataset, meaning: (i) The experimental uncertainty on the dopant
molar ratio χ could now be quantified at all (see χ values in section 4.2.1). (ii) The in-
fluence of unintentional O2-doping on conductivity results (as previously identified [1])
was eliminated by performing all measurements (except grazing-incidence x-ray diffrac-
tion (GIXRD)) under inert N2 atmosphere. (iii) Carefully improved optical spectroscopy
(UV-vis/NIR) settings (e.g., shorter acquisition times meaning less signal fluctuation; cf.
section 3.1.3) enhanced the signal-to-noise ratio significantly, thus, low-absorption fea-
tures of small IPA or CPX populations became identifiable. (iv) The creation of Fourier-
transform infrared spectroscopy (FTIR) and GIXRD datasets that completely match all
dopant concentrations used in UV-vis/NIR and conductivity measurements to allow for
comparability. Only under these conditions it became possible to provide the comprehen-
sive benchmark database that this manuscript [7] constitutes, and to create the hypothesis
of crystalline CPX-phase formation based on stoichiometry (see section 4.4.4).

Secondly, in contrast to my master’s thesis [1], the new extent and quality of the
FTIR data allowed for the assessment of the doping-induced broadening of the Gaussian-
shaped DOS related to the highest occupied molecular orbital (HOMO) in P3HT (see
sections 4.2.6, 4.3.6, and 4.4.2). While still resolving issues on the experimental uncer-
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tainty of χ, a reliable sub-set of the data was published [6], comprising only F4TCNQ,
FTCNQ, and TCNQ at a single χ value of 2%. The present manuscript [7] constitutes a
fundamental extension of this publication [6] but still comprises all its findings for the
reader’s convenience and, therefore, its inclusion as a manuscript into the present thesis
would not have provided the reader with additional information but rather would have
introduced redundant elements into this work.

Thirdly, the fact that this manuscript [7] highlights the ongoing discussion around the
C≡N stretching modes, has its origin in data I had acquired for my master’s thesis [1],
which I carefully re-analyzed and prepared for publication [2] in the first year of my
PhD program. However, this work is not included in the present thesis as it is mainly
based on data already acquired before. Its key finding is that upon thermal annealing of
an F4TCNQ-doped P3HT film at different temperatures, we observed reproducible and
characteristic changes in diffraction data which were correlated with a distinctly shifted
F4TCNQ•− C≡N-mode peak in vibrational spectroscopy. By combining these findings
we assigned this phenomenon to the formation of different P3HT-F4TCNQ mixed-crystal
structures. Section 4.4.1 summarizes how subsequent studies that focused more directly
on this peak, have gone into different directions putting forward alternative interpreta-
tions ever since.

Finally, it should be noted that the original manuscript [7] does not elaborate on re-
producibility, aside from section 4.3.4 mentioning alternative conductivity data. Since
the latter originate from an incomplete set, they were not statistically included into the
present data points, hence, the conductivity error-bars in figure 4.5 may appear too small,
at first sight. However, since section 4.3.4 identifies the discrepancy between conductivity
values of two P3HT films with—nominally—17% TCNQ to be an issue of concentration
precision (vide supra), figure 4.5 accounts for this by featuring concentration error-bars.
In general, for time constraints, the exact experiments behind the present data were not
repeated. Confidence in the data was rather drawn from these measurement already be-
ing repetitions of previous experiments but with improved parameter and instrument
precision (vide supra); the fundamental finding of which dopant at which concentration
undergoes IPA/CPX formation is in agreement with the previous data.

4.1 Introduction

Organic semiconductors (OSCs) are commercially highly successful in organic light-
emitting diodes (OLEDs) [13, 14, 183] and have shown significant recent progress in
areas as diverse as photovoltaics [20], flexible electronics [21], and thermoelectric energy
harvesting [17, 18]. As for their inorganic counterparts, electrical doping as a method to
generate mobile charge-carriers (electrons and holes) and spatially control their density
is key for organic and hybrid devices, as it allows engineering efficient electron/hole
injection, transport, and blocking layers. For the fundamental process of doping, that is,
electron transfer between the OSC host and its molecular dopant, two complementary
phenomena have been identified to occur, namely, the formation of spatially separated
ion-pairs (IPAs) via integer charge transfer, and the formation of ground state charge-
transfer complexes (CPXs) with only fractional charge transfer [25, 32, 33]. On the one
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hand, IPA formation is energetically favorable for the system if, in first approximation,
the electron affinity EA of the p-dopant, typically a strong electron acceptor, matches or
exceeds the ionization energy IE of the donor, that is, the conjugated molecule/polymer
forming the OSC host; n-doping proceeds in analogy (with an electron donor) but is
not the focus of this present work. On the other hand, CPX formation is based on
the spatial overlap and rehybridization between the frontier molecular orbitals, i.e.
the lowest unoccupied molecular orbital in the ground state (LUMO) of the acceptor
and the highest occupied molecular orbital in the ground state (HOMO) of the donor.
Figure 4.1(a) shows a simple energy-level diagram for IPA and CPX formation. Notably,
the two complementary processes do not exclude each other for a given system but can
prevail in certain ratios governed by parameters yet to be fully identified. To maximize
the mobile charge carrier density in an OSC, in most cases, suppressing CPX and pro-
moting IPA formation is desired [25, 33, 34]. However, some examples exist where a
moderate CPX fraction optimizes hole-transport in polymer-OLEDs [35] or maintains
the performance of thermoelectric devices over time [36]. As such, achieving an in-depth
understanding of the charge transfer processes upon doping and resilient knowledge of
the parameters favoring one phenomenon over the other is of high application-related
relevance for organic and hybrid electronics. The system of the conjugated polymer
poly(3-hexylthiophene) (P3HT) p-doped with the strong molecular acceptor tetraflu-
orotetracyanoquinodimethane (F4TCNQ), seems to be ideal to address this issue, as it
has long been assumed to form only IPAs, while recent studies have also reported CPX
formation under certain conditions [36, 39, 49, 55, 56, 60]. In the following, we first
provide a comprehensive overview of the vast literature addressing the doping behavior
of this prototypical system and then suggest a model to rationalize charge transfer by
differently strong dopants.

Figure 4.1(b) shows the possible spatial arrangements of P3HT and F4TCNQ as agreed
upon by numerous studies. To begin with, Neelamraju et al. [49] reported increased CPX-
prevalence in regio-random (rra) versus regio-regular (rr) P3HT, as well as with increasing
dopant molar ratio χ, creating an essentially pure CPX system with rra-P3HT at χ = 17%.
In this study, the investigation of rra-P3HT suggests the importance of amorphous P3HT
regions—and their effectively higher IE (5.42 versus 5.13 eV in rr-P3HT [76]; values from
redox potentials, see section 4.2 for conversion)—to promote CPX over IPA formation.
In contrast, Jacobs et al. [39] created a crystalline, essentially CPX-only precedence in
low-molecular weight rr-P3HT for χ = 13% and 17%, which was possible by keeping the
blend dissolved throughout the deposition via spin-coating and holding solution, pipette
tips, and substrates constantly at 80◦C. While this system turned out to be unstable as
it reverts to IPA-prevalence under ambient conditions in <1h (and in 1d under N2),
Watts et al. [55] observed in IPA-dominated samples the CPX fraction to increase over the
course of weeks. Most recently, Stanfield et al. [57] largely reconciled these discrepancies
by studying the thermal annealing of F4TCNQ-doped rr-P3HT with different degrees of
crystallinity. They concluded that there exists, indeed, a kinetically unstable, crystalline
CPX polymorph, as found by Jacobs et al., in addition to a stable CPX phase in the amor-
phous regions. These findings were followed up by Wu et al. [184] employing all-atom
molecular dynamics simulations which demonstrated that the IPA and CPX crystalline
phases in this system are respectively entropy- and enthalpy-driven. There, however, the
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Figure 4.1: (a) Energy levels in p-doping for ion-pair (IPA) and charge-transfer com-
plex (CPX) formation. (b) Spatial arrangements of P3HT and F4TCNQ discussed, here.
Top: F4TCNQ intercalation with respect to the P3HT backbone and hexyl side-chain;
F4TCNQ•− rotation is still subject to debate [139, 140]. Bottom: Crystalline and amor-
phous phases discussed, here.

key mechanism favoring IPA formation was suggested to be a nucleation process starting
with as few as 2–3 dopant radical anions as critical nucleus among the simulated 1728
P3HT monomer units while, in contrast, no critical nucleus was found for the crystalline
CPX phase up to the maximum dopant loading that was investigated (144 CPX-forming
dopants).

In an own previous study [6] we doped rr-P3HT with χ = 2% F4TCNQ in comparison
with FTCNQ and TCNQ—two derivatives with lower degree of fluorination and, hence,
lower EA. Besides the full ionization of the F4TCNQ content, we observed that 88%
of the FTCNQ and none of the TCNQ dopant molecules underwent IPA formation (the
remainder forming CPXs). The stark contrast in ionization percentage between the latter
two dopants, while their EA values differ disproportionately little, led us to assume a
self-amplifying effect: an initially small percentage of ionized dopants drives a structural
disorder (e.g. polarization energy) and conformational disorder (local conjugation length-
dependent IE) induced broadening of the host-HOMO density of states (DOS). This, in
turn, provides more states at lower IE, hence, allowing to ionize a greater content portion
of weak-EA dopants such as FTCNQ.

Here, we now aim to determine the extent to which the nucleation process put for-
ward by Wu et al. [184] can be consistent with a process of initial ionization that triggers
further IPA formation. For χ > 8%, that is for dopant loadings higher than those in-
vestigated by Wu et al. [184], we study whether crystalline CPX-phase nucleation-sites
may occur. This possibility has been suggested by the authors and appears likely because
CPX-formation in rr-P3HT-F4TCNQ is typically found for high χ values [39, 49, 55]. To
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this end, we build upon our previous study [6] by adding F2TCNQ as an intermediate
EA-case between F4TCNQ and FTCNQ, extending the χ range to values of 1%, 2%, 5%,
9%, 17%, and performing all relevant analysis on that multitude of systems at a time,
which we regard as inevitable in order to establish a consistent picture of the param-
eters governing the charge transfer processes at work. We first employ optical absorp-
tion spectroscopy in the ultraviolet to near-infrared range (UV-vis/NIR; section 4.3.1)
supported by Fourier-transform infrared spectroscopy (FTIR; section 4.3.2) to quantify
IPA and CPX occurrence. Then, we use grazing-incidence x-ray diffraction (GIXRD; sec-
tion 4.3.3) to assess structural aspects and, subsequently, the influence of IPA and CPX
formation on thin film conductivity (section 4.3.4). Finally, we use our FTIR data to
determine the percentage of ionized dopants, perform cyclic voltammetry (CV) to esti-
mate the IE and EA of P3HT and the dopant series, respectively (from the redox poten-
tials [75], see section 4.3.5), and finally pursue semi-classical modeling of the density of
states (DOS) (section 4.3.6). The latter is motivated by recent publications using energy
resolved–electrochemical impedance spectroscopy (ER-EIS) [64, 185] and an improved
analysis of time-of-flight photocurrent transients [186], which found a very narrow dis-
tribution of the P3HT HOMO-DOS of only 0.06–0.07 eV (Gaussian standard deviation
σ)—a value at least four times smaller than that inferred from ultraviolet photoelectron
spectroscopy (UPS) [64, 187]. This finding was explained by the UPS deduced DOS being
convoluted with the electron escape function while the ER-EIS DOS is the result of direct
electron transfer with electrolyte molecules [64]. Assuming IE and EA as the onsets of the
Gaussian HOMO- and LUMO-DOS, respectively, and calculating σ such that theoretical
IPA occurrence agrees with our experimental data (see section 4.2 for details), we inter-
pret larger σ to result from greater disorder in the sample. With our calculations showing
that the percentage of IPA-forming dopants concomitantly increases with σ , we can then
find the initial σ required to start the aforementioned nucleation effect. Our comprehen-
sive data from multiple experimental techniques allows us, further, to assess the validity
of using shifts of the F4TCNQ C≡N stretching-modes in FTIR (see section 4.3.2) for de-
riving the degree of charge transfer, which is a common practice in the field but subject
of debate [2, 54, 58–60]. Thereby, we heed the initial advice from the seminal 1986 pa-
per by Meneghetti and Pecile [53] that the ring C=C stretching mode would better serve
that purpose—albeit often being masked by host-related peaks—as the C≡N modes are
particularly sensitive to the molecular environment. We show that reliable conclusions
about the degree of charge transfer can only be drawn if these data are interpreted very
cautiously.

4.2 Methods

4.2.1 Sample Preparation

All samples were prepared and, if not specified otherwise, measured under inert N2
atmosphere in a glovebox (H2O <2ppm, O2 <6ppm). Anhydrous chloroform (Sigma-
Aldrich, amylenes as stabilizer, purity ≥99%) was used as the common solvent. Tetra-
fluorotetracyanoquinodimethane (F4TCNQ), 2,5-difluoro-7,7,8,8-tetracyanoquinodime-
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thane (F2TCNQ), 2-fluoro-7,7,8,8-tetracyanoquinodimethane (FTCNQ), and 7,7,8,8-te-
tracyanoquinodimethane (TCNQ) were used as purchased from Tokyo Chemical Industry
Co., Ltd. (TCI) (all: purity >98.0%) and dissolved at a concentration of 1.2mM through
stirring on a heater at 60◦C for 1 h and left to cool at room temperature for at least
1 h before further use. Poly(3-hexylthiophene-2,5-diyl) (P3HT; MW >45 kDa; 93% regio-
regularity) was used as purchased from Luminescence Technology Inc. (Lumtec) and dis-
solved at 60mM immediately prior to use. Doped blends were made immediately before
film deposition from pure-compound solutions, aiming at molar ratios of 100, 50, 20,
10, and 5 P3HT repeat units per dopant molecule, achieving dopant molar ratios χ of
(0.99± 0.06)%, (2.0± 0.2)%, (4.8± 0.3)%, (9.1± 0.6)%, and (17± 1)%, being referred to as
1%, 2%, 5%, 9%, and 17%, respectively. For UV-vis/NIR, 50µL solution were drop-cast
onto 1 cm× 1 cm quartz slides. For FTIR and GIXRD, 50µL solution were drop-cast onto
1 cm× 1 cm double-side polished undoped Si wafer pieces. For CV on P3HT, 150µL so-
lution were spin-coated (static dispense, 30 s at 1000 rpm) onto 1 cm× 2 cm ITO coated
glass. For conductivity measurements, 150µL solution were spin-coated (static dispense,
30 s at 1000 rpm) onto 1.5 cm× 1 cm pre-patterned ITO electrodes on glass substrates.
The latter were manufactured by Ossila and have a 3 cm electrode width and 5 electrode
pairs with different channel lengths of (40.4± 0.6), (64.7± 0.6), (90.7± 0.6), (140.5± 0.6),
and (189.8± 0.6)µm (measured as explained further below). Drop-casting was chosen to
improve the signal-to-noise ratio where required, otherwise, spin-coating was performed
to assure homogeneous coverage. Prior to use, substrates were cleaned in chloroform,
acetone, deionized water, and isopropyl alcohol (in that order) each 10min in an ultra-
sonic bath and left to dry for a few seconds on a precision wipe.

4.2.2 Optical and Vibrational Absorption Spectroscopy

UV-vis/NIR absorbance spectra were recorded on an Agilent (ex. Varian) Cary 5000 while
keeping the samples under inert N2 atmosphere in custom-built sealed boxes with quartz
windows. Likewise, FTIR absorbance spectra were recorded on a Thermo Scientific Nico-
let 6700 using a liquid-nitrogen cooled mercury cadmium telluride detector with the
samples under inert N2 atmosphere in sealed boxes with KBr windows. To assess the im-
pact of ambient conditions in situations where the inert atmosphere could not be main-
tained, that is, atomic force microscopy (AFM) and GIXRD, FTIR was done once in the
sealed spectroscopy box and then again after storing the samples in simple plastic boxes
which were exposed to ambient conditions for one week (Parafilm-sealed under inert N2
atmosphere), and fully exposing the samples to air 1 h prior to measurement. The ob-
served changes do not significantly influence our results (see figure 4.3).

4.2.3 Grazing-Incidence X-Ray Diffraction (GIXRD)

Grazing-incidence x-ray diffraction (GIXRD) data were collected at Canadian Light
Source Saskatoon, SK, Canada on beamline BXDS-IVU employing a Rayonix MX300
detector, 0.92 Å primary beam wavelength, an incidence angle of 0.15◦, and beam
dimensions of 100µm vertical, 2mm horizontal.
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Preliminary data was collected at Elettra Sincrotrone Trieste, Italy on beamline XRD1
[172] employing a stationary Dectris Pilatus 2M detector, 1.4 Å primary beam wave-
length, an incidence angle of 0.2◦, and 400µm2 beam diameter. In that setup, the samples
have been rotated by 360◦ during acquisition to achieve radially homogeneous powder
patterns; data analysis however did not reveal relevant texture.

With qxy and qz being the in-plane and out-of-plane components of the scattering vec-
tor q, intensities in figure 4.4(a) and (b) have been obtained through cake slice-integration
along constant q = |q| = (q2xy + q2z )

1/2 within 3-13◦ of the qxy and qz axis, respectively, of
the reciprocal space maps depicted in figure C.8 (only Canadian Light Source data). The
error margin on the calculated lattice spacing d = 2π/q was estimated from half of the
largest full width at half maximum (FWHM) that we observed among the associated q
peaks, i.e. ±1.9 Å for d100 and ±0.13 Å for d020.

4.2.4 Conductivity

I-V measurements were done employing a Keithley 2400 source measure unit connected
to an Ossila OFET test board to collect conductance data. For conductivity calculation,
film thicknesses were determined by AFM on a Bruker Dimension Icon with a silicon ni-
tride tip in its proprietary PeakForce QNMmode under ambient conditions. The channel
length between electrodes and the electrode width were acquired using the optical micro-
scope that is part of the same AFM. Trends in conductivity were reproduced three times,
however, only the last series was fully analyzed in the present study as it was prepared
with much improved experimental accuracy in χ.

4.2.5 Cyclic Voltammetry (CV)

Cyclic voltammetry (CV) measurements were recorded employing a CH Instruments
CHI604d potentiostat, Ag/Ag+ reference electrode, Pt-wire counter-electrode, glassy car-
bon working electrode (where applicable), and a scan rate of 0.05V s−1. The glassy car-
bon working electrode was consecutively polished using 1.0, 0.3, 0.05µm alumina pow-
der before each measurement. Likewise, the counter electrode was polished using us-
ing 0.05µm alumina powder, only. Before running CV, a blank voltammogram without
analyte has been recorded to confirm the absence of contamination. Solution CV exper-
iments on the dopants were done in 0.1M tetrabutylammonium hexafluorophosphate
(TBAHFP) in acetonitrile (ACN). Reduction potentials were recorded as half-wave po-
tentials between corresponding anodic and cathodic peak potentials, representing the
electron affinity EA of the dopants. Further, CV was done with a spin-cast P3HT film on
ITO as the working electrode using an electrolyte solution of 0.1M TBAHFP in ACN and
a scan rate of 0.02V s−1. Because of the great overlap between peaks, the half-wave po-
tential could not be determined for the P3HT film and the oxidation onset in the anodic
sweep was taken to represent the ionization energy IE of P3HT. All redox potentials were
measured against Fc/Fc+ internal standard which, for broader comparability with litera-
ture values, was estimated as the commonly used −5.1 eV versus vacuum energy [75]. This
number was chosen for best agreement of our value for the IE of P3HT with its HOMO-
DOS onset as determined by Bässler et al. through ER-EIS (the publication provided the
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Gaussian distribution center E0 = −5.21 eV and standard deviation σ = 0.06 eV while ap-
plying the onset definition of E0 +2σ = −5.02 eV) [64]. Note that EA and IE values in our
work are given as positive numbers for the sake of clarity by associating higher EA with
higher dopant strength.

4.2.6 Density of States (DOS) Calculations

For the modeling of the occupation of the DOS in mixed host-dopant systems, we
closely followed the method introduced in [62] and also detailed in [6, 33, 34, 63]. The
molecular volume densities were taken from single-crystal structures: 4.0, 3.8, 3.9,
and 3.7×1021 cm−3 for TCNQ [188], FTCNQ [189], F2TCNQ [190], and F4TCNQ [191],
respectively, as well as 4.1×1021 cm−3 for P3HT [174]. The energy distribution of the
HOMO and LUMO levels of each compound were assumed to follow a Gaussian distri-
bution [62, 64, 107, 185] described by the position of its center and of σ , the standard
deviation, equal to half the FWHM. Our experimental IE and EA values, as determined
by CV, served as the distribution onsets of the host HOMO and the dopant LUMO,
respectively, in the pristine materials, i.e. IE (EA) lie higher (lower) than the center by
twice the standard deviationσ .

For pristine P3HT, σ values between 0.06 and 0.07 eV have been reported [64, 185,
186], notably, with themost recent study placing σ to the lowest value of σpristine =0.06 eV
[64]. No such study exists for the other materials in our study, however, the same work
by Bässler et al. which yields σpristine for P3HT, provides σ values for other OSCs as
well. They report the smallest value for the polyphenylene MeLPPP with 0.05 eV and
the largest one for the fullerene derivative PC60BM with 0.10 eV [64]. While MeLPPP is a
polymer, it yields the lowest value reported by the authors; we therefore assume 0.05 eV
as well for the FxTCNQ series since it can be expected that small molecules incur only
limited geometrical disorder due to their rigid structure as compared to a polymer such
as P3HT, which can undergo a plethora of conformational changes [192] and where ge-
ometrical disorder is a leading cause of DOS broadening; note that a greater diversity
of conformations also affects the supramolecular structure, which presumably leads to a
greater diversity of local polarization energies as well, broadening the DOS. This is also
the very reason for keeping σ fixed for the dopants in our calculations and for exclu-
sively investigating the broadening of the host HOMO-DOS. We stress that this approach
is different to related works where charge separation was studied between both small-
molecule dopants and hosts [193, 194].

While we eventually find the occupancy of the dopant HOMO-DOS and host LUMO-
DOS to be negligibly small (see figure C.10), these levels were still taken into account
in our modeling, again, assuming σ = 0.05eV except for P3HT. We used IE = 9.50 and
8.30 eV for TCNQ [195] and F4TCNQ [196], respectively. The values for FTCNQ and
F2TCNQwere estimated by subtracting from our CV-derived EA of FTCNQ and F2TCNQ
the average energy gap between our recorded EA and the reported IE of TCNQ and
F4TCNQ. For the P3HT LUMO-DOS we followed the findings of [64] which already pro-
vided σ for the HOMO-DOS, i.e. EA = 2.50 eV with σ = 0.17 eV.

Having the Gaussian DOS defined, it was then imposed that the system be neutral.
The occupancy of each energy level as well as the Fermi level were found self-consistently.
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States were filled up to the Fermi level which was initialized at the midpoint between the
host and dopant frontier energy levels; then the calculated charge density was used to
solve the Poisson equation. The latter was done using a finite difference method (vari-
able grid; second order, central-difference scheme; mixed Dirichlet and von-Neumann
boundary conditions). The calculated potential was used to shift the Fermi level; a new
charge density was generated from the updated Fermi level and then used for a new so-
lution of the Poisson equation. These iterations were repeated until the change between
iterations was less than one elementary charge per layer and meter squared. To explore
the role of the host DOS broadening as a function of the dopant and its concentration χ,
these calculations were repeated for all systems using σ values for the host ranging from
0.05 to 0.50 eV while keeping the center of the distribution fixed. For the dopant, the
width of the DOS was held constant at a value of 0.05 eV, thus, essentially assuming all
the broadening to occur in the host DOS. For all systems, calculations were done for χ
from 0.001% to 50%.

4.2.7 Molecular Dipole and Quadrupole Moments DFT Calculation

Molecular structures for the TCNQs in their neutral form and in their radical anionic
form were optimized using the ωB97X-D functional [197] with 6-31+g(d,p) as the basis
set. The ground state nature of the optimized molecules was verified via the absence
of negative vibrational frequencies. These calculations were carried out in the Gaussian
computational package (version 09 revision E.01) [198]. The wave functions were ex-
ported to calculate the molecular dipole and quadrupole moments analytically using the
software Multiwfn [199].

4.2.8 Free Open-Source Software (FOSS)

For experimental data analysis and general figure creation, the following free/libre open
source software released under the GNU General Public License (GPL) and other free-
software licenses was employed. GIDvis (GPL v3.0; https://www.if.tugraz.at/amd/
GIDVis/) was used for general GIXRD data analysis [179]. GIXRD cake slice-integrated
intensity and FTIR fitting was done in Fityk (GPL v2.0; https://fityk.nieto.pl)
[200]. Further data analysis and plotting was done in SciDAVis (GPL v2.0; http:

//scidavis.sourceforge.net/index.html) and Matplotlib for Python (under various
BSD-compatible licenses; https://matplotlib.org) [201]. Figures were fine-tuned
for publication using Inkscape (GPL v2.0; https://inkscape.org) and the Gnu Image
Manipulation Program (GIMP; GPL v3.0; https://gimp.org).

4.3 Results

4.3.1 Optical Absorption Spectroscopy

A first idea of the host-dopant interactions at work can be inferred from optical ab-
sorption features in figure 4.2 which shows pristine and doped P3HT-FxTCNQ film
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Figure 4.2: UV-vis/NIR data merged with FTIR thin-film absorbance spectra of P3HT
doped with FxTCNQ (x=0,1,2,4) at increasing dopant molar ratios χ as well as those
of the corresponding pure compounds. The gray box shows the four times magnified
NIR region of the 1% TCNQ spectrum, highlighting the CPX peaks; sharp peaks below
0.5 eV are due to vibrational transitions in the mid infrared. All P3HT-containing spectra
are normalized to the P3HT main absorption maximum centered around 2.4 eV; spectra
of the pure dopants are scaled for the sake of clarity. Note that the FTIR data below
0.5 eV should only be regarded as a qualitative addition to the UV-vis/NIR data due to
the differences between the two experiments that are explained in section 3.2.3.

absorbance spectra from UV-vis/NIR merged with the respective FTIR data. The funda-
mental absorption of pure P3HT has its onset at 1.95 eV which defines the optical gap.
In the sub-gap region, distinct IPA features emerge in the spectrum for 1% F4TCNQ-
doping, namely, two broad absorption bands around 0.5 and 1.6 eV stemming from the
P3HT positive polaron (yellow shaded areas in figure 4.2) [34, 124–126], and two promi-
nent features from the F4TCNQ radical anion at 1.45 and 1.63 eV [33, 34, 39, 122–124].
Another peak at 3.0 eV also is due to the F4TCNQ radical anion [34, 122], but cannot
be regarded as a strong IPA indicator for its overlap with the fundamental transition of
neutral F4TCNQ. These radical anion related features gain in magnitude with increasing
F4TCNQ concentration, however, decrease again for 17%. Analogue IPA indicators simi-
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lar to those in P3HT-F4TCNQ are also seen for F2TCNQ and FTCNQ, however, reduced
to a small radical anion peak at 1.44 eV for χ = 9% and absent for 17%. In the range of
1%–5% where they appear prominently, these features show a trend of being weaker for
dopants of lower EA [34]. Further, they are completely absent for doping with TCNQ,
where the radical anion related absorption would be expected at 1.45 eV [123].

On the one hand, our 17% F4TCNQ spectrum is similar to that of P3HT sequen-
tially doped with F4TCNQ in chloroform as investigated by Stanfield et al. [57] who con-
firmed the presence of IPA formation alongside CPX in their sample. The pure-CPX
P3HT-F4TCNQ system isolated by Jacobs et al. [39] shows a red-shifted main P3HT ab-
sorption, which we also observe along a decrease in IPA features, as well as two broad
CPX-assigned peaks at 0.66 & 1.15 eV, which are likely masked by the prominent po-
laron peaks in our data. For both F2TCNQ and FTCNQ, however, these CPX indicators
are dominant at χ = 9% and make up the only sub-gap transitions for the 17% films.
Likewise, they are the only sub-gap bands observed for all TCNQ concentrations, clearly
rising in intensity with the dopant loading. These CPX peaks are observed at very similar
energies for the different dopants (centered at 0.82 and 1.31 eV for F2TCNQ, 0.86 and
1.31 eV for FTCNQ, 0.87 and 1.28 eV for TCNQ; see vertical dashed lines in figure 4.2).
The blue-shift of the lower energy peak with decreasing dopant EA is in line with pre-
vious work on quarterthiophene (4T) for the same dopant series (4T-FxTCNQ: 0.8, 1.0,
1.1, 1.2 eV for x=4, 2, 1, 0, respectively) and stems from the larger energy offset between
the hybridizing orbitals, i.e. the HOMO of 4T and the LUMO of the weaker dopants [34].
Then, the overall higher energies with 4T versus P3HT are explained as these transitions
occur at lower energy for oligothiophenes of larger conjugation length (F4TCNQ-doped
hexylated oligothiophenes: 0.9, 0.7, 0.7, 0.6 eV for 4, 6, 8, 10 repeat units, respectively
[4]) as their IE scales inversely with the number of the thiophene repeat units [143].

On the other hand, our 17% F4TCNQ spectrum also compares to that reported by
Tsokkou et al. [130] by drop-casting from common solution (but using chlorobenzene as
solvent). They used an advanced deconvolution technique in combination with spectra
of electrochemically doped P3HT to ascribe a broad peak at 0.92 eV to the formation of
bipolarons. We do not observe any such indication of bipolaron formation for F2TCNQ,
FTCNQ, or TCNQ, which is not surprising as even F4TCNQ has been long viewed as in-
capable of producing (measurable) amounts of bipolarons, restricting this phenomenon
rather to stronger dopants or electrochemical doping [129–132]. For our 17% F4TCNQ
spectra we find that the absorbance is less attenuated between the polaron peaks, as com-
pared to the lower dopant concentrations (see also figure C.1), but no new distinct fea-
tures can be made out. We recall that the CPX peaks are expected at 0.66 & 1.15 eV [39]
and could be held for this additional absorbance, but also a possible bipolaron related
contribution at 0.92 eV [130] would be situated directly between the polaronic transition
energies and explain this absorbance. Another sign of bipolaron formation—rarely ob-
servable due to the often limited experimental spectral ranges—would be a peak around
0.35 eV (inferred from electrochemical doping [131] and computational analysis thereof
[202]), which again would largely coincide with the broad low-energy polaron peak. We
note, however, that the latter slightly shifts towards lower energy with increasing dopant
loading which would indeed be in line with an additional bipolaron contribution. How-
ever, a bathochromic (hypsochromic) shift in the low-energy polaron peak has also been
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attributed to an increase (decrease) in the polaron coherence length [58, 203, 204], which
we cannot assess from our present data, overall making an assignment of bipolaron fea-
tures too speculative for our data.

4.3.2 Vibrational Absorption Spectroscopy

Complementing optical absorption, insights into the charged state of FxTCNQs are com-
monly extracted from their vibrational modes, where an empirical relation between the
degree of charge transfer and the shift of certain peaks was proposed [4, 33, 34, 36, 39, 49,
51–58]. While the b2u ring C=C stretching mode (occurring around 1600 cm−1 for pris-
tine F4TCNQ and at lower values for lesser fluorination [54, 205]; figure C.5) had been
proposed as a highly reliable probe for the degree of charge transfer already decades ago
[53], the b1u C≡N stretching mode (around 2200 cm−1) has been commonly employed for
that purpose [4, 33, 34, 36, 39, 49, 55–58]. This is likely because it is typically not masked
by vibrational bands of common OSCs such as oligo- and polythiophenes [146, 147] (see
‘0%’ spectra in figure 4.3).

Figure 4.3 shows the FTIR spectra in the region of the C≡N modes for the pristine
materials alongside F4TCNQ-, F2TCNQ-, FTCNQ-, and TCNQ-doped P3HT (ring C=C
stretching modes in figure C.5); it further includes spectra of the same samples after one
week of aging (see section 4.2 for details) to assess possible degradation on the timescale
of experiments that could not be done under inert atmosphere (discussion in appendix A).
Peak positions reported for the C≡Nmodes of the neutral dopant (ν0) and the dopant rad-
ical anions (ν1) are ν0 = 2227cm−1 and ν1 = 2194cm−1 for F4TCNQ [53], ν0 = 2227cm−1

and ν1 = 2183cm−1 for TCNQ [51], and ν0 = 2231 and 2224 cm−1 for F2TCNQ and
FTCNQ, respectively [34]; as the F4TCNQ and TCNQ ν0-positions coincide and show
a comparable shift upon ionization, we assume the ν1 values to be similarly shifted from
ν0 for both FTCNQ and F2TCNQ.

In good agreement with the ν0 values, we find the neutral dopant peaks (dotted
vertical lines in figure 4.3) at 2226, 2231, 2223, and 2225 cm−1 in the 100% spectra
of F4TCNQ, F2TCNQ, FTCNQ, and TCNQ, respectively. Notably, these peaks are also
present in 17% F2TCNQ and FTCNQ which indicates overdoping, i.e. the limit of how
many dopants can undergo charge-transfer interactions with P3HT is exceeded; the same
is potentially true for 17% TCNQ as well, however, the peak cannot be resolved unam-
biguously as it is masked by the neighboring CPX peak (see figure C.4). While the ring
C=C modes are not as easily interpreted as the C≡N modes due to the presence of P3HT
features in the spectral vicinity, our data is exceptionally clear on the 17% F4TCNQ sam-
ple. Most remarkably, although taken from the very same FTIR spectrum, the ring C=C
stretching in 17% F4TCNQ provides a clear peak for the neutral dopant (1597 cm−1 in
figure C.5; cf. [53, 145, 205]) while the charge neutral C≡N modes are not observed.

Regarding the indicators for IPA (marked by vertical solid lines in figure 4.3), no ν1
peak is seen with TCNQ-doping. In contrast, 1% F4TCNQ-, F2TCNQ-, and FTCNQ-
doped films show ν1 at 2192 (ν1A), 2184, and 2181 cm−1, respectively, which shift to 2185
(ν1B), 2178, and 2179 cm−1 for χ = 9%; ν1A and ν1B are labelled for a later discussion (vide
infra). The ν1 position for 17% is not considered in the analysis for ν1B because it only
appears as a shoulder to other peaks. Such a weak appearance, again, is quite astonishing
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Figure 4.3: FTIR thin-film absorbance spectra of P3HT doped with FxTCNQ (x=0,1,2,4)
at increasing dopant molar ratios χ as well as those of the corresponding pure compounds
(in the region of the dopant C≡N stretching modes). Solid-line spectra were recorded
under inert N2 atmosphere and faded dashed-line spectra stem from the same samples
after one week of aging and 1h of full exposure to ambient conditions (see section 4.2 and
a discussion in appendix A); peak positions compared in the text are marked by vertical
lines. All spectra recorded for doped films are normalized to their respective absorption
maxima. The pure-P3HT spectra (0%) are magnified by the same factor as the spectrum
of the 1% doped film; the raw data are given in figure C.3.

for F4TCNQ since both optical absorption and the ring modes (1530 and 1500 cm−1 in
figure C.5) speak for a stronger presence of the radical anion at that dopant loading.

Additional peaks νCPX (dashed vertical lines) can be observed in-between our so-far
assigned ν0 and ν1 values. F2TCNQ-, FTCNQ-, and TCNQ-doping yield νCPX at 2208,
2209, and 2216 cm−1 for χ = 1% which shift with increasing dopant loading towards
2214, 2215, and 2219 cm−1 for 17%, respectively. For F4TCNQ we find νCPX = 2202cm−1

for 9% and 2207 cm−1 for 17% which are in good agreement with literature values on
CPX formation in P3HT-F4TCNQ [39, 49, 55–58, 60], most importantly, with the work
by Jacobs et al. [39] where optical absorption data showed virtually no IPA features. The
correlation of νCPX with the CPX features of our optical absorption spectra is trivial for
TCNQ. It is also safe to assume all our other νCPX values to stem from CPX formation
since their presence rises with χ like the CPX optical absorption features, and because
their position in-between the ν0 and ν1 values suggests fractional charge transfer [51, 52].
Nevertheless, we would like to highlight the nontriviality of the latter assessment as, e.g.
ν1 for F4TCNQ had also been found at higher wavenumbers, mostly depending on its
cationic partner species [53, 54].
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Overall, our combined optical and vibrational data are generally in line with previous
reports indicating that higher F4TCNQ content in P3HT films favors the formation of
CPX over IPA beyond a threshold in dopant concentration [39, 49] and shows the same
to be true for F2TCNQ and FTCNQ.

4.3.3 Grazing-Incidence X-Ray Diffraction (GIXRD)

To gain insight into the differences in crystal structure between IPA, CPX, and mixed
IPA/CPX systems we collected GIXRD data on both doped and pure P3HT films. Con-
sidering the semi-crystalline nature of P3HT, it must be kept in mind that while the
spectroscopic methods above probe the whole sample, both amorphous and crystalline
regions, GIXRD provides information exclusively on the latter. We find the pure P3HT
films to be in a preferential edge-on orientation where the out-of-plane features repre-
sent the (h00) lattice planes (reciprocal space maps in figures C.8 and C.7), which is a
common finding for such films [206]. This feature corresponds to the lamellar stack-
ing direction and translates into a lattice spacing of d100 = 16.5 Å. The present in-plane
feature is assigned to the (020) π − π interchain stacking with d020 = 3.83 Å (with two
P3HT chains in the unit cell [174], ‘d020’ effectively describes half the unit cell in [010]
direction, here). This is also in line with similarly processed P3HT films in literature
[2, 34, 39, 49, 56, 57, 141, 207] and representative of the so-called type-I structure with
the stacked polymer backbones tilted by approximately 26◦ toward the crystallographic
b-axis, notably, without side-chain intercalation [174, 208].

For enhanced comparability between the doping cases, a select range of cake slice-
integrated intensities in the vicinity of the qz (out-of-plane) and qxy (in-plane) axis in
figure C.8 are depicted in figures 4.4(a) and (b), respectively. Upon doping with F4TCNQ
we observe d100 to increase gradually with χ to a value of 18.5 Å for 5%. From there
it again decreases to 17.0 Å at 17% where the corresponding peak is joined by a very
strong shoulder yielding 14.2 Å. In turn, d020 gradually decreases with χ to 3.43 Å for
17%. The smaller d values for χ = 17%, i.e. d100 = 14.2Å paired with d020 = 3.43Å, can
be assigned to a crystalline CPX phase and are well in line with the 17% F4TCNQ-doped
P3HT sample reported by Jacobs et al. [39] which exclusively showed CPX, as well as the
prominent presence of νCPX in our FTIR data at this dopant loading. The according (020)
peak for 17% F4TCNQ and that of pure P3HT are remarkably sharper, with a FWHM
smaller by about 30% than that of the 1%-9% cases. It is therefore likely that the decrease
in d020 from 9% to 17% is not a continuous trend but the leap to another polymorph of
higher crystalline quality. Indeed, a smaller d020 is also expected resulting from a reduced
backbone tilt in a non-mixed π−π stack of P3HT backbones as a consequence of dopant
radical anions residing in the hexyl chain region; the latter being commonly indicated by
the increased d100 [2, 36, 56, 58, 138–142] which we also observe for χ = 1%− 9%, again
in line with our spectroscopic data showing dominant IPA representation.

For 5%-17% F4TCNQ an additional peak appears corresponding to a lattice spacing
of 3.88 Å. This peak is small and consistent for all three χ values, but it showed increased
relative intensity for higher dopant content in recent studies [49, 207]. As discussed in
detail in section 4.4.1, we assign this peak to d020 of P3HT regions that did not include
any dopant molecules during their growth.
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Figure 4.4: GIXRD intensities from integrated cake slices in the vicinity of the (a) qz and
(b) qxy axis from reciprocal-space maps in figure C.8 on films of pure P3HT as well as
doped with FxTCNQ (x=0,1,2,4) at increasing dopant molar ratios χ; focused on the (a)
(100) and (b) (020) peaks; dashed vertical lines serve as a guide to the eye, indicating the
pure-P3HT peak; pure TCNQ and FTCNQ features are indicated according to [209] and
[189], respectively.

As with F4TCNQ, also in our F2TCNQ- and FTCNQ-doped samples we see a gradual
increase in d100 with χ, now, to 17.8 and 17.5 Å for 5%where its peak is joined by a shoul-
der indicating 14.1 and 15.3 Å, respectively. This shoulder then becomes the only ob-
served peak for 9% and 17% FTCNQ as well as 9% F2TCNQ; for 17% F2TCNQ it is again
accompanied by a small shoulder corresponding to 17.8 Å. The d020 values are found
to decrease with increasing χ from 3.83 Å (pristine P3HT) to 3.65 Å (5% F2TCNQ) and
3.68 Å (5% FTCNQ), where a prominent shoulder appears for 3.46 and 3.47 Å, respec-
tively. For 9% and 17% F2TCNQ this shoulder turns into the only peak, but for FTCNQ
it is still accompanied by a feature corresponding to a spacing of 3.59 Å. In general, we can
assign the (100) features yielding 17.5 to 17.8 Å to IPA formation as theymirror rather IPA

59



than CPX occurrence according to the FTIR results (C≡N stretching modes), especially,
the disappearance and return of the IPA peak at 9% and 17% F2TCNQ, respectively; com-
plementarily, the features yielding 14.1 to 15.3 Å can be associated with CPX formation.
The gradual increase in d020 with χ towards a value of ≈ 3.7 Å versus the sudden appear-
ance of a shoulder at ≈ 3.5 Å reminds of the association with crystalline IPA versus CPX
phases, respectively, suggested for our F4TCNQ-doped samples (vide supra). With these
assignments and considering their similarity in d values, it is sensible to assume that the
assignments of the IPA and CPX crystalline phases in F4TCNQ-doped P3HT are equally
applicable to the F2TCNQ and FTCNQ cases.

In our CPX-only system of P3HT-TCNQ, d100 and d020 gradually decrease up to 9%
to values of 15.1 and 3.60 Å, respectively, but then abruptly recover the values of pure
P3HT for 17%, where the (020) peak is found largely attenuated for ≥ 9%. The trend
up to 9% TCNQ matches that observed with the fluorinated dopants interpreted as the
emergence of a crystalline CPX phase, but with d values dependent on the dopant loading
and peak widths consistently larger than those of the pristine film, thus indicating less
order. We note that, in general, all our dopants show Bragg reflections of pure-dopant
crystals at 17% (best seen in the 2D reciprocal space maps, figures C.8 and C.7) which is
clear evidence for pure dopant precipitation.

4.3.4 Conductivity

In order to understand how the occurrence of IPA and CPX formation impacts the charge
transport in P3HT, we recorded the thin-film conductivity (figure 4.5(a), table C.1). For
increasing χ, a maximal rise in conductivity by over five orders of magnitude from pure
P3HT to χ = 9% F4TCNQ is observed. For the weaker dopants we observe maximal
increases of four and two orders of magnitude for 5% F2TCNQ and FTCNQ, respectively.
Notably, conductivity saturates for higher F4TCNQ content. Recalling the discussion
of our UV-vis/IR data (figures 4.2 and C.1) this can both be due to unfavorably high
bipolaron-to-polaron ratios [129, 210] and the increased CPX occurrence which reduces
the doping efficiency. For the other dopants, the trends are not so clear at higher χ since
their values decrease when increasing the dopant loading towards 9% F2TCNQ and 17%
FTCNQ. For TCNQ, the conductivity only decreases with increased dopant concentration
until 9% where it reaches an even one-order-of-magnitude lower value than that of pure
P3HT.

At 17%, F2TCNQ and TCNQ show significant conductivity increases over their 9%
data point. However, since the presence of neutral dopants is indicated by the 17% FTIR
spectra and the signature of pure dopant precipitation in the respective GIXRD data, the
corresponding conductivity values should be taken with caution because pure-dopant
domains can also contribute to the conduction in that low range of conductivity [188];
those films are, in fact, at the threshold between FxTCNQ-doped P3HT and ‘P3HT-doped
FxTCNQ’ and using the term ‘doping’ does not appear entirely justified anymore. Note
that, while highly reproducible up to 9% dopant loading, at 17% we found conductivity
values to become less reliable for nominally identical preparation parameters, e.g. we
once observed a further, though slight, decrease for 17% TCNQ over its 9% data point,
which points to a subtle dependency of the film morphology on parameters beyond the
control of our experimental setup in highly doped systems.

60



F2TCNQ

FTCNQ

TCNQ

 

C
on

du
c�

vi
ty

  (
S·

cm
−1

)

10−7

10−6

10−5

10−4

10−3

10−2

10−1

100

101

Dopant molar ra�o χ (%)
0 5 10 15

F4TCNQ
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With this in mind, in terms of both dopant strength and concentration, stronger IPA
signals in our spectroscopic data clearly correlate with an increase in conductivity while
more prevalent CPX formation is detrimental to it, yielding a saturation in conductivity
with F4TCNQ and even (relative) decreases with the weaker dopants.

4.3.5 Cyclic Voltammetry (CV)

To further investigate the IPA and CPX occurrence in P3HT for the TCNQ derivatives,
we investigated their EA values in relation to the host IE. To this end, we employed CV-
derived redox potentials VHOMO

redox and V LUMO
redox of host and dopant as a proxy for IE and EA,

respectively (see section 4.2 for conversion between Vredox versus ferrocene/ferrocenium
(Fc/Fc+) and EA/IE values versus vacuum energy). A recent publication by Wegner et
al. [48] found the Vredox values derived from CV to be more reliable for predicting IPA
formation than IE and EA obtained from UPS and inverse photoelectron spectroscopy
(IPES), respectively. They saw the greatest agreement in solution and argued that, while
UPS and IPES are subject to the collective electrostatic properties of the sample, the
charge transfer between analyte and electrode/electrolyte in CV occurs on the molec-
ular level, similar to the doping process. For the solid state, the authors observed that the
percentage of ionized dopants was systematically larger than in solution and, thus, de-
viated from the prediction based on CV data, but it remained still superior to UPS/IPES
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derived values. This might seem counter-intuitive as the latter are solid-state techniques,
in contrast to CV done in solution, however, their pronounced surface-sensitivity and
the orientation dependence of these values [79] together with final-state effects [80] can
provide a large spread in these values. In contrast, Sweetnam et al. [76] argued that, if
the analyte is deposited as a thin film on the working electrode, solid-state influences are
effectively probed by the migration of electrolyte into the film; more recently, electrolyte-
anion intercalation into the P3HT side-chain region had been shown [78], which once
more highlights the value of CV. For the present study, we performed CV on the dis-
solved dopants thus obtaining EA values largely based on a molecular level, combined
with CV performed on a P3HT thin film providing an IE value which does include solid-
state effects. Clearly, also this approach is only an approximation to the actual effects
experienced by each individual dopant molecule but, in our view, probably the most jus-
tified one.

We recently published the present data obtained for F4TCNQ, FTCNQ, TCNQ,
and P3HT in [6] and provide them for the reader’s convenience together with data
on F2TCNQ (corresponding voltammograms in figure C.9). On that basis, F4TCNQ,
F2TCNQ, FTCNQ, and TCNQ exhibit an EA (V LUMO

redox versus Fc/Fc+) of 5.31 eV (0.21V),
5.01 eV (−0.09V), 4.97 eV (−0.13V), and 4.91 eV (−0.19V), respectively; our pristine
P3HT film on ITO shows an IE (VHOMO

redox ) of 5.21 eV (0.11V). Within the error margin
expected for energy levels derived from CV (±0.1V) [75], our data is in very good agree-
ment with literature values of both the dopants [48] and P3HT [76], where Fc/Fc+ was
employed as a reference standard as well. The corresponding IPES derived EA values of
TCNQ, FTCNQ, F2TCNQ, and F4TCNQ in literature are 4.23, 4.55, 4.59, and 5.08 eV,
respectively [47], while UPS yields 4.8 eV for the IE of P3HT [148]. We note that all
CV-derived values hinge on the the IE of Fc and because there is no conclusive consensus
on the potential of the Fc/Fc+ redox pair versus vacuum [75]; using 4.8 instead of 5.1 eV
for the IE of Fc would bring above IPES values into good agreement with our CV-derived
ones. For P3HT good agreement is also maintained by employing the linear correlation
between VHOMO

redox from CV and IE from UPS as formulated by D’Andrade et al. [211].
Notably, while the fact that FTCNQ and F2TCNQ are very close in EA in our dataset is
well reflected in the IPES data of [47], the EA of TCNQ is significantly lower in the latter,
which might result from orientation effects common to UPS/IPES relevant for ordered
molecular assemblies [79, 212, 213].

4.3.6 Density of States (DOS) Calculations

Based on our CV data, only the EA of F4TCNQ would exceed the IE of P3HT and, thus,
allow for IPA formation. However, there is no doubt from our spectroscopic data that
integer charge transfer occurs with F2TCNQ and FTCNQ as well. In a recent study [6],
we followed the idea that this is due to a broadening of the host HOMO-DOS as a result
of doping-induced disorder [214] and performed semi-classical modeling to assess how
IPA formation can be triggered by disorder, leading to greater variance in polarization
energy and polymer conjugation length [107]. Our calculations were based on the com-
mon assumption that both the HOMO and LUMODOS are well-represented by Gaussian
distributions [62, 64, 107, 185]; for further details see section 4.2. We focused on the

62



(eV)

Io
ni

ze
d 

do
pa

nt
s 

p c
al

c (
%

)

D
op

an
t 

m
ol

ar
 r

a�
o 
χ 

(%
)

Figure 4.6: Ionized dopant percentage pcalc as calculated for increasing P3HT Gaussian
HOMO-DOS width (standard deviation) σ for doping with FxTCNQ (x=0,1,2,4) with in-
creasing dopant molar ratios χ. Vertical dashed lines mark σ = 0.06 eV, the experimen-
tally obtained value for pristine P3HT [64].

low-doping regime only and investigated P3HT doped with 2% F4TCNQ, FTCNQ, and
TCNQ. Here, we now provide more comprehensive and systematic data by modeling all
experimentally studied cases of the previous sections, that is, 1%, 2%, 5%, 9%, and 17%
F4TCNQ-, F2TCNQ-, FTCNQ-, and TCNQ-doped P3HT. F2TCNQ, FTCNQ, and TCNQ
with their gradual decrease in EA, lying just 0.2-0.3 eV below the IE of P3HT, appear
ideally-suited to probe the extent of Gaussian HOMO-DOS tailing of P3HT in the doping
process.

All calculated percentages of ionized dopants pcalc resulting from our modeling are
visualized in figure 4.6; colors represent pcalc. Within the range of our experimental
data, our modeling clearly highlights three trends that lead to higher pcalc: (i)increased
host HOMO-DOS σ (less order), (ii) lower χ (fewer dopants) for (iii) higher dopant EA
(stronger dopants).

We then investigate pCN, the ionized dopant percentage estimated from FTIR deduced
from the area of the main C≡N stretching mode peak of the dopant anion relative to that
of the CPX and/or neutral main peaks (if present). Table 4.1 lists the σ values for which
pcalc ≈ pCN; σ = 0.06 eV is the value for pristine P3HT, as recently determined experi-
mentally [64] (dashed line in figure 4.6). The highest value, σ = 0.23 eV, is obtained for
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Table 4.1: Dopant ionization percentage pCN as estimated from the relative fitted area of
the radical anion main C≡N stretching-mode versus the CPX and neutral peaks in FTIR
(figure 4.3), and P3HT HOMO-DOS Gaussian standard deviation σ as calculated to yield
that pCN; 0.06 eV is the experimentally obtained value for pristine P3HT [64].

F4TCNQ F2TCNQ FTCNQ TCNQ
χ pCN σ pCN σ pCN σ pCN σ

(%) (%) (eV) (%) (eV) (%) (eV) (%) (eV)
1 100 0.10 90 0.19 80 0.19 0 ≤0.06
2 100 0.11 80 0.20 88 0.23 0 ≤0.06
5 100 0.14 53 0.20 32 0.18 0 ≤0.06
9 88 0.11 0 <0.06 14 0.15 0 ≤0.06

17 32 <0.06 2 0.08 9 0.15 0 ≤0.06

Table 4.2: P3HT HOMO-DOS Gaussian standard deviation σ calculated for the threshold
to IPA nucleation as recently modeled [184]. It is represented here by the ionized dopant
molar ratio χIPA ≈ 0.1%, excluding non-ionized dopants from the total dopant molar ratio
χ; 0.06 eV is the experimentally obtained value for pristine P3HT [64].

χ (%) σ (eV) for χIPA ≈ 0.1%
F4TCNQ F2TCNQ FTCNQ TCNQ

1 <0.06 0.08 0.10 0.12
2 <0.06 0.07 0.09 0.11
5 <0.06 0.06 0.08 0.10
9 <0.06 <0.06 0.07 0.09

17 <0.06 <0.06 0.06 0.09

2% FTCNQ which is comparable to the 0.26 eV suggested in previous studies on molec-
ular doping [193, 194]. Note that, while the high-pCN samples of 1%-2% F2TCNQ and
FTCNQ content yield about twice the σ value of the respective F4TCNQ samples, one
must keep in mind that pcalc is calculated with the minimum σ required, thus, all three
fluorinated dopants might well induce similar amounts of DOS broadening. Generally,
we can say that σ must increase significantly over its pristine-P3HT value to explain the
experimentally found pCN for F4TCNQ-, F2TCNQ-, and FTCNQ-doped P3HT, with only
few exceptions (17% F4TCNQ, 9% F2TCNQ). Thus, broadening of the P3HT HOMO-
DOS up to a factor of three upon doping emerges as a natural explanation for this finding
in order to rationalize the observed pCN values (see section 4.4.3 below).

In our previous study [6] we hypothesized that an initially small percentage of IPA
content causes σ broadening and, subsequently, ionization of further dopants. In the
same vein, we also consider the nucleation effect for IPA formation at its threshold-
concentration χIPA ≈ 0.1% (excluding non-ionized dopants from the total dopant mo-
lar ratio χ), as postulated in the aforementioned study by Wu et al. [184]. As χIPA re-
gards only ionized dopants versus P3HT, it best corresponds to our data when we only
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consider the ionized portion at the dopant molar ratio χ, which we can calculate since the
respective pcalc values provide us with the fraction of ionized dopants:

χIPA = pcalc

( pcalc
100%

+
100%
χ
− 1

)−1
. (4.1)

σ data points where the χIPA ≈ 0.1% threshold is reached, are listed in table 4.2. Most re-
markably, less broadening is needed for higher dopant loading, suggesting a higher prob-
ability for the crystalline IPA phase—a trend opposite to our experimental data which
shows increased CPX formation, instead.

4.4 Discussion

4.4.1 Interpretation of C≡N Stretching Modes

Due to the exposed position of the C≡N bonds at the periphery of the dopants, their
vibrations are highly sensitive to the environment [2, 53, 54, 58–60]. This includes strong
influence of the countercharge location [54], of hydrogen transfer towards the dopant
[59, 60], and the vibrational Stark effect from varied degrees of polaron delocalization
[58]. Therefore, to deduce IPA, CPX, and neutral dopant content from the C≡N modes
despite the convolution of these various influences, correlations with other experimental
data such as optical absorption features must be taken into account.

In this light, we bring attention to our previous interpretation [2] of the gradual shift
of the F4TCNQ radical anion C≡N modes from ν1A = 2192 cm−1 for χ = 1% to ν1B =
2185 cm−1 for 9%. In that work, we assigned the GIXRD feature yielding d020 = 3.88 Å
(here, seen for 5%-17% F4TCNQ) to a crystalline IPA phase with a host-dopant mixed
stack and observed that its occurrence correlated with the ν1A peak in FTIR. However,
our present data shows no such correlation because of its weak, consistent appearance
independent from the dopant loading, which is in contrast to the concomitant reduction
we observe in ν1A. Further, forcing the dopant into backbone stacking by using a P3HT
derivative with branched-out hexyl substitutions was shown to exclusively result in CPX
formation [215] and the placement of the dopant next to a conjugated polymer backbone
instead of the alkyl-chain region has recently been shown to come with >0.5 eV penalty to
the effective dopant EA [69]. Subsequently, we rather consider that this lattice spacing lies
within the error margin of the pristine P3HT d020 and, therefore, is indicative of regions
that did not include dopant molecules during growth. As for the interpretation of the
C≡N modes, we follow the recent study by Stanfield et al. [57] ascribing the peak shift to
the vibrational Stark effect which the C≡N groups of the dopant are susceptible to; the
authors reported that the P3HT polaron delocalization must increase from 6 monomer
units, marked by the ν1A peak position in figure 4.3, to 7.5 monomer units, marked by
ν1B, hence, changing the electric field causing the Stark effect. However, we note that
Stanfield et al. based their view partially on the shift of the low-energy polaron peak
which, as discussed above, can not only be interpreted as a change in polaron coherence
but also be due to bipolaron formation. Therefore, it is conceivable that the latter is the
basis for this electric-field change and that ν1B is another hint of bipolaron formation.
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We also want to highlight here the discrepancy between the C≡N (figure 4.3) and the
ring C=C modes (figure C.5) in 17% F4TCNQ found in our data. The C≡N modes ex-
hibit only a small peak of the radical anion (ν1) and no peak of the neutral dopant (ν0),
in marked contrast to the ring C=C vibrations providing clear indication of the domi-
nance of IPA and of neutral dopants being present—the latter being supported by the
pure-dopant crystallite occurrence in our GIXRD data. This suggests that the oscillator
strengths are incomparable, likely, as different molecular environments impact the vibra-
tional modes [54]; this makes the magnitude of the CPX peak (νCPX) in the C≡N modes
potentially overestimate the CPX population in comparison to the ring C=C modes. This
discrepancy once more reminds us that the assignment of these IPA/CPX indicators and,
in particular, their use for quantifying the relative population of IPA versus CPX in a
given system must be handled with great prudence.

4.4.2 The Scope of our DOS Calculations

The potential over-representation of the CPX population by the C≡N stretching modes
(vide supra) entails that the derived percentages of ionized dopants pCN and, subse-
quently, the P3HT HOMO-DOS widths σ associated with them through our modeling,
must both be regarded as lower limits; e.g. we cannot exclude that TCNQ does induce σ
broadening as this cannot be captured by our data. For 9% F2TCNQ and 17% F4TCNQ,
pCN would be associated with a σ value well below the 0.06 eV that had been determined
experimentally for pristine P3HT [64]. Such an obvious underestimation of σ for these
cases of high CPX occurrence is likely due to the fact that no explicit driving force that
is intrinsic to CPX formation and counters IPA formation, is modeled in our approach.
Therefore, the host HOMO-DOS broadening as a driving force behind IPA formation will
be underestimated. An additional CPX driving force would be required to be modeled
such as the aforementioned work by Wu et al. [184], where they suggest the formation
of crystalline IPA and CPX phases being subject to nucleation effects and the overall
change in free energy, which however goes beyond the scope of our work. Consequently,
in our discussion of the drivers behind IPA and CPX formation, we essentially employ
the results of our DOS modeling only in IPA-rich cases and lean more firmly on our
experimental findings when significant CPX formation occurs.

On a different note, while our σ values in IPA-dominated cases align well with re-
cent studies focusing on charge transport [193, 194], we acknowledge that our approach
focusing on DOS modeling is agnostic of shifts in the effective IE/EA not directly re-
lated to the DOS per se. On the one hand, Li et al. [70] had recently calculated that
the EA of F4TCNQ is effectively reduced by up to 0.7 eV when placed into an electron-
donor host-matrix, exemplified by pentacene and N ,N ′-di(1-naphthyl)-N ,N ′-diphenyl-
(1,1′-biphenyl)-4,4′-diamine (known as NPB or NPD). On the other hand, a more re-
cent publication by Comin et al. [69] showed that F4TCNQ residing in the alkyl side-
chain region of poly(2,5-bis(3-tetradecylthiophen-2-yl)thieno[3,2-b]thiophene) (known
as PBTTT) effectively gains >0.5 eV in its EA as compared to a mixed π − π stack of
F4TCNQ with the polymer backbone. Therefore, as our GIXRD data indicates the dopant
radical anion residing in the hexyl-chain region, it is plausible to assume the latter effect
on EA to (partially) compensate for the former. We stress that we might import such
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effects into our model by using an IE value derived from CV on solid-state P3HT (vide
supra) while the anion (PF−6) of the electrolyte we employ here was found to be located
in the side-chain region [78], thus, emulating the environment of integer-charge transfer
between P3HT and the TCNQ derivatives.

4.4.3 Drivers of IPA Formation—FTCNQ versus TCNQ

It is remarkable that FTCNQ at low χ has a much higher ability to ionize P3HT compared
to TCNQ despite their EAs being only different by 0.1 eV. We already mentioned this ob-
servation in our previous study on the low doping regime [6] where we hypothesized
the reason could lie in the significantly higher molecular dipole moment of FTCNQ—as
the most obvious difference between the two dopants—which might drive disorder [216].
Through density functional theory (DFT) calculations, we found a molecular dipole mo-
mentQ = 0.908D for FTCNQ, while it is negligible in F4TCNQ and TCNQ (Q < 0.001D).
However, by now adding F2TCNQ in our present study which bears an equally small
Q < 0.001D, we learn that the molecular dipole moment must rather be regarded as
a negligible driver for the effect, based on the very similar EA and pCN compared to
FTCNQ. We further note that all the TCNQ derivatives employed feature only negligible
differences in their molecular quadrupole moments, largely ruling out this factor as well.
(See table C.2 for calculated molecular dipole and quadrupole moments.)

In the following, we discuss the nucleation effect for IPA formation, postulated by Wu
et al. [184], as a potential way to explain the differences between the doping phenomenol-
ogy of FTCNQ and TCNQ. When assigning a host HOMO-DOS width σ to the nucleation
threshold-concentration χIPA ≈ 0.1% of ionized dopants for each total dopant molar ratio
χ, we observe less broadening for higher χ, suggesting a higher probability for the oc-
currence of the crystalline IPA phase, all while our experimental data shows increased
CPX formation. This apparent discrepancy speaks, again, for an independent, competing
CPX-formation mechanism. With this in mind, we turn our focus to the χ = 2% cases as
they yield the strongest contrast in IPA occurrence between FTCNQ and TCNQ, all while
demanding the highest initial DOS broadening. While χIPA > 0.1% is readily obtained for
all F4TCNQ data points with the pristine-P3HT σ = 0.06 eV, the threshold would only
be reached with σ ≥ 0.07, 0.09, and 0.11 eV for F2TCNQ, FTCNQ, and TCNQ, respec-
tively. Again, observing virtually the same, high ionization percentage pCN for F2TCNQ
and FTCNQ while TCNQ only shows CPX formation, the nucleation effect does not seem
to demand too different conditions in the three cases. It can therefore not be considered
as the reason why IPA formation is possible with the EA of FTCNQ but not with that of
TCNQ, unless crystalline IPA-phase nucleation in P3HT substantially differs between the
TCNQ derivatives.

Subsequently, we resort to the other reasoning which we had put forward in our previ-
ous study [6], considering a self-amplifying effect where only a small difference in initially
ionized content with FTCNQ or F2TCNQ versus TCNQ would suffice to cross a threshold
toward causing effective host HOMO-DOS broadening, thus, enabling more ionization
and even further broadening. We note that this loop of broadening stops when further
disorder is associated with a sufficiently high energetic cost such that CPX formation be-
comes more favorable than IPA formation following disorder.
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4.4.4 Drivers of CPX Formation

Clearly, CPX formation cannot be handled as a mere fall-back mechanism when IPA for-
mation is energetically not viable but requires drivers of its own that compete with IPA-
favoring factors.

To begin with, the idea of preferential CPX formation in the amorphous phase of
P3HT due to its effectively higher IE detrimental to IPA formation [49] is supported by
the lack of GIXRD features related to the crystalline CPX phase at lower χ, while our
spectroscopic data clearly show CPX indicators. Note that, beyond the higher IE in amor-
phous phases, the intermolecular binding energies upon CPX formation are substantial
and represent an appreciable driving force for the preferential formation of such com-
plexes [38].

Regarding crystalline CPX phases, we again return to the computational study by
Wu et al. [184] which showed that, while crystalline IPA and CPX phases yield similar
changes in free energy, the IPA scenario profits from a nucleation threshold as low as 2-3
dopant radical anions among the simulated 1728 P3HT monomer units, i.e. χIPA ≈ 0.1%
to 0.2%. In turn, no CPX nucleation sites where seen even for the highest dopant load-
ing they investigated, which was 144 CPX-forming dopants, i.e. χCPX ≈ 8%. (Wu et al.
studied pure IPA and pure CPX systems, hence, χ in our mixed system is the convolu-
tion of χIPA, χCPX, and neutral dopant content.) Where the dopant EA is sufficiently high
for IPA formation, as it is the case for F4TCNQ, F2TCNQ, and FTCNQ, we can therefore
speculate that a nucleation effect for the crystalline CPX phase does still occur at high ra-
tios, because we observe a crystalline CPX portion for χ = 9% and 17%. Alternatively, we
can hypothesize that, in terms of enthalpy, a well-defined CPX polymorph only prevails
over the IPA phase for a certain stoichiometry, e.g. χ = 14.2% as reported by Jacobs et
al. [39]; hence, we are to see the GIXRD CPX feature for the fluorinated FxTCNQs only at
certain well-defined values instead of the gradual shift in the TCNQ case. For F2TCNQ,
the loss of IPA related features in spectroscopy for 9% would then indicate this ratio to
be close to such a stoichiometry, and any additional dopant loading to then form IPAs
(or stay neutral) as we increase χ to 17%. For TCNQ, in contrast, its low EA readily in-
hibits competition with IPA formation and, thus, makes CPX formation favorable even if
no specific stoichiometry is met, which allows observing intermediate crystalline phases
with changing d values between pure P3HT and a fully mixed crystal.

Finally, we take a look at the potential response of conductivity to these different
scenarios of CPX occurrence. In contrast to the absolute conductivity decrease we ob-
serve for our CPX-only system of P3HT-TCNQ, the conductivity was reported to increase
significantly for other CPX-only systems such as quarterthiophene (4T)-F4TCNQ [34],
which can probably be understood by the fact that conductivity is a convolution of car-
rier density and their mobility. For 4T-F4TCNQ, CPX crystallites (growing in co-crystal
structure with 4T) were found embedded into an equally crystalline 4T matrix, which
is potentially less detrimental to mobility as it is for the semi-crystalline P3HT system.
Further, the broader peaks in x-ray diffraction for the P3HT case, their gradual shift with
the TCNQ loading, and a loss of diffraction features at high χ (cf. figure 4.4(b)), all to-
gether indicate less order in the CPX phases themselves, in contrast to the 4T-F4TCNQ
case. In further contrast, although CPX-rich, F2TCNQ thin film conductivity is still three
orders of magnitude higher for 9% dopant loading than for pure P3HT; this could be ac-
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counted to the CPX polymorph that is subject to a certain host-dopant stoichiometry, as
we hypothesize.

4.5 Conclusion

To better understand conditions and mechanisms underlying IPA versus CPX formation
in molecularly doped OSCs, we analyzed the doping of P3HT with F4TCNQ, F2TCNQ,
FTCNQ, and TCNQ using optical and vibrational spectroscopy, x-ray diffraction, and
conductivity data to serve as the basis for semi-classical modeling of the DOS. Our study
shows that the ratio between IPA and CPX formation in P3HT yields higher IPA content
by using TCNQ derivatives of higher degree of fluorination and for lower dopant con-
centrations. As a result from our combined analysis we can state that beyond a certain
host-dopant stoichiometry, χ ≥ 9% for P3HT-FxTCNQ, crystalline CPX formation under-
going partial charge transfer can compete with integer charge transfer forming IPAs.

Juxtaposing the vast body of knowledge in literature to our own comprehensive data
obtained from various experimental techniques all applied to the same systems in one
study, we highlight challenges in providing consistent information on the occurrence of
the different dopant scenarios, that is, CPX or IPA formation. Our data suggests that
this is due to differences in oscillator strength between these scenarios and the respective
spectral regions studied, as well as the fact that amorphous and crystalline phases are not
equally probed by diffraction and spectroscopy. Especially FTIR stands out in that regard
since the C≡N stretchingmodes of the TCNQ derivatives—commonly utilized to quantify
the degree of charge transfer—appear to largely over-represent CPX formation, while the
ring C=C stretching modes—mostly neglected in pertinent literature—provide conclu-
sions that are more in line with the neutral and ionized dopant occurrence deduced from
optical spectroscopy and diffraction data. Thereby, our work strongly supports a number
of studies, recent and as far back as the 1980s, which highlight that interpretations of the
C≡N stretching modes are complex as the origins of their shift can go far beyond the sole
impact of charge transferred to the dopant.

We ultimately aimed to explore the energetics behind IPA formation in our experi-
mental data as competing mechanism to CPX formation, starting with a comparison of
host IE with dopant EA values as deduced from own CV results. We confirmed that
the pure materials’ EA and IE are no sufficient predictors for IPA formation alone, be-
cause it is well observed also for EA < IE. Going beyond our previous study assuming
doping-induced broadening of a Gaussian DOS for the P3HT host material in the low
doping regime [6] we applied semi-classical modeling that mimics the experimentally
found trends of increased IPA content with lower dopant loading and higher dopant EA.
Despite our caution in deducing the doping scenario via the C≡N stretching modes in
FTIR, we could estimate the IPA content such that conclusive results for the DOS width
emerged from our modeling. We found that for the EA < IE cases of P3HT doped with
F2TCNQ and FTCNQ, the host HOMO-DOS must broaden by about three to four times
the width recently reported for pristine P3HT [64].

Still, our approach could not conclusively explain why TCNQ forms a CPX-only sys-
tem with P3HT while FTCNQ can yield high percentages of ionization despite not having
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a significantly stronger EA. On the one hand, we hypothesize that this is due to a self-
amplifying effect where low initial ionization causes DOS broadening which supports
further ionization. Its activation threshold would need to lie between the EA values of
TCNQ and FTCNQ, explaining their stark difference regarding IPA formation. Alter-
natively, the current lack of explicit CPX modeling in our approach neglects potential
driving forces towards CPX formation that could suppress IPA formation for TCNQ, but
less so for FTCNQ. To explicitly include CPX formation, the spatial arrangement of host
and dopant as well as effects of the surrounding bulk must be included into the model-
ing, which requires information that cannot be deduced for intrinsically semi-crystalline
P3HT and goes beyond the scope of our current study [69, 184, 216–218].

The direction of future work naturally emerges from our present data. While the
crystalline IPA phase shows a variable lattice-spacing in the stacking direction which de-
creases with increased dopant loading, the crystalline CPX phase has an even smaller
spacing that appears to be impossible to be gradually reached, but is fixed and inde-
pendent of dopant concentration. Furthermore, that phase shows a significantly sharper
peak than the corresponding IPA feature, which indicates higher order. Identifying host
systems, polymeric and small molecular, where the mutual arrangement with the dopant
can be precisely resolved for both scenarios of IPA and CPX formation is therefore part
of our current dedication to this field.
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Chapter 5

Approaching the Integer-Charge
Transfer Regime in the Doping of
Oligothiophenes

5.1 Introduction

The previous chapter investigated poly(3-hexylthiophene-2,5-diyl) (P3HT) p-doped
with a series of ‘FxTCNQs’, i.e. 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquinodimethane
(F4TCNQ), 2,5-difluoro-7,7,8,8-tetracyanoquinodimethane (F2TCNQ), 2-fluoro-7,7,8,8-
tetracyanoquinodimethane (FTCNQ), and 7,7,8,8-tetracyanoquinodimethane (TCNQ). It
concluded that additional drivers behind the formation of ground-state charge-transfer
complexes (CPXs) over integer charge transfer must exist besides simply the ionization
energy IE of the organic semiconductor host and the electron affinity EA of the p-dopant
being not favorable to ion-pair (IPA) formation. The host molecule conjugation length
(cf. section 2.1) was suspected as a parameter that favors CPX formation below a cer-
tain limit, and investigated accordingly in one of our publications [4] by juxtaposing
P3HT with oligomer equivalents of increasing length and their response to doping with
F4TCNQ. This idea extends that put forward by Méndez et al. [34] who reported that the
F4TCNQ-doped oligomer α-quarterthiophene (4T) exclusively undergoes CPX formation
while the polymer P3HT exhibits IPA formation when doped with, e.g., FTCNQ despite
the IE-EA relation being similarly favorable in both cases. This led to the consideration
of an oligomer versus polymer regime where the conjugation length per se was decisive
for CPX versus IPA formation, respectively. While that assessment was done according
to IE/EA data derived from ultraviolet/inverse photoelectron spectroscopy (UPS/IPES),
Wegner et al. [48] found that energies derived from cyclic voltammetry (CV) are, in fact,
more suitable for IPA prediction (see section 4.3.5). Since they published their finding
around the time of our manuscript submission, their work was not considered in our
publication [4] but will be in the present chapter. In addition, data that could not be
acquired in a timely manner for publication, are analyzed in this chapter as well.

The present study employs a library of hexylated linear oligothiophenes labeled ‘hxT’
with x = 4, 6, 8, 10 thiophene units of which all but the central two units comprise a hexyl
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Figure 5.1: Skeletal structure of P3HT (left) in comparison to the hexylated oligothio-
phenes (right) discussed in this chapter. Compound shorthands follow the form ‘hxT’
with x = 2+2m, i.e. h4T, h6T, h8T, and h10T.

side-chain (see figure 5.1). Such an arrangement of thiophene rings with and without side
chains came as a result of finding the ideal, commercially available starting material for
hxT synthesis through decarboxylative cross-coupling. The latter was one of the main
topics of our publication [4] and part of the first author’s (Jiang Tian Liu) master’s the-
sis [219] (see Contribution of Authors); consequently, for the sake of conciseness in this
thesis, the present chapter is not manuscript-based like the previous one, but entirely re-
written providing a focus on the doping aspects of the study rather than on the synthesis
of hxT.

In that regard, the use of oligomers with increasing conjugation length provides ma-
terials of decreasing IE [143, 220] and can, therefore, be seen as a counter piece to the
previous chapter where dopant EA was increased with dopant fluorination. Further, the
well-defined molecular length of oligomers in contrast to polymers can be seen as benefi-
cial to reproducibility in device applications [65, 66, 68], where the materials are usually
in their solid state. While the present hxTs are viscously liquid at room temperature,
they can be seen as a proof-of-concept for future solid-state derivatives. Moreover, this
property mostly allows probing the local interaction between dopant and oligomer in
the absence of driving forces brought about by the tendency of the latter to form a cer-
tain crystal structure—with the exception of h10T where partial precipitation is observed
upon doping with F4TCNQ.

In this study, optical absorption spectroscopy in the ultraviolet to near-infrared range
(UV-vis/NIR, section 5.3.1) is used, first, to confirm increasing conjugation length with
oligomer length. Further, in tandem with FTIR (section 5.3.2), it allows to assess IPA
and CPX populations upon doping with F4TCNQ and, in the special case of h10T, with
F2TCNQ∗ as well. IE values of the hxT compounds are derived from CV∗ (section 5.3.3)
and put into perspective against conclusions drawn before [34] where UPS/IPES-based
values [34, 47, 113, 148, 221] had been employed, instead. In this study, exclusive CPX
formation is observed in all cases but for h10T-F4TCNQ, where additional IPA formation
occurs and potential reasons for this threshold in oligomer length are discussed.

∗These data were not included in the original publication [4].
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5.2 Experimental Methods

3,3′′′-dihexyl-2,2′:5′,2′′:5′′,2′′′-quarterthiophene (h4T, also known as isoDH-4T [83]),
3,3′′′′,3′′′′′,4′-tetrahexyl-2,2′:5′,2′′:5′′,2′′′:5′′′,2′′′′:5′′′′,2′′′′′-sexithiophene (h6T),
3,3′′′′′,3′′′′′′,3′′′′′′′,4′,4′′-hexahexyl-2,2′:5′,2′′:5′′,2′′′:5′′′,2′′′′:5′′′′,2′′′′′:5′′′′′,2′′′′′′:5′′′′′′,2′′′′′′′-
octithiophene (h8T), and 3,3′′′′′′,3′′′′′′′,3′′′′′′′′,3′′′′′′′′′,4′,4′′,4′′′-octahexyl-
2,2′:5′,2′′:5′′,2′′′:5′′′,2′′′′:5′′′′,2′′′′′:5′′′′′,2′′′′′′:5′′′′′′,2′′′′′′′:5′′′′′′′,2′′′′′′′′:5′′′′′′′′,2′′′′′′′′′-
decithiophene (h10T) were synthesized through decarboxylative cross-coupling reac-
tion (as the key transformation), characterized through 1H and 13C nuclear magnetic
resonance spectroscopy (NMR), and provided by Jiang Tian Liu; for details see [4] and
[219].

All samples were prepared and, if not specified otherwise, measured under inert N2
atmosphere in a glovebox (H2O <2ppm, O2 <6ppm). All samples involving P3HT are
the same as in chapter 4 and details are given in section 4.2. Anhydrous chloroform
(Sigma-Aldrich, amylenes as stabilizer, purity ≥99%) was used as the common solvent.
F4TCNQ and F2TCNQ were used as purchased from Tokyo Chemical Industry Co., Ltd.
(TCI; purity >98.0%). F4TCNQ was dissolved at a concentration of 3.6mM by stirring
and heating at 60◦C for >24 and <48h. F2TCNQ was dissolved at a concentration of
1.2mM through stirring on a heater at 60◦C for 1 h and left to cool at room temperature
for at least 1 h before further use. The change in protocol is a result of higher reliability
found with the latter during the measurements performed for the study discussed in
chapter 4 which, due to the time needed to produce further amounts of h10T, occurred
between the F4TCNQ and F2TCNQ doping series with hxT. Each oligothiophene species
was dissolved at a concentration of 3 g/l (20.0, 20.6, 21.7, 24.1mM for h10T, h8T, h6T,
h4T, respectively) directly prior to use; doped solutions were also mixed directly prior
to use. To facilitate structural comparison between doped systems with differently large
oligothiophenes, dopant molar ratios χ relate to the number of thiophene rings x per
dopant molecule rather than entire molecules, i.e. χ = (1+ x)−1, e.g. χ = 9%means a ratio
of one dopant per 10 P3HT repeat units (see also section 4.2), 1 h10T, 10/8 = 1.2 h8T,
10/6 = 1.7 h6T, or 10/4 = 2.5 h4T molecules.

20µl of the respective solution were drop-cast† onto 1 cm×1 cm quartz and Si (un-
doped, native oxide layer) for UV-vis/NIR and FTIR, respectively. No more than 10min
passed between deposition and measurement. UV-vis/NIR absorbance spectra were
recorded on an Agilent Technologies Cary 5000 Spectrophotometer while keeping the
samples under inert N2 atmosphere in custom-built sealed boxes with quartz windows
(see figure 3.2 top). Likewise, FTIR absorbance spectra were recorded on a Thermo Sci-
entific Nicolet 6700 using a liquid-nitrogen cooled mercury cadmium telluride detector
with the samples under inert N2 atmosphere in sealed, equally custom-made boxes with
KBr windows.

CV measurements follow the same protocol as outlined in section 4.2.5 with the dif-
ference of using a Pt-disk instead of a glassy carbon working electrode (as a result of
availability). Further, dichloromethane was used instead of acetonitrile for better solu-
bility in the solution CV setup where half-wave potentials between corresponding anodic

†No film at all could be produced through spin-coating.
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and cathodic peak potentials were used to represent the IE values of h10T, h8T, h6T, and
h4T. CV was done additionally with a drop-cast h10T film on indium tin oxide (ITO) as
the working electrode using an electrolyte solution of 0.1M tetrabutylammonium hexa-
fluorophosphate in acetonitrile and a scan rate of 0.1V s−1. In alignment with the P3HT
film analyzed in the previous chapter, the half-wave potential was not determined for the
h10T film and the oxidation onset in the anodic sweep was taken to represent its IE. In
further accordance with the previous chapter, all redox potentials Vredox were measured
against ferrocene/ferrocenium (Fc/Fc+) internal standard which, again, was estimated as
the commonly used −5.1V versus vacuum energy [75]. Likewise, EA and IE values are
again given as positive numbers for the sake of clarity by associating higher EA with
higher dopant strength.

Due to limited hxT compound availability, no measurements could be repeated.

5.3 Results and Discussion

5.3.1 Optical Absorption Spectroscopy

The top part of figure 5.2 shows the optical absorption spectra of pristine h4T, h6T, h8T,
h10T, and P3HT films. The energies of the fundamental transition—from the highest oc-
cupiedmolecular orbital in the ground state (HOMO) to the lowest unoccupiedmolecular
orbital in the ground state (LUMO)—decrease with increasing chain length [65, 82–85]
as identified by the low-energy absorption onsets. The latter values are plotted in the
top right of figure 5.2, exhibiting a 1/x dependency of the optical gap with the number
x of thiophene repeat units; a linear regression converges on 1.89 eV for x → ∞ which
fits the P3HT absorption onset within the error margin. This 1/x dependency indicates
that there are no significant differences in planarity between the hxTs [85], i.e. a break in
conjugation through chain-segment torsion or chemical defects (cf. section 2.1) is equally
(un)likely in all hxTs. In other words, the conjugation length increases linearly with the
oligomer backbone length.

In addition to their different positions, the main absorption peaks in the pristine hxT
spectra appear free of subfeatures, in contrast to that of pristine P3HT. The latter shows
hints of the vibronic substructure known to be more prominent the more a P3HT film
consists of crystalline phases [222–224]. The smoothness of the hxT spectra is therefore
likely a result of the aforementioned viscously liquid consistency of these compounds at
room temperature, producing a fully amorphous film.

At the bottom of figure 5.2 UV-vis/NIR merged with FTIR spectra of F4TCNQ- and
F2TCNQ-doped hxT films are compared with their P3HT counterparts at a dopant mo-
lar ratio χ = 9% versus thiophene-ring unit (see section 5.2). The F4TCNQ-doped h4T
spectrum is very similar to previously reported spectra of non-alkylated 4T doped with
F4TCNQ [34], showing a prominent peak at 0.89 eV in the fundamental gap of the pris-
tine material which can be assigned to the transition from the HOMO to the LUMO of
the CPX (cf. figure 2.7) that is formed between the oligothiophene and F4TCNQ; the vi-
bronic progression of this transition is known to result in the shoulder observed around
1.10 eV [34]. The according doped h6T and h8T spectra are, in turn, similar to h4T but

74



 

A
bs

or
ba

nc
e 

(a
rb

. u
ni

ts
)

Energy (eV)
4 3.5 3 2.5 2 1.5 1 0.5 0

Wavelength (µm)
101.00.5

h4T h10T P3HTh8Th6T

h4T

h10T
P3HT

h8T
h6T

 

A
bs

or
p�

on
 o

ns
et

 (e
V

)

1.8

2

2.2

2.4

2.6

2.8

1/x
0 0.1 0.2

h10T

P3HT

P3HT polaron

F4TCNQ radical anion

CPX

+ 9% F4CTNQ
+ 9% F4CTNQ
+ 9% F2CTNQ

+ 9% F2CTNQ

+ 9% F4CTNQ
+ 9% F4CTNQ
+ 9% F4CTNQ

AB

Figure 5.2: Top: UV-vis/NIR data merged with FTIR thin-film spectra of pure h4T, h6T,
h8T, h10T, and P3HT together with a plot of extrapolated transition onset versus 1/x with
x being the number of thiophene repeat units. Bottom: Thin-film spectra upon doping
with F2TCNQ (only h10T and P3HT) and F4TCNQ at a dopant molar ratio χ = 9% versus
thiophene-ring unit; peaks ‘A’ and ‘B’ are discussed in this chapter as the indicators of
charged h10T and the h10T-F4TCNQ CPX, respectively; additional UV-vis/NIR data of
h4T, h6T, h8T, h10T at 2%, 5%, 9%, and 17% F4TCNQ doping can be found in figure C.2.
Note that the FTIR data below 0.5 eV should only be regarded as a qualitative addition
to the UV-vis/NIR data due to the differences between the two experiments that are ex-
plained in section 3.2.3.
Figure modified from [4] J. T. Liu, H. Hase, S. Taylor, I. Salzmann, and P. Forgione, “Ap-
proaching the Integer-Charge Transfer Regime in Molecularly Doped Oligothiophenes by
Efficient Decarboxylative Cross-Coupling,” Angewandte Chemie International Edition, vol.
59, no. 18, pp. 7146–7153, Apr. 2020. Copyright 2020 John Wiley and Sons.
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Figure 5.2: (continued) Permission granted through contributor rights retained at pub-
lication. Modifications to be noted in this version: Labeling and coloring were changed
to conform with this thesis. Compounds previously labeled ‘4b’, ‘8’, ‘9’, ‘10’, and ‘F4’
correspond here to h4T, h6T, h8T, h10T, and F4TCNQ, respectively; dopant molar ratios
χ versus thiophene-ring unit are now provided. The ‘Energy’ range is now extended be-
low 0.5 eV through the merging with FTIR spectra; for completeness of the latter and
better data comparison within this thesis, spectra of P3HT, pristine and doped with 9%
F4TCNQ, are now the same as in chapter 4, instead of [2]. Spectra of F2TCNQ-doped
h10T and P3HT are now added. The previously inset graph of ‘Onset’ (here, ‘Absorption
onset’) against 1/x is now re-plotted with error bars.

with the same peak centered at 0.66 eV. Assigning this peak to the CPX HOMO-LUMO
transition is in line with the bathochromic shift expected for longer conjugation length as
recently calculated in a theoretical study on the level of density functional theory (DFT),
where the electronic structure of CPXs formed by 4T, α-sexithiophene, α-octithiophene,
and α-decithiophene (10T) with F4TCNQ has been investigated [143]. This shift can also
be understood using the Hückel-like approach introduced in section 2.3.3, equation 2.2,
from which the gap Egap between the energy levels of the CPX HOMO ECPX,H and LUMO
ECPX,L can be estimated as:

Egap = ECPX,H −ECPX,L = 2
√
(IE −EA)2 +4β2 (5.1)

from the host IE, the p-dopant EA, and the resonance integral β [33, 50]. The fact that
both h6T and h8T CPXs yield the same transition energy despite the lower IE of h8T, on
the one hand, could stem from differences in the exciton binding energy that needs to be
subtracted from Egap for the energy of the optical transition. On the other hand, assum-
ing virtually equal exciton binding energies for both the h6T and h8T CPXs, a decreased
β value might compensate the lower IE of h8T, meaning that the nodal structure of
host HOMO and dopant LUMO match up less for h8T+F4TCNQ than for h6T+F4TCNQ
(cf. section 2.3.3). As β = 0 would mean that the CPX provides the same HOMO and
LUMO energy levels as the pristine host and p-dopant, respectively, a lower β value
for h8T+F4TCNQ means that its CPX formation is less energetically favorable over IPA
formation than in the case of h6T+F4TCNQ—regardless of the fact that h8T already is
more likely to be ionized due to its lower IE. The viscously liquid consistency means
that nodal-structure matching is not mediated by constraints of crystalline packing but
most likely a result of the different oligomer lengths. Therefore, shorter oligothiophenes
might favor CPX formation due to better for node matching between the host HOMO and
dopant LUMO.

The present F4TCNQ-doped h10T spectrum shows a more complex arrangement of
features. As with P3HT (see also section 4.3.1), F4TCNQ•− with h10T is identified by
sharp peaks at 1.45 and 1.63 eV (solid vertical lines in figure 5.2) [50, 124, 225, 226].
Since for P3HT these are accompanied by broad polaron bands [34, 126], charged h10T
features are expected, here. As potential contenders, the present spectrum displays a
weak peak at 0.6 eV (labeled ‘A’) and a more prominent feature at 1.04 eV (labeled ‘B’).
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Peak A seems to represent h10T•+ according to literature while peak B appears at lower
energy than expected for this assignment: a theoretical study on the optical properties
of charged oligothiophenes including 10T reported the two lowest energy transitions of
its radical cation 10T•+ to be around 0.6 and 1.3 eV [125]; an experimental study on tri-
dodecyl nonithiophene and tetradodecyl duodecithiophene reported radical-cation tran-
sitions (in solution at room temperature) at 0.67/1.46 eV and 0.59/1.42 eV, respectively
[84]. The latter study, however, also recorded spectra at reduced temperature with the
two of peaks at 0.94/1.94 eV instead, which they attribute to dimerization of the tetrado-
decyl duodecithiophene radical cation; since another absorption peak is indeed observed
around 2 eV, we hypothesized in the original publication [4] that peak B is indicative of
h10T•+ packed in the solid film that appears to exist under a layer of the otherwise vis-
cous liquid material. In that scenario, peak A was seen as a further bathochromic shift
from the observed CPX HOMO-LUMO transition of h8T; in support of this assignment,
the absence of peak A at lower χ values (see figure C.2) could fit into an analogy with
P3HT where CPXs with F4TCNQ are found only at high dopant loading, as seen in the
previous chapter.

In contrast to F4TCNQ, F2TCNQ-doped h10T exhibits no features that can be asso-
ciated with IPA formation but, instead, two peaks in NIR that match the positions of
the CPX transitions in F2TCNQ-doped P3HT at 0.82 and 1.31 eV, even exhibiting similar
peak widths. This indicates that CPX formation on P3HT appears to be a phenomenon
localized to about 10 thiophene units, and supports h10T as a valid oligomer analogue to
P3HT. This finding adds another point in the interpretation of the F4TCNQ-doped h10T
spectrum, as follows. If the according peaks for the h10T-F4TCNQ CPX, in analogy, were
to be located at the positions for the P3HT-F4TCNQ CPX at 0.66/1.15 eV [39] and, again,
exhibit a similar width, the sharper peak B might mask the 1.15 eV CPX peak while peak
A, here observed at 0.5 eV, might simply be the visible flank of a CPX peak centered
at 0.66 eV. As the latter is also the value observed here for the F4TCNQ CPX-transition
with h6T and h8T, this would support the aforementioned idea that the nodal-structure
matching between host HOMO and dopant LUMO becomes less favorable for CPX for-
mation for longer oligothiophene chains.

Finally, in a related study [8] that I contributed to (see List of Associated Works for
details), the fact that h10T+F2TCNQ only yields CPX formation was utilized in com-
parison with the novel dopant PFP3CN3-CP based on a cyclopropane core that exhibits
virtually the same EA as F2TCNQ but was designed to sterically inhibit CPX formation
through shielding its electron-rich core by three perfluorophenyl side groups. This CPX-
inhibiting approach was deemed successful, as this dopant produced no new transitions
in the fundamental gap of h10T, in contrast to the peaks of the CPX with F2TCNQ. As
already mentioned in the Foreword of chapter 4, CPX-inhibition was seen as the reason
why doping P3HT with PFP3CN3-CP produced generally higher conductivity than with
F2TCNQ despite the same EA values.

5.3.2 Vibrational Absorption Spectroscopy

As laid out in sections 4.3.2 and 4.4.1, the peak positions of the C≡N stretching modes of
TCNQ derivatives are sensitive to the degree of charge transfer [51–53] and can therefore
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Figure 5.3: FTIR data in the region of the C≡N vibrations of h4T, h6T, h8T, h10T, and
P3HT films doped with F2TCNQ and F4TCNQ. (a) Comparison of F4TCNQ-doping at
a dopant molar ratio χ = 9% versus thiophene-ring unit in h4T, h6T, h8T, and h10T. (b)
Comparison of F4TCNQ-doping with χ = 9% in h10T versus 1%, 9%, and 17% in P3HT.
(c) Comparison of 9% F2TCNQ-doping in h10T

be utilized to support peak assignments in the optical absorption spectra to IPA or CPX
as long as potential effects from the general electric field of counter charges [54, 58] are
given consideration.

Firstly, the main C≡N-mode peak of F4TCNQ undergoes a softening of 6 cm−1 (see
figure 5.3(a)) from the neutral position (2226 cm−1; dotted vertical line in figure 5.3(a)))
when doping h4T, and is identical to the peak shift reported for 4T [34]. This shift in-
creases for h6T and then h8T which is commonly interpreted as an increase in degree
of charge transfer [51–53] and is expected as a result of IE decreasing with conjugation
length [143, 220].

Secondly, F4TCNQ-doped h10T again stands out, here, by exhibiting equally strong
peaks at both 2206 cm−1 (dashed vertical line in figure 5.3(a),(b)) and 2194 cm−1 (ν1A
in figures 5.3(a),(b)). The former is at the same position as for h8T and in between the
CPX-related peaks obtained for 9 and 17% F4TCNQ with P3HT; it can therefore be safely
assigned to CPX formation (dashed vertical lines in figures 5.3(a),(b)). As discussed in
section 4.4.1, ν1A is at a position known for F4TCNQ•− as found for 1%-doped P3HT—
an indicator for IPA formation. In the original publication [4] we interpreted this peak
as identifying F4TCNQ•− stacked with the polymer backbone as we assigned in a prior
study [2]. However, as section 4.4.1 discusses, it is rather more likely indicative of a more
localized hole than in the case of, e.g., 9% F4TCNQ in P3HT which exhibits the peak
position ν1B = 2185 cm−1, instead.

Finally, the F2TCNQ C≡N-mode peak with h10T (see figure 5.3(c)) falls completely
in line with the optical absorption spectra by exhibiting a sole CPX-related peak at
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2215 cm−1 as found for 9% F2TCNQ in P3HT, the dopant-per-thiophene-unit equivalent
in the polymer. Again, this underlines the localized nature of CPX formation.

5.3.3 Energy Levels from Cyclic Voltammetry (CV)

An IE (Vredox versus Fc/Fc+) of 5.39 (0.29), 5.39 (0.29), 5.45 (0.35), and 5.53 eV (0.43V)
can be derived from cyclic voltammograms (see figure C.9) for h10T, h8T, h6T, and h4T,
respectively, dissolved in dichloromethane. Bringing to mind again the error margin ex-
pected for energy levels derived from CV (±0.1V) [75], the value for h4T is in good agree-
ment with a previous report on the same compound (there, labeled ‘isoDH-4T’) [83];
Vredox versus Fc/Fc+ for h6T agrees well with the value of the closely related 3,3′′′′′-hex-
yl-2,2′:5′,2′′:5′′,2′′′:5′′′,2′′′′:5′′′′,2′′′′′-sexithiophene (labeled ‘isoDH-6T’; 4 instead of the 2
non-hexylated thiophene units at the center of h6T) reported in the same study [83]. The
IE reduction with increasing oligomer length towards h8T and h10T is expected from
DFT calculations on linear oligothiophenes, in general [143, 220].

CV was also conducted on h10T drop-cast onto an ITO-coated glass-slide for analysis
of the IPA formation found with this oligomer in comparison with P3HT whose voltam-
mogram was measured in the same manner (see section 4.3.5). The IE (Vredox versus
Fc/Fc+) of 5.42 eV (0.32V) is in agreement with the value extracted from CV data of h10T
in solution, above. At a first glance, the similarity of both values seems to undermine the
argument in sections 4.3.5 and 4.4.2 that CV on a film provides an IE value sensitive to
solid-state effects like the up to 0.5 eV effective EA increase (or, conversely, IE decrease)
for radical anion intercalation in alkyl side-chains [69]. However, as already mentioned
above, the hxTs are viscously liquid at room temperature except in the case of F4TCNQ-
doped h10T. It is therefore conceivable, that aggregation occurs with F4TCNQ but not
PF−6 of the CV electrolyte, hence, CV only probes the material in its viscously liquid form,
potentially very similar to the dissolved state.

It is remarkable that h8T and h10T have virtually the same IE but only h10T forms
IPAs with F4TCNQ. Further, both in the case of h4T+F4TCNQ and P3HT+FTCNQ, the
dopant EA is about 0.2 eV lower than the host IE but only the latter undergoes IPA for-
mation. This fits the comparison that was mentioned in the introduction of this chapter,
between 4T+F4TCNQ and P3HT+FTCNQ according to data by Méndez et al. [34] where
only the latter system undergoes IPA formation despite it having an equal (or even less
favorable) IE-EA relation; note that their comparison was done employing UPS/IPES-
derived data but still holds using CV-derived values as well (see appendix B). This points
to a CPX-dominated oligomer regime and an IPA-facilitating polymer regime at whose
threshold indeed lies h10T. The aforementioned decrease in nodal-structure matching as
a CPX-favoring parameter could be a potential reason for this finding.

Another idea comes from the fact that a dark film was observed to precipitate from
the viscously liquid h10T upon doping with F4TCNQ. In this film, h10T could form
hexyl side-chain regions similar to those in P3HT where F4TCNQ•− is known to reside
[2, 36, 56, 58, 138–142] (cf. section 4.3.3). This region effectively increases the dopant EA
and, therefore, makes the system more favorable to IPA formation [69] (cf. section 4.4.2).
It is conceivable that h10T offers long enough uninterrupted chains of hexylated thio-
phene units (4 units to either side) to form side-chain regions sufficiently large to harbor
a F4TCNQ radical anion.
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5.4 Conclusion

The presented data shows that a critical length in hxT thiophene oligomers towards IPA-
formation upon doping with F4TCNQ, is reached with x = 10 thiophene units—a finding
anticipated from prior work on the comparison of doping with TCNQ derivatives in the
oligomer 4T and P3HT as its polymer equivalent [34]. CV-derived energy levels demon-
strate that IE values decreasing due to longer conjugation lengths cannot be seen as the
sole reason for this observation. That is because IPA formation occurred for some cases
with P3HT and h10T where comparable IE-EA conditions with the shorter hxTs only
yielded CPX formation.

On the one hand, the length of the uninterrupted chain of hexylated thiophene units
might play a role here as the formation of alkyl side-chain regions can offer an electro-
static harbor for F4TCNQ•− that effectively reduces the energetic barrier to ionization
[69]. A driver for CPX formation therefore lies with the electrostatic environment that
a host material presents to a dopant. This could be verified using oligothiophenes that
comprise four consecutive hexylated thiophene units, as h10T does, but a varied number
of non-hexylated ones.

On the other hand, the present data pointed to a reduction of the resonance integral β,
as a result of reduced nodal-structure matching between host HOMO and dopant LUMO
for longer oligothiophenes, thus, making CPX formation energetically less competitive
against IPA formation. To use equation 5.1 to quantify and confirm the change in β, the
optical gap, as determined here, cannot be used unless the exciton binding energy in the
CPX is known. However, as done before by Méndez et al. [34] on 4T+F4TCNQ, future
efforts could determine the IE and EA of the CPX through UPS and IPES, respectively, to
obtain the according energy gap and, subsequently, the β values.

In general, a next step in the study of oligothiophenes could be the synthesis of solu-
ble, yet solid-state derivatives of hxT to investigate structural aspects through diffraction
techniques as well as the thin-film conductivity to assess their applicability in electron-
ics.
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Chapter 6

Conclusion

Organic semiconductors (OSCs) are an up-and-coming class of materials opening up new
avenues for applications such as opto-electronics, thermal energy harvesting, or flexi-
ble, wearable electronics. However, in contrast to their inorganic counterparts, efficient
doping of OSCs as a fundamental method to control charge-carrier density and species
(electrons and holes) is still facing major hurdles. This work focused on the particu-
lar issue of gaining control over the circumstances under which fractional charge trans-
fer between host and dopant through formation of a ground-state charge-transfer com-
plex (CPX) can occur in molecularly doped OSCs. In contrast to integer charge transfer
through ion-pair (IPA) formation, CPX formation is generally detrimental to doping ef-
ficiency. To study the driving forces and underlying mechanisms in situations where
IPA formation competes with CPX formation, the central system investigated in this
thesis was the prototypical conjugated polymer poly(3-hexylthiophene-2,5-diyl) (P3HT)
p-doped with the strong molecular acceptor 2,3,5,6-tetrafluoro-7,7,8,8-tetracyanoquino-
dimethane (F4TCNQ), where both processes are observed simultaneously, with a ratio
depending on deposition conditions, polymer parameters, and dopant loading.

Summarizing the work in this thesis, first of all, chapter 4 investigated the doping of
P3HT with a series of ‘FxTCNQs’, i.e. F4TCNQ, F2TCNQ, FTCNQ, and TCNQ, as they
exhibit, in that order, decreasing electron affinity EA values. Importantly, they cross the
ionization energy IE value of P3HT when going from F4TCNQ to F2TCNQ. This way,
the dependency of CPX and IPA occurrence on the IE-EA energy difference could be
probed. Given that the molecular structure and, therefore, spatial demand in a doped
OSC is essentially identical throughout the FxTCNQ series, IE-EA can be regarded as
an isolated parameter in this study. It was confirmed that not only IE and EA impact
the formation of CPXs but also the doping concentration, as CPXs were only found for
P3HT-F4TCNQ above 9% dopant molar ratio. Therefore, all dopants were employed in
a series of concentrations between 1% and 17%, here, probing the influence of dopant
loading. Adding that all systems were studied through a comprehensive array of tech-
niques assessing their opto-electronic properties and structure, an unprecedented uni-
fying database on P3HT-FxTCNQ systems was created. It features optical absorption
spectroscopy in the ultraviolet, visible light, and the near-infrared, Fourier-transform in-
frared spectroscopy (FTIR), cyclic voltammetry, conductivity, and grazing-incidence x-
ray diffraction (GIXRD) data, providing complementary information on both energetic

81



and structural properties. This was supplemented by modeling of the occupation of the
Gaussian-shaped density of states (DOS) in mixed host-dopant systems for the highest
occupied molecular orbital in the ground state (HOMO) of P3HT, acknowledging that
IE and EA values are typically derived from measurements on pristine materials which
might not reflect the energetic situation upon mixing compounds. This is based on the
notion that the presence of dopant molecules in the host matrix can disrupt its structural
and, consequently, energetic order, leading to a broader energy distribution of HOMO
levels of the host, reaching further towards the energy levels of the lowest unoccupied
molecular orbital in the ground state (LUMO) of the dopants, thus enabling charge trans-
fer with dopants of smaller EA. The IPA content according to different HOMO-DOS
widths was calculated and compared to estimations deduced from experimental FTIR
data.

Secondly, in a similar series of experiments presented in chapter 5, P3HT was ex-
changed with hexylated oligomer-equivalents hxT of x = 4, 6, 8, and 10 thiophene repeat
units (full names in section 5.2, structure in figure 5.1) to probe the conjugation length as
a parameter for IPA versusCPX formation. In particular, theminimum conjugation length
in linear oligothiophenes was thereby probed as a factor to promote IPA over CPX forma-
tion. As h4T, h6T, and h8T already exhibited only CPXs upon using F4TCNQ, weaker
dopants of the FxTCNQ series were not employed in the light of limited hxT availability,
which was provided in an internal collaboration with the group of Dr. Forgione (Depart-
ment of Chemistry and Biochemistry). Similarly, while h10T indeed showed IPAs (along
CPXs) for F4TCNQ, exclusive CPX formation was already observed for the next-weaker
dopant, F2TCNQ, hence, FTCNQ and TCNQ were not employed, here.

Four distinct conclusions were drawn from the overall body of the present work.
Firstly, the broad, coherent dataset created on P3HT-FxTCNQ in chapter 4 allowed to
question and evaluate common experimental identifiers of IPA versus CPX formation,
in particular, the positions of C≡N stretching modes, often used to determine the de-
gree of charge transfer with FxTCNQs. However, the specificity of that determination
is commonly overestimated in literature since these modes are generally highly sensitive
to the surroundings of the dopant. Therefore, additional factors leading to their shift
recently became the subject of several investigations whose findings were evaluated for
their applicability, here. Further, the present work adds that the magnitude of peaks
at CPX-assigned C≡N-mode positions appear to over-represent the amount of dopants
in a CPX, that is, in comparison to the situation when analyzing the similarly shifting
ring C=C-mode peaks. Hence, a central conclusion of chapter 4 is that small amounts
of neutral or ionized dopant content might go undetected in a study when solely rely-
ing on C≡N-mode positions. On the one hand, finding that dopant content according to
the C=C modes is more in line with optical absorption and GIXRD data, adds support
to previous endorsements of using the C=C modes instead of the C≡N modes. On the
other hand, the issue remains that the C≡N modes are experimentally more accessible
since the C=C modes are readily masked by those of the host molecule, as common in
conjugated organic molecules. Further, as the discrepancy between the two modes is not
a matter of different methods but plays out within one-and-the-same record of a vibra-
tional spectrum, it highlights that data from other techniques should be compared to
gauge the validity limits of any conclusions. Sole reliance on another method should also
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be avoided as the ambiguous feature overlap in the present optical absorption spectra
demonstrated; other methods entail their own issues, e.g., the FxTCNQ N1s core-level
peak-positions in x-ray photoelectron spectroscopy are not definitely determined [55].
Therefore, limitations to the validity of the data must be assessed in the context of the
desired analysis as, e.g., done here by regarding the C≡N mode-derived IPA content as a
lower limit in the light of analyzing a concomitantly increasing HOMO-DOS width.

Secondly, having data reliability established, both the doping of P3HT (chapter 4) and
h10T (chapter 5) demonstrated that IPA formation appears favorable in the system even
for cases where the EA of the dopant is lower than the IE of the host. In comparison
to known experimental values of the Gaussian HOMO-DOS width in pristine P3HT, the
presented calculated data showed that a significant broadening must occur to explain the
amounts of ionized F2TCNQ and FTCNQ as deduced from spectroscopic data. This is
contrasted by TCNQ-doping where no evidence for ionization was seen whatsoever, and
the HOMO-DOS width producing such a result would be only as wide as or even nar-
rower than in the pristine case—a peculiar situation since the EA of TCNQ is only slightly
weaker than that of FTCNQ. On the one hand, a self-amplifying effect is proposed, where
an initial number of ionized dopants leads to DOS broadening which, in turn, leads to
more dopants being ionized. The activation threshold to produce a sufficient amount of
initially ionized dopants to cause effective DOS broadening would need to lie between the
EA values of TCNQ and FTCNQ. On the other hand, it needs to be acknowledged that
CPX formation is not implicitly modeled into the DOS, here, and thus omitted factors
promoting CPXs might be stronger in TCNQ than FTCNQ. However, modeling CPX for-
mation demands including details of the spatial arrangement between host and dopant
along with effects of the surrounding bulk which, however, requires either information
that cannot be deduced for intrinsically semi-crystalline P3HT or approaches that go be-
yond the scope of the present work, e.g., all-atom molecular dynamics simulations [184]
or close combinations of modern morphology modeling with density functional theory
[227]. These, however, are also still lacking examples where the system is not parametri-
cally preset to go into either IPA or CPX formation, instead of a model evolving to form
either one or both.

Therefore, dealing with a driver of CPX formation, the third conclusion turns back
to the analysis of experimental data. The present experiments clearly showed that low
dopant concentrations do promote IPA formation. In particular, the GIXRD data in chap-
ter 4 enabled putting forward the hypothesis that CPX formation becomes more potent
in rivaling IPA formation when a certain host-dopant stoichiometry for the creation of a
distinct CPX polymorph is reached. Knowledge about such a driver behind CPX forma-
tion would be of importance to control doping phenomena since, e.g., steric hindrance
was shown to inhibit CPX formation but comes at the cost of reduced dopant EA [8],
hence, disabling IPA formation for some high-IE hosts, in the first place. Instead, thin-
film deposition and, generally, crystallization strategies could then be devised based on
the prevention of the proposed CPX polymorph. However, to transform this hypothesis
into a valid theory, future studies are needed that (re-)evaluate diffraction data in the
light of this proposal on more systems where both IPA and CPX occurrence might be
observable. A system posing as an exciting first contender could be poly(2,5-bis(3-tetra-
decylthiophen-2-yl)thieno[3,2-b]thiophene) (known as PBTTT) in place of P3HT due to
similar IE [228] but a significantly different repeat unit.
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Finally, studying P3HT oligomer-equivalents in chapter 5, it was found that the
threshold from the CPX into the IPA regime upon F4TCNQ-doping lies around 10
thiophene repeat units. While longer conjugation lengths entail lower IE values which
make IPA formation generally energetically more favorable, other factors must be at play
as is demonstrated, e.g., by the fact that the difference between host IE and dopant EA is
virtually the same in F4TCNQ-doped h4T and F2TCNQ-doped P3HT but only the latter
system exhibits IPA formation. Two potential reasons for this behavior were identified.
Firstly, the resonance integral β appears to be reduced for longer hxTs, potentially, as
a result of less nodal-structure matching—on which β depends—between host HOMO
and dopant LUMO in the CPX. Thus, a reduction in β makes CPX formation even less
energetically competitive against IPA formation with increasing conjugation length than
the lower IE values already do. To validate this finding, the IE and EA of the CPX could
be obtained in future work through ultraviolet photoelectron spectroscopy and inverse
photoelectron spectroscopy, respectively, to calculate and, therefore, quantify and con-
firm the change in β—an approach used in the past to calculate β for F4TCNQ-doped
α-quarterthiophene [34]. Secondly, the extent of the contiguous hexyl chain region, as a
marked difference between P3HT and the employed oligomers, appears to be of impor-
tance and has so far not been addressed in literature. As the applied h10T consists of
4 hexylated thiophene rings to either side of 2 non-hexylated units in the center, future
studies should characterize the doping response of linear oligothiophenes with 4 consec-
utive, hexylated units but different overall conjugation length. This strategy could enable
to ultimately single out the influences of conjugation length and hexylation. Defining
such strategies would benefit the goal to create IPA-forming, discrete oligothiophenes to
achieve highly reproducible device performance [65, 66, 68] due to their well-defined
molecular length, in contrast to batch-to-batch differences and the mixture of various
sizes commonly found with polythiophenes. This, in turn, could be beneficial to reduce
transport losses in organic hole-transport layers in perovskite solar cells [29].

In summary, this work demonstrated the complexity of energetic—hand-in-hand
with structural—influences behind the two fundamental doping phenomena in molec-
ular doping of OSCs, namely, the formation of ion pairs (IPAs) and of ground state
charge transfer complexes (CPXs). A broad dataset was provided on a prototypical
polythiophene and a series of oligomer equivalents along with equally prototypical
p-type dopants from the family of TCNQ derivatives. The knowledge created in the
present work will therefore serve as a solid foundation for future investigations into
the doping of, not only thiophene-based, OSCs and suggests that studies with similarly
broad datasets can play an important role in testing the fragmented outcomes of smaller
studies against each other. Moreover, the data demonstrated that a multi-technique
approach is vital for mitigating ambiguities in the spectroscopic assessment of dopant
content. Finally, this thesis proposes three drivers for IPA and CPX formation beyond
the host-dopant IE-EA energy relation: (i) in a self-amplified process, host HOMO-
DOS broadening is triggered for a sufficient amount of initially ionized dopant content
leading to further ionization, (ii) IPA formation can be facilitated by an increased host
conjugation length, and (iii) crystalline phase CPX-formation can become favorable for
an otherwise IPA-forming system below a critical host-dopant stoichiometry.
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mann, and R. Resel, “Indexing of grazing-incidence X-ray diffraction patterns: The
case of fibre-textured thin films,” Acta Crystallographica Section A Foundations and
Advances, vol. 74, no. 4, pp. 373–387, Jul. 2018.

93

https://doi.org/10.1002/adma.200700926
https://doi.org/10.1103/PhysRev.75.865
https://doi.org/10.1103/PhysRev.75.865
https://doi.org/10.1016/j.elspec.2015.05.001
https://doi.org/10.1016/j.elspec.2015.05.001
https://doi.org/10.1039/c39770000578
https://doi.org/10.1039/c39770000578
https://doi.org/10.1039/c39770000578
https://doi.org/10.1103/PhysRevLett.39.1098
https://doi.org/10.1038/327403a0
https://doi.org/10.1143/JPSJ.47.1887
https://doi.org/10.1143/JPSJ.47.1887
https://doi.org/10.1063/1.1359161
https://doi.org/10.1063/1.1359161
https://doi.org/10.1103/PhysRevB.80.085201
https://doi.org/10.1103/PhysRevB.80.085201
https://doi.org/10.1107/S2053273318006629
https://doi.org/10.1107/S2053273318006629


[98] J. Simbrunner, S. Hofer, B. Schrode, Y. Garmshausen, S. Hecht, R. Resel, and I. Salz-
mann, “Indexing grazing-incidence X-ray diffraction patterns of thin films: Lattices
of higher symmetry,” Journal of Applied Crystallography, vol. 52, no. 2, pp. 428–439,
Apr. 2019.

[99] J. Simbrunner, I. Salzmann, and R. Resel, “Indexing of grazing-incidence X-ray
diffraction patterns,” Crystallography Reviews, vol. 29, no. 1, pp. 19–37, Jan. 2023.

[100] A. O. F. Jones, B. Chattopadhyay, Y. H. Geerts, and R. Resel, “Substrate-Induced
and Thin-Film Phases: Polymorphism of Organic Materials on Surfaces,” Advanced
Functional Materials, vol. 26, no. 14, pp. 2233–2255, Apr. 2016.

[101] I. Salzmann, D. Nabok, M. Oehzelt, S. Duhm, A. Moser, G. Heimel, P. Puschnig,
C. Ambrosch-Draxl, J. P. Rabe, and N. Koch, “Structure Solution of the 6,13-
Pentacenequinone Surface-Induced Polymorph by Combining X-ray Diffraction
Reciprocal-Space Mapping and Theoretical Structure Modeling,” Crystal Growth
& Design, vol. 11, no. 2, pp. 600–606, Feb. 2011.

[102] I. Salzmann, A. Moser, M. Oehzelt, T. Breuer, X. Feng, Z.-Y. Juang, D. Nabok, R. G.
Della Valle, S. Duhm, G. Heimel, A. Brillante, E. Venuti, I. Bilotti, C. Christodoulou,
J. Frisch, P. Puschnig, C. Draxl, G. Witte, K. Müllen, and N. Koch, “Epitaxial
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[145] T. Salzillo, M. Masino, G. Kociok-Köhn, D. Di Nuzzo, E. Venuti, R. G. Della Valle,
D. Vanossi, C. Fontanesi, A. Girlando, A. Brillante, and E. Da Como, “Structure,
Stoichiometry, and Charge Transfer in Cocrystals of Perylene with TCNQ-Fx,” Crys-
tal Growth & Design, vol. 16, no. 5, pp. 3028–3036, May 2016.

[146] K. Tashiro, Y. Minagawa, M. Kobayashi, S. Morita, T. Kawai, and K. Yoshino, “Struc-
ture and thermochromic solid-state phase transition of poly(3-alkylthiophene): [3]
effects of alkyl side chain length on the phase transitional behavior,” Synthetic Met-
als, vol. 55, no. 1, pp. 321–328, Mar. 1993.

[147] K. Tashiro, M. Kobayashi, T. Kawai, and K. Yoshino, “Crystal structural change
in poly(3-alkyl thiophene)s induced by iodine doping as studied by an organized
combination of X-ray diffraction, infrared/Raman spectroscopy and computer sim-
ulation techniques,” Polymer, vol. 38, no. 12, pp. 2867–2879, Jun. 1997.

[148] P. Pingel, L. Zhu, K. S. Park, J.-O. Vogel, S. Janietz, E.-G. Kim, J. P. Rabe, J.-L. Brédas,
and N. Koch, “Charge-Transfer Localization in Molecularly Doped Thiophene-
Based Donor Polymers,” The Journal of Physical Chemistry Letters, vol. 1, no. 13,
pp. 2037–2041, Jul. 2010.

[149] A. Fediai, F. Symalla, P. Friederich, and W. Wenzel, “Disorder compensation con-
trols doping efficiency in organic semiconductors,”Nature Communications, vol. 10,
no. 1, p. 4547, Dec. 2019.

[150] P. Y. Yee, D. T. Scholes, B. J. Schwartz, and S. H. Tolbert, “Dopant-Induced Ordering
of Amorphous Regions in Regiorandom P3HT,” The Journal of Physical Chemistry
Letters, vol. 10, no. 17, pp. 4929–4934, Sep. 2019.

[151] T.-A. Chen, X. Wu, and R. D. Rieke, “Regiocontrolled Synthesis of Poly(3-
alkylthiophenes) Mediated by Rieke Zinc: Their Characterization and Solid-State
Properties,” Journal of the American Chemical Society, vol. 117, no. 1, pp. 233–244,
Jan. 1995.

98

https://doi.org/10.1002/adfm.201702654
https://doi.org/10.1002/adfm.201702654
https://doi.org/10.1039/D1CP02133H
https://doi.org/10.1039/D1CP02133H
https://doi.org/10.1039/D1CP02133H
https://doi.org/10.1021/acs.jpcc.9b01390
https://doi.org/10.1021/acs.jpcc.9b01390
https://doi.org/10.1021/acs.jpcc.9b01390
https://doi.org/10.1063/1.2961014
https://doi.org/10.1021/acs.cgd.5b01663
https://doi.org/10.1021/acs.cgd.5b01663
https://doi.org/10.1016/0379-6779(93)90952-S
https://doi.org/10.1016/0379-6779(93)90952-S
https://doi.org/10.1016/0379-6779(93)90952-S
https://doi.org/10.1016/S0032-3861(96)00876-2
https://doi.org/10.1016/S0032-3861(96)00876-2
https://doi.org/10.1016/S0032-3861(96)00876-2
https://doi.org/10.1016/S0032-3861(96)00876-2
https://doi.org/10.1021/jz100492c
https://doi.org/10.1021/jz100492c
https://doi.org/10.1038/s41467-019-12526-6
https://doi.org/10.1038/s41467-019-12526-6
https://doi.org/10.1021/acs.jpclett.9b02070
https://doi.org/10.1021/acs.jpclett.9b02070
https://doi.org/10.1021/ja00106a027
https://doi.org/10.1021/ja00106a027
https://doi.org/10.1021/ja00106a027


[152] X. Jiang, C. An, R. Österbacka, and Z. Vardeny, “FTIR studies of charged photoexci-
tations in regio-regular and regio-random poly(3-alkylthiophene) films,” Synthetic
Metals, vol. 116, no. 1-3, pp. 203–206, Jan. 2001.

[153] J. Gao, E. T. Niles, and J. K. Grey, “Aggregates Promote Efficient Charge Transfer
Doping of Poly(3-hexylthiophene),” The Journal of Physical Chemistry Letters, vol. 4,
no. 17, pp. 2953–2957, Sep. 2013.

[154] A. A. Y. Guilbert, M. Zbiri, P. A. Finn, M. Jenart, P. Fouquet, V. Cristiglio, B. Frick,
J. Nelson, and C. B. Nielsen, “Mapping Microstructural Dynamics up to the
Nanosecond of the Conjugated Polymer P3HT in the Solid State,” Chemistry of Ma-
terials, vol. 31, no. 23, pp. 9635–9651, Dec. 2019.

[155] J.-O. Vogel, I. Salzmann, S. Duhm, M. Oehzelt, J. P. Rabe, and N. Koch,
“Phase-separation and mixing in thin films of co-deposited rod-like conjugated
molecules,” Journal of Materials Chemistry, vol. 20, no. 20, p. 4055, 2010.

[156] T. J. Aubry, J. C. Axtell, V. M. Basile, K. J. Winchell, J. R. Lindemuth, T. M. Porter,
J.-Y. Liu, A. N. Alexandrova, C. P. Kubiak, S. H. Tolbert, A. M. Spokoyny, and B. J.
Schwartz, “Dodecaborane-Based Dopants Designed to Shield Anion Electrostatics
Lead to Increased Carrier Mobility in a Doped Conjugated Polymer,” Advanced
Materials, vol. 31, no. 11, p. 1805647, 2019.

[157] T. J. Aubry, K. J.Winchell, C. Z. Salamat, V.M. Basile, J. R. Lindemuth, J. M. Stauber,
J. C. Axtell, R. M. Kubena, M. D. Phan, M. J. Bird, A. M. Spokoyny, S. H. Tolbert, and
B. J. Schwartz, “Tunable Dopants with Intrinsic Counterion Separation Reveal the
Effects of Electron Affinity on Dopant Intercalation and Free Carrier Production
in Sequentially Doped Conjugated Polymer Films,” Advanced Functional Materials,
vol. 30, no. 28, p. 2001800, 2020.

[158] J. Gao, J. D. Roehling, Y. Li, H. Guo, A. J. Moulé, and J. K. Grey, “The effect of
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Appendix A

Fourier-Transform Infrared Spectroscopy
(FTIR) on Sample Aging

To gauge the influence of air exposure in the wake of the GIXRDmeasurements, the FTIR
samples were stored in ambient conditions for a week and then the spectra were re-taken
(dashed lines in figure 4.3; see section 4.2). These tests also capture the impact of oxygen-
doping [229] and effects of possible changes of spatial rearrangement (e.g. F4TCNQ is
known to readily diffuse through P3HT at room temperature [230]) which could create
or destroy charge-transfer complex (CPX) and ion-pair (IPA) arrangements. Overall, no
significant changes can be seen, with a few exceptions. Most notably, the CPX peak νCPX
in 9% F4TCNQ shifted from 2207 cm−1 to 2215 cm−1. The latter peak was also found in
a publication by Zapata-Arteaga et al. [36] where all sample preparation handling took
place in ambient conditions. While this would point to an oxygen- or humidity-caused
change in the CPX, a study by Watts et al. [55] focused on P3HT-F4TCNQ aging and
found no such shift in the CPX peak. Moving on, 5 and 17% F2TCNQ, as well as 17%
FTCNQ see a relative increase in the IPA peak ν1, along with a higher neutral peak ν0 in
17% F2TCNQ and stronger νCPX in 17% FTCNQ. However, no significant trends can be
made out and, most importantly, the 5 and 17% samples that were sent for GIXRD still
represent the initial spectra, qualitatively.
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Appendix B

Revisiting IE and EA Values in the
Comparison of Doping 4T and P3HT

Table B.1: UPS/IPES- versus CV-derived IE/EA values for the discussion of IPA and CPX
formation in P3HT and 4T, respectively. UPS/IPES-derived values are the ones employed
by Méndez et al. [34] (additional values in parenthesis). CV-derived values are converted
from redox potentials as explained in section 4.2.5. †Estimated from the oligothiophene
series in [83] (see main text) since CV data on 4T was not successfully measured, to date.

4T F4TCNQ P3HT FTCNQ
Method IE (eV) EA (eV) IE (eV) EA (eV)

UPS/IPES 5.3 [34] 5.24 [113] 4.6 [221] 4.55 [47]
(5.08 [47]) (4.8 [148])

CV 5.6† 5.31 5.21 4.73

Méndez et al. [34] previously found that polymers and oligomers favor IPA and CPX for-
mation, respectively. This hypothesis should briefly be revisited since the study employed
UPS/IPES-derived IE/EA values while Wegner et al. [48] recently reported that those de-
rived from CV offer superior accuracy in the prediction of IPA formation. Table B.1 shows
that the choice of IE/EA values employed in the comparison of F4TCNQ-doped 4T and
P3HT doped with, e.g., FTCNQ; in both cases the IE matches the EA value according to
UPS/IPES data but only the polymer case exhibited IPA formation [34].

While there exists no CV-derived IE value for 4T to date, one can safely assume about
(5.6±0.1) eV from trends observed by Facchetti et al. [83] on the 4T derivatives h4T (there,
labeled ‘isoDH-4T’; 5.63 eV) and 5,5′′′-dihexyl-2,2′:5′,2′′:5′′,2′′′-quarterthiophene (there,
labeled ‘DH-4T’; 5.52 eV) in comparison with 5T (5.57 eV) and 6T (5.54 eV). The EA of
F4TCNQ does now not match the IE of 4T but is, instead, about 0.3 eV weaker. Neverthe-
less, the original observation byMéndez et al. [34] still holds and even gains in support, as
the EA of FTCNQ is now about 0.5 eV weaker than the IE of P3HT, making IPA formation
even less expected in this case.
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Appendix C

Supporting Data

C.1 Optical Absorption Spectroscopy
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Figure C.1: UV-vis/NIR merged with FTIR thin-film absorbance spectra of P3HT doped
with F4TCNQ at increasing dopant molar ratios χ; focused on broad features con-
tributing to the absorption below 2 eV; absorption caused by polarons is marked by ‘P’
[33, 39, 124], charge-transfer complex by ‘CPX’ [39], and bipolarons by ‘BPA’ [131, 202]
and ‘BPB’ [130]. All spectra are normalized to the 0.48 eV (polaron) absorbance; sharp
peaks below 0.5 eV are due to vibrational transitions in the mid infrared. Note that the
FTIR data below 0.5 eV should only be regarded as a qualitative addition to the UV-
vis/NIR data due to the differences between the two experiments that are explained in
section 3.2.3.
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Figure C.2: UV-vis/NIR thin-film absorbance spectra of h4T, h6T, h8T, and doped with
F4TCNQ at increasing dopantmolar ratios χ versus thiophene-ring unit, as well as spectra
of the corresponding pure compounds; peaks ‘A’ and ‘B’ are discussed in chapter 5 as the
indicators of charged h10T and the h10T-F4TCNQ CPX, respectively
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C.2 Vibrational Absorption Spectroscopy
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Figure C.3: Non-normalized FTIR thin-film absorbance spectra of P3HT doped with
FxTCNQ (x=0,1,2,4) at increasing dopant molar ratios χ as well as the corresponding
pure compounds; focused on the C≡N stretching modes of the dopants. Solid-line spec-
tra were recorded under inert N2 atmosphere and faded dashed-line spectra stem from
the same samples after one week of aging and 1h full exposure to ambient conditions
(see section 4.2).
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Figure C.4: Fits of the C≡N stretching modes of 17% TCNQ in P3HT. The assumption of
a neutral-dopant peak ν0 is ambiguous as the CPX-related peak νCPX is not significantly
affected besides a slight hardening which, however, is observed at high χ with all TCNQ
derivatives investigated, here.
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Figure C.5: FTIR thin-film absorbance spectra of P3HT doped with FxTCNQ (x=0,1,2,4)
at increasing dopant molar ratios χ as well as those of the corresponding pure com-
pounds; focused on the dopant ring C=C stretching modes (also showing exocyclic C=C
stretching [54, 205] and P3HT thiophene ring modes [146, 147]). Solid-line spectra were
recorded under inert N2 atmosphere and faded dashed-line spectra stem from the same
samples after one week of aging and 1h full exposure to ambient conditions (see sec-
tion 4.2). Peak positions from P3HT according to [146]; these do not shift for ionized
P3HT [147]. Indicated peaks of neutral dopants and their radical anion are at known
positions for F4TCNQ [53, 145, 205], F2TCNQ [145, 205], FTCNQ [205, 231], and TCNQ
[145, 205]. CPX features of F4TCNQ and F2TCNQ are assigned by exclusion. Peaks
between the positions for neutral and ionized dopant are likely shifts between them, de-
pending on degree of charge transfer, as explained in the main text for the C≡N stretch-
ing modes. However, the peaks above 1600 cm−1 are more likely to stem from non-
shifting Raman-active modes [205] that become IR-active upon CPX formation. For 17%
F4TCNQ, peaks highlighted in yellow are considered in the main text when explaining
that, here, the ionized peak is dominant while CPX formation would prevail according
to the C≡N modes (figure 4.3). A similar, yet, less stark discrepancy in relative peak
presence is also observed between the yellow highlighted 17% F2TCNQ peaks and their
C≡N-mode equivalents.
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C.3 Grazing-Incidence X-Ray Diffraction (GIXRD)
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Figure C.6: Exemplary fits of GIXRD line scans; selected to demonstrate the broader
FWHM of the (020) peak for IPA-rich 5% F4TCNQ molar ratio (0.10 Å−1) versus pure
P3HT (0%) and CPX-rich 17% F4TCNQ loading (both 0.07 Å−1).
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Figure C.7: GIXRD reciprocal space maps on films of pure P3HT as well as doped with
FxTCNQ (x=0,1,2,4) at increasing dopant molar ratios χ, recorded at Elettra Sincrotrone
Trieste, Italy (incomplete, preliminary investigation to the data in figure C.8). qz, qxy are
the out-of-plane and in-plane components of the scattering vector q, respectively. Col-
ors correspond to intensities on a logarithmic scale. (100), (200), and (300) indicate the
lamellar spacing of the P3HT chains while (020) stems from their π-π backbone(-dopant)
stacking. Features marked by white circles (area proportional to structure factor) stem
from pure TCNQ [209], FTCNQ [189], F2TCNQ [190], and F4TCNQ [191]. The features
around 1.5 Å−1 and close to the qxy axis would fit the packing of interdigitated hexyl side
chains as found by Ahn et al. [232] in low-temperature pure P3HT thin films. Here, it
might be a side-effect of a CPX polymorph. The P3HT-F4TCNQ CPX model by Jacobs
et al. [39] predicts such side chain packing, however, their experimental data exhibits no
such diffraction feature.

Figure C.8: (on next page) GIXRD reciprocal space maps on films of pure P3HT as well
as doped with FxTCNQ (x=0,1,2,4) at increasing dopant molar ratios χ recorded at Cana-
dian Light Source Saskatoon, SK, Canada; see caption under figure C.7, above, for more
details.
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Figure C.8: Caption on previous page.
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C.4 Cyclic Voltammetry (CV)
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Figure C.9: Cyclic voltammograms. Left: F4TCNQ, F2TCNQ, FTCNQ, and TCNQ dis-
solved in acetonitrile (scan rate 0.05V s−1), references against spin-cast P3HT on ITO
(0.02V s−1). P3HT shows a peak at 0.42V with a shoulder at 0.28V which can be in-
terpreted as yielding from the amorphous and crystalline phases, respectively [76, 233].
With the crystalline peak at lower voltage, the onset-determined IE is rather descriptive
of this phase. Considering only this IE value in the calculation of the HOMO-DOS width,
one must note that its results do not discriminate between contributions from crystalline
and amorphous phases. Right: h10T, h8T, h6T, and h4T dissolved in dichloromethane
(scan rate 0.05V s−1) and drop-cast h10T on ITO in acetonitrile (0.02V s−1) referenced
against F4TCNQ.
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C.5 Conductivity

Table C.1: Thin-film conductivity of pure P3HT and of FxTCNQ (x=0,1,2,4) doped P3HT
at increasing dopant molar ratios χ, as depicted in figure 4.5. ‡Alternative value obtained
upon further investigation of the increase in conductivity from 9 to 17% TCNQ where I
found the 17% data point to not be reproducible.

χ (%) Conductivity (S cm−1)
F4TCNQ F2TCNQ FTCNQ TCNQ

0 (6.1± 0.9)× 10−6
1 (4.6± 1.0)× 10−4 (3.7± 0.9)× 10−5 (9± 2)× 10−6 (2.8± 0.7)× 10−6
2 (3.8± 0.7)× 10−3 (4± 2)× 10−4 (3.7± 0.7)× 10−5 (2.4± 0.5)× 10−6
5 0.29± 0.08 (1.8± 0.6)× 10−2 (1.4± 0.3)× 10−4 (7± 2)× 10−7
9 3.2± 0.6 (3.1± 0.9)× 10−3 (7.7± 0.8)× 10−5 (7± 3)× 10−7

17
2.6± 0.6 (4± 2)× 10−2 (1.9± 0.3)× 10−5 (2.3± 0.4)× 10−5

(5± 2)× 10−8‡
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C.6 Computational Data
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Figure C.10: Minority charge-carrier (holes in HOMO-DOS and electrons in LUMO-DOS)
population in the host LUMO-DOS relative to the sum of such populations in the HOMO-
and LUMO-DOS, each, of both the host and dopant; calculated for different dopant molar
ratios χ and host HOMO-DOS width σ ; within the resolution of the graph, the results are
the same for all host-dopant pairs of the present study. The respective dopant HOMO-
DOS data stays below 10−49% for the whole range of χ and σ . As explained in section 4.2,
the focus, here, lies on the host HOMO-DOS and dopant LUMO-DOS. With the dopant
HOMO-DOS being entirely negligible, the validity of this focus is only limited by the mi-
nority charge-carrier population in the host LUMO-DOS. Within the range of the present
experimental data (χ ≥ 1%) this validity is well-maintained since the relative host LUMO-
DOS population never exceeds 10−11% (horizontal dashed line), considering the overall
maximum σ = 0.23 eV found for the investigated systems and going further beyond to
0.30 eV (vertical dashed line).
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Table C.2: Molecular dipole and quadrupole moments for F4TCNQ, F2TCNQ, FTCNQ,
and TCNQ as calculated trough DFT (see section 4.2 for details).

Dipole moment (D)
x y z Magnitude

TCNQ
neutral -0.000008 0.000005 0.000236 0.000236
charged 0.000003 -0.000005 0.000152 0.000152

FTCNQ
neutral -0.377923 0.825899 0.001934 0.908262
charged 0.071174 0.139040 0.002171 0.156213

F2TCNQ
neutral 0.000041 0.000127 0.000442 0.000463
charged -0.000018 -0.000030 -0.000163 0.000165

F4TCNQ
neutral 0.000000 0.000600 -0.000013 0.000600
charged 0.000003 0.001362 -0.001716 0.002188

Quadrupole moment (D)
xx yy zz magnitude

TCNQ
neutral -70.69 12.32 58.37 75.52
charged -156.62 34.51 122.11 164.58

FTCNQ
neutral -70.30 8.13 62.18 76.92
charged -157.56 30.50 127.06 167.13

F2TCNQ
neutral -70.63 4.02 66.61 79.34
charged -158.88 26.48 132.41 170.25

F4TCNQ
neutral -69.51 -5.49 75.00 83.61
charged -162.61 19.54 143.07 177.56
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