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Abstract 

Validation and Verification of Safety-Critical Systems in Avionics  

Mounia Elqortobi, PhD 

Concordia University, 2023 

 

This research addresses the issues of safety-critical systems verification and validation.  

Safety-critical systems such as avionics systems are complex embedded systems. They are 

composed of several hardware and software components whose integration requires 

verification and testing in compliance with the Radio Technical Commission for 

Aeronautics standards and their supplements (RTCA DO-178C). Avionics software 

requires certification before its deployment into an aircraft system, and testing is mandatory 

for certification. Until now, the avionics industry has relied on expensive manual testing. 

The industry is searching for better (quicker and less costly) solutions.  

This research investigates formal verification and automatic test case generation 

approaches to enhance the quality of avionics software systems, ensure their conformity to 

the standard, and to provide artifacts that support their certification.  

The contributions of this thesis are in model-based automatic test case generations 

approaches that satisfy MC/DC criterion, and bidirectional requirement traceability 

between low-level requirements (LLRs) and test cases.  

In the first contribution, we integrate model-based verification of properties and automatic 

test case generation in a single framework. The system is modeled as an extended finite 

state machine model (EFSM) that supports both the verification of properties and automatic 

test case generation. The EFSM models the control and dataflow aspects of the system. For 

verification, we model the system and some properties and ensure that properties are 

correctly propagated to the implementation via mandatory testing. For testing, we extended 

an existing test case generation approach with MC/DC criterion to satisfy RTCA DO-178C 

requirements. Both local test cases for each component and global test cases for their 

integration are generated. The second contribution is a model checking-based approach for 

automatic test case generation. In the third contribution, we developed an EFSM-based 

approach that uses constraints solving to handle test case feasibility and addresses 

bidirectional requirements traceability between LLRs and test cases. Traceability elements 

are determined at a low-level of granularity, and then identified, linked to their source 

artifact, created, stored, and retrieved for several purposes. Requirements’ traceability has 

been extensively studied but not at the proposed low-level of granularity.  
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Chapter 1 

 

1. Introduction 

 

In this research, we address the issue of software quality assurance for avionics software systems 

and its compliance with RTCA DO178C [1]. Software quality assurance (SQA) is an important 

domain in the industrial environment. SQA is an umbrella of several techniques that includes 

software validation and verification. As Boehm outlined [2], the validation activity addresses the 

challenge “Are we building the right product”, i.e., the software should do exactly what the user 

requires. The verification activity addresses the challenge “Are we building the product right”, i.e., 

the software should conform to its specification. As software testing cannot demonstrate the 

absence of errors for most systems, the goal of testing is to maximize error detection and minimize 

the development cost. 

Software formal verification is a very active research domain. Its main challenges are the modeling 

and specification of systems’ properties, state explosion, and the lack of tool support that can 

handle real systems. Verification is used at the design level on more abstract system models. When 

a property has been checked, the assumption is that it is propagated properly at the implementation 

level. This assumption is not always valid. In the avionics industry, the software product needs to 

be certified according to RTCA standards [1]. Until now, testing has been the only means to 

validate avionics software systems. While testing is indispensable for all software development, it 

has been carried out independently from verification activity. Testing is labor-intensive and 

expensive. It can account for more than 50% of the total development cost. The Avionics industry 

is looking for ways to reduce the cost of testing and improve the effectiveness of tests by 

automating the entire testing process. In the last decade, we have seen many test automation tools 

and a rapid growth in their use. The availability of the tools is a result of decades of research in 

code-based testing and testing based on models. Despite this availability of tools, there are 

categories of complex systems that do not benefit from the current level of automation. There is a 

clear need for automatic testing tools that comply with avionics systems standards. In addition, 
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any tool that is used in the development cycle needs to be qualified according to RTCA standards 

[1].  

The testing process has many activities. The most challenging one is test case generation. This 

activity requires an adequate coverage criterion that can show the efficiency of the derived tests to 

discover errors and satisfy coverage criteria. For model-based testing, there is a need for models 

that can express the nature of systems such as avionics systems. 

In the following subsection, we introduce the industrial research context, research motivations, 

problem statement and research objectives. 

 

1.1. Context of research and motivations 

This research work is part of an industrial project entitled CRIAQ/NSERC/ CMC & CS Canada 

AVIO 604 “Specification and Verification of Design Models for Certifiable Avionics Software” 

that started in 2016. As depicted in Figure 1, this project addresses the creation of design models, 

model-based testing, and verification techniques for avionics software certification. The project 

objectives are to: (1) specify, develop and verify software design models and more specifically 

create new UML profiles and Simulink design standards that suit avionics systems descriptions; 

(2) enable verification techniques and design by contract in the context of Model Driven 

Development; (3) develop low level requirements (LLR) testing techniques in conformity with 

avionics software standards DO-178C and DO-331 [1]; and (4) enable low level requirements-

based automatic test generation. This research focuses on the 2nd, 3rd and 4th objectives. 

 

 

Figure 1: CRIAC NSERC CMC CS Canada/ AVIO 604 research project 
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1.2. Problem statement and research questions 

It is imperative for safety-critical systems, such as avionics software systems, to ensure the validity 

of a system’s requirements. A set of rigorous standards are in place, such as the RTCA DO-178C 

for avionics systems [1], as part of enforcing such requirements. Testing is the only means for the 

avionics industry to demonstrate compliance to the standard. There is a need for more research to 

improve the verification and validation of avionics systems. The focus now is on new approaches, 

processes and algorithms that can improve their quality.  

 

The main point this proposed research addresses is how to automatically ensure the quality of 

safety-critical avionics systems and their compliance to the RTCA standards [1]. To break this 

down, how to verify and test them automatically, knowing that avionics software is an embedded 

complex software, real-time safety-critical, composed of multiple communicating components and 

subsystems, and has both discrete and continuous inputs? In this research, we address only a subset 

of these aspects. A subset of the research questions (RQs) addressed in this research is given below. 

RQ #1: How to assess the compliance of avionics software systems to RTCA DO 178 C 

and its supplements [1]? 

RQ #2: How to model systems and properties, verify systems’ properties at the design level 

and ensure that the validated properties are correctly propagated and maintained in the 

downstream development cycle? 

RQ #3: How to automatically generate test sequences from various models that satisfy a 

combination of required coverage criteria such as Modified Condition/Decision Coverage 

(MC/DC)? 

RQ #4: How to generate test cases to cover systems requirements (Low Level 

Requirements (LLRs) and High-Level Requirements (HLRs)? 

RQ #5: How to ensure bidirectional traceability? 

RQ #6: How to perform test results analysis? 

 

1.3. Research contributions 

The actual costs of avionics software validation and compliance with standards are extremely high. 

Avionics industrial players are looking at the automation of testing and the use of formal 
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verifications as possible ways to reduce costs, save time, increase safety, and achieve compliance 

with the standards. Several research projects are being funded in major countries where the 

avionics industry exists. Most of the projects involve academia, where research on formal models 

is conducted. 

The first contribution of this research is an approach that integrates formal verification and testing. 

The verification will help at the design level. It requires a system model and the specification of 

the properties to be verified. The testing entails the automatic generation of test cases from low 

level requirements (LLRs), developing models, applying model transformations to handle different 

levels of abstractions and uses, and satisfying coverage criteria that are mandatory in the RTCA 

DO 178C standards [1]. As testing is mandatory for avionics software systems certification, it will 

be used to ensure that the verified properties are properly propagated in the development cycle. 

The proposed approach should also facilitate the conformity to DO-178C. We propose incremental 

approaches to address the different research questions. The second contribution is an approach that 

addresses multilevel test case generation using multi-agent systems technology and model 

checking. The approach can express the communication aspects that are not well captured in 

existing proposals. The third contribution is related to requirements coverage, test results analysis 

and traceability. The following is a list of the contributions and their objectives to answer the listed 

research questions. 

First contribution: Develop a general approach that integrates model-based verification and 

testing.  

Existing research works do not integrate verification and testing. They are considered as two 

different tasks and are not naturally linked in the entire development cycle. We developed an 

integrated approach where a system’s properties are validated via testing to ensure that the verified 

properties hold in the implementation. In addition, we perform testing even where verification is 

difficult to achieve, as in the coverage of MC/DC.  

Objective #1: Develop a quality assurance approach that encompasses verification and 

testing and uses them in a complementary manner. RQ #1 

Objective #2: Develop a general model that can be utilized for the verification of properties 

and can be transformed for testing purposes. RQ #1 and #2 
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Objective #3: Model, specify and verify some avionics properties using and extending 

existing verification languages and tools. RQ #2 

Objective #4: Modify algorithms for automatic test generation with a combination of 

coverage criteria that comply with RTCA DO 178 C. RQ #1, #2, #3, and #4 

 

Second contribution: Develop an approach for multi-level test case generation using model 

checking and multi-agent systems.  

Objective #1: Develop an approach for multi-level testing that integrates formal 

verification, multi-agent systems and test case generation. RQ #1 

Objective #2: Model avionics systems as multi-agent systems. RQ #1 and #2 

Objective #3: Verify the properties using EISPL+ that extends ISPL+, the input language 

of the symbolic model checker MCMAS+. RQ #2 

Objective #4: Generate test cases, use MCMAS+ model checker for intelligent systems to 

automatically generate counterexamples (i.e., traces showing the violation of given 

properties) and witness traces (i.e., traces that show how given properties are satisfied) 

interpreted into test cases that achieve different coverage criteria (e.g., state coverage, 

transition coverage, and path coverage). RQ #1, #2, #3, and #4. 

 

Third contribution: develop an approach that generates test cases for MC/DC using constraints 

solving and that supports bidirectional traceability between low level requirements and test cases.  

Objective #1: Handle path executability in test case generation that satisfies MC/DC. RQ 

#3, RQ #4 

Objective #2: Address bidirectional traceability at low level of granularity by allowing 

identification, creation, storage, and retrieval of traceability artifacts. RQ #5 

Objective #4: Develop an approach for test results analysis that complements the coverage 

analysis. RQ #6 

 

1.4. Thesis organization 

The thesis is composed of 5 chapters. Chapter 1 is the introduction and context of the thesis. 

Chapter 2 presents background information and a literature review. As part of the background 
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information chapter 2 includes an overview of avionics standards, a literature review of test 

generation approaches, model-based testing, test data generation techniques, verification 

techniques and their relation to test case generation, requirements-based testing, and test results 

analysis. Chapter 3 presents the first contribution that addresses the integration of model-based 

verification and test generation of software avionics systems. Chapter 4 presents the second 

contribution, an approach for test case generation using model checking. Chapter 5 presents the 

third contribution, an approach to test case generation using constraints solving and that supports 

traceability between LLRs and test cases at a low level of granularity. This approach creates the 

necessary records to prepare bidirectional traceability and to produce traceability artifacts. The 

following activities are supported: traceability elements determination, identification, creation, 

storage, and retrieval during the test case generation process. Finally, we end this thesis with a 

conclusion and avenues for future work. 
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Chapter 2 

 

2. Background information and literature review 

 

Here we introduce the background information and the state-of-the-art pertaining to these research 

topics. As the research is in the context of the avionics industry, the main standard RTCA DO 178 

B & C and their supplements are briefly presented in Section 2.1, followed by formal models, test 

coverage and conformance relations in Section 2.2. Sections 2.3, 2.4, and 2.5 are a review of 

existing work related to testing methods based on models such as Extended Finite State Machine 

(EFSM), Communicating EFSM (CEFSM), formal verification and test case generation. 

 

2.1 Avionics standards RTCA DO-178 B & C  

The avionics industry has developed a set of standards to prevent catastrophic events related to 

their systems. The RTCA DO-178B standard provides guidance for producing software for 

airborne systems that performs its function with a level of confidence in safety that complies with 

airworthiness requirements [1, 3]. Indeed, the RTCA DO-178B defines objectives for software life 

cycle processes, activities, and data with a strong emphasis on verifying the satisfaction of High- 

and Low-Level Requirements (HLRs, LLRs). Moreover, the complexity of airborne software has 

dramatically increased to the point that current validation techniques based only on testing are no 

longer adequate [3, 4]. These technical advances have led the avionics industry to introduce 

alternative means of validation and verification within a revised version of their standard, the 

TRCA DO-178C and its supplements DO-331, DO-332 and DO-333 [1]. The DO-178C standard 

[1] includes a supplement on formal methods called DO-333, where a formal method is defined as 

“a formal model combined with a formal analysis.”. Conventionally, a model is formal when it has 

unambiguously and mathematically defined syntax and semantics. This allows automated and 

exhaustive verification of requirements using formal analysis techniques. Specifically, DO-333 

provides three categories of formal analysis techniques: deductive methods such as theorem 

proving, model checking, and abstract interpretation. Today, formal methods are used in a wide 

range of application domains including hardware, railway, and aeronautics. RTCA DO-178C and 

its supplements have been successfully applied to the production of software systems at Dassault-
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Aviation and Airbus [5]. Formal verification such as model checking and theorem proving are 

mainly used to verify properties at the design level. However, the verified properties may not be 

correctly propagated to the implementation of the final product, making it essential to fully test 

these properties. Figure 2 shows the testing procedure in RTCA DO- 178C.  

 

 
Figure 2: Testing in DO-178C [1] 

 

Our work is related to the last five objectives of RTCA DO 178C that are listed below, where * 

means that the objectives are partially met.  

1. The executable code complies with the high-level requirements. * 

2. The executable code complies with the specifications (low-level requirements). * 

3. Test coverage of the high-level requirements is achieved. * 

4. Test coverage of the specifications (low-level requirements) is achieved. 

5. Test coverage of the executable code is achieved. * 

 

The Software Levels defined by ARP4754, also known as Item Development Assurance 

Levels (IDAL), are mentioned in RTCA DO-178C, and are from the safety assessment 
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process and hazard analysis that examine the effects of a failure condition in the system. The 

failure conditions are categorized by their effects on the aircraft, crew, and passengers and are 

quoted below.  

A- Catastrophic - Failure may cause deaths, usually with loss of the airplane. 

B- Hazardous - Failure has a large negative impact on safety, on performance, or reduces the 

ability of the crew to operate the aircraft due to physical distress or a higher workload or causes 

serious or fatal injuries among the passengers. 

C- Major - Failure significantly reduces the safety margin or significantly increases crew 

workload. May result in passenger discomfort (or even minor injuries). 

D- Minor - Failure slightly reduces the safety margin or slightly increases crew workload. 

Examples might include causing passenger inconvenience or a routine flight plan change. 

E- No Effect - Failure has no impact on safety, aircraft operation, or crew workload.” [ref] 

 

Figure 3 illustrates the tracing between certification artifacts, as required by the RTCA DO-178C 

standard. The red traces are required only for Level A, the purple traces are required for Levels A, 

B, and C, and the green traces are for Levels A, B, C, and D.  No traces are required for Level E. 

Our work is related to level A. 

 

 

Figure 3: RTCA DO-178C required traceability [1] 



10 
 

2.2 Model-based testing 

There are several models that we can select based on the aspects of the real system that we need 

to express. 

 

The four basic aspects are control, which is often modeled by a Finite State Machine (FSM) or an 

input output automaton, the data aspect, often modeled by an Extended Finite State Machine 

(EFSM), the communication aspect, modeled by a Communicating EFSMs (CEFSM), and the time 

aspect, that is modeled by Timed FSM. Modeling one aspect is not sufficient to test systems as 

they exhibit several aspects at the same time. More complex models are needed to express the 

combination of aspects, such as CEFSM that combines the communication between components 

that are modeled as EFSMs, called CEFSMs. Similarly, there are systems composed of Timed 

EFSMs. The more aspects we compose, the more complex the model is, but the model becomes 

more realistic while still being abstract. 

 

In this research, the target models are extended finite state machines (EFSMs) and communicating 

EFSMs (CEFSMs), as they express the control, data and the communication between components. 

In model-based testing, we try to establish a conformance relationship between a specification and 

its “implementations” [6, 7, 8, 9]. Models are extracted from the specification and used for test 

cases derivation purposes. More precisely, we establish a relationship between the model 

specification and an assumed abstract model of the implementation being tested. Testers should 

be cautious not to extrapolate those results to the entire implementation under test (IUT). For 

example, if we test the control aspect then only that aspect can be the subject of inference relations 

under all the announced assumptions. The model for testing the control aspect is limited; it cannot 

express data, communication, and time aspects. If the control aspect of the IUT after testing is 

error-free, this does not allow the tester to declare that the IUT is error-free. We define an EFSM, 

a CEFSM, and a global system below. 

 

Definition 1. An EFSM is formally represented as an 8-tuple < S, s0, I, O, T, A, δ, V> where:  

1. S is a non-empty set of states, 

2. s0 is the initial state,  

3. I is a non-empty set of input interactions,  
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4. O is a nonempty set of output interactions,  

5. T is a nonempty set of transitions,  

6. A is a set of actions,  

7. δ is a transition relation: δ: S×A→S, and 

8. V is the set variables. 

Each element of A is a 5-tuple t = (initial state, final state, input, predicate, block). Here “initial 

state” and “final state” are the states in S representing the starting state and the tail state of t, 

respectively. “input” is either an input interaction from I or empty. “predicate” is a predicate 

expressed in terms of the variables in V, the parameters of the input interaction and some constants. 

“block” is a set of assignment and output statements. 

 

Definition 2. A CFSM is a 2n-tuple (C1, C2,...,Ck, F1, F2,..., Fk) where:  

• Ci = <S, s0, I, O, T, A, V> is an agent’s model; and 

• Fi is a First In First Out (FIFO) list for Ci, i=1..n. 

Suppose an agent system consists of k communicating CEFSMs: C1, C2,...,Ck. Then its state is a 

k-tuple <s(1), s(2),..., s(k), m1, m2,...,mk> where s(j) is a state of Cj and mj, j=1..k are sets of 

messages contained in F1, F2,...,Fk respectively. The CEFSMs exchange messages through 

bounded storage input FIFO channels. We suppose that a FIFO list exists for each CEFSM and 

that all messages to a CEFSM go through its list. We suppose in that case that an internal message 

identifies its sender and its receiver. An input interaction for a transition may be internal (if it is 

sent by another CEFSM) or external (if it comes from the environment). The model obtained from 

a communicating system via reachability analysis is called a global model. This model is a directed 

graph G = (V, E) where V is a set of global states and E corresponds to the set of global transitions. 

  

Definition 3. A global state of G is a 2n-tuple <s(1), s(2),..., s(k), m1, m2,...,mk> where mj, j=1..k 

are set of messages contained in F1, F2,...,Fk respectively. 

 

Definition 4. A global transition in G is a pair t = (i, α) where α ∈ Ai (set of actions). t is firable in 

s = <s(1), s(2),..., s(k), m1, m2,..., mk> if and only if the following two conditions are satisfied 

where = (input, predicate, output, compute-block): 
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• A transition relation δi(S, α) is defined; and  

• input = null and predicate = True or input= α and mi= α W, 

where W is a set of messages to Ci, and predicate = True. 

After t is fired, the system goes to s’ = <s’(1), s’(2),..., s’(k),m’1, m’2,...,m’k> and messages 

contained in the channels are m’j where: 

• s′(i) = δ(s(i),α)  and s′(j) = s (j) ∀ (j≠ i); 

• if input = Ø and output = Ø, then m’j = mj ; 

• if input = Ø and output = b, then m’k = mk b (Ck is the agent which receives b);  

• if input ≠ Ø and output = Ø, then m’i = W and m’j = mj ∀ (j≠ i); and 

• if input ≠ Ø and output = b, then m’i = W and m’k = mk
b

 . 

 

Definition 5. A test case is composed as <preamble, target, postamble, verdict> where the 

preamble is a sequence of transitions that start at the initial state and ends at the target, it might be 

empty. A postamble is the sequence of transition that starts at the ending state of the target and 

ends at the final state; this may be empty. The target is the element to test.  

The verdict is in the set {pass, fail, inconclusive}. 

 

Definition 6. A test sequence is a set of test cases. 

 

2.2.1 Test coverage criteria 

The notion of coverage is important in test case generation. It characterizes the quality of a test 

case and test suites. It also helps determine the efficiency of test cases. There are several coverage 

criteria, among them requirement coverage, structural coverage, data flow coverage, input domain 

coverage, and fault coverage. Test coverage is often used to measure how thoroughly software is 

tested.  It is also used by software developers and vendors to indicate their confidence in the quality 

of their software product.  Despite decades of research on coverage criteria and metrics, the 

traditional coverage notions that are used in software testing, such as statement coverage, branch 

coverage, and path coverage [10, 11], are not sufficient to ensure that a tested software satisfying 

a coverage criterion is error-free. The only way to ensure that software is error-free via testing is 

to perform exhaustive testing, which is often very expensive or impossible due to its infinite input 
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set. Coverage criteria provide a cost trade-off in testing. This research focusses on coverage criteria 

that are important to avionics software systems such as requirements coverage and MC/DC [12, 

13]. Figure 4 shows the Rapps & Weyuker original structural coverage criteria augmented with 

the representation of the MC/DC branch [10, 12, 13]. Next, we focus on definition-use paths (du-

paths) and MC/DC criterion. These two criteria are not comparable. They can be used separately 

or integrated in a test sequence generation algorithm to enhance test case quality.  

 
Figure 4: Coverage Criteria [10] 

 

A du-paths criterion is a dataflow coverage criterion that links the definitions and usages of 

variables. A definition of a variable is any statement that modifies the value of a variable. It is 

equivalent to “write” in the memory zone associated with the variable, such as an assignment and 

read input that modifies the value of the variable. A usage of a variable includes all operations that 

read the value of a variable without modification, such as computation use (C-use), Predicate use 

(P-Use) and output use (O-use). A du-path is a definition-usage path that links the definition of a 

variable to its usage.  It is desirable that the path is definition-clear, meaning that there is no 

redefinition of the variable within the path. All-du-paths is a criterion that is less strong but 

manageable than all-paths. 

The objective of a Modified Condition/Decision Coverage (MC/DC) criterion is to demonstrate 

that all conditions involved in an expression (decision) can influence the result of that expression. 

All critical systems have decisions that need testing. Some of the specified decisions are complex 

and require specific techniques such the decomposition of expression to address them. An MC/DC 
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criterion is stronger than condition and decision criteria. The satisfaction of the MC/DC criterion 

is required by the RTCA DO-178C standards of avionics systems. For more details, a tutorial that 

introduces the MC/DC criterion and summarizes the issues and challenges of its testing is available 

[13]. A decision is a Boolean expression composed of conditions and zero or more Boolean 

operators. A decision without a Boolean operator is a condition. A condition is in fact a leaf-level 

of Boolean expression. It is atomic and cannot be broken down into a simpler Boolean expression. 

MC/DC is a structural coverage criterion, developed as a trade-off between the Multiple-Condition 

Coverage criterion and the Condition/Decision Coverage criterion that have a lower number of test 

cases [1, 12, 13, 14. 15, 16]. MC/DC has been used for code testing with the following 

requirements: 

(1) Every decision in the program must be tested for all possible outcomes at least once; 

(2) Every condition in a decision within the program must be tested for all possible 

outcomes at least once; 

(3) Every condition in a decision must be shown to independently affect that decision's 

outcome. This requirement ensures that the effect of each condition is tested relative to 

the other conditions; and  

(4) Every exit and entry point in the program (or model) should be invoked at least once. 

Several test sequence generations with MC/DC exist and all of them are dedicated to code testing 

[12, 13, 14. 15, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29]. The existing techniques are 

based on one of the following four categories: Binary Trees [19], truth table for each Boolean 

expression [13, 15, 18, 24], n-cube graph [ 28], and constraints solving [27, 28]. Each of the 

proposed techniques, if not combined with another technique that optimize the well-known issues, 

suffers from scalability and state explosion problem. The techniques that are based on graphs suffer 

from state explosion and decidability issues in relation to the number of variables. There are very 

few approaches to MC/DC test case generation for system specifications that consist of complex 

decisions. Most of them assume that each decision is independent. T. SU et al. [27] presented three 

different approaches, essentially based on binary trees and constraint solvers, to generate MC/DC 

test cases for decisions. Most of the proposed techniques do not address multiple decisions and 

cycles in test case generation. Very few semi-automatic test case generation tools exist, and all 

suffer from the above challenges. 
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In the following we review some relevant EFSM-based test generation techniques. 

 

2.2.2 EFSM-based test generation approaches  

Testing based on the EFSM has been studied extensively. The EFSM is a model that extends the 

FSM model with variables and predicates that appear within condition statements and statements. 

Test sequence generation is more complex in the EFSM and faces a state explosion problem that 

leads to incomplete coverage [8, 9, 30]. The data selection that is required is often undecidable and 

path feasibility/executability is not cost efficient. 

The first comprehensive survey was published by Bourhfir et al. in 1997 [30]. In 2014, Yang et al. 

published a more recent and exhaustive survey entitled “EFSM-based Test Case Generation: 

Sequences, Data and Oracle” [9]. However, it does not address the testing of communication and 

time aspects.  In 1997, Bourhfir et al. proposed an EFSM-based test sequence generation method 

that generates executable test sequences [31, 32]. A complete test sequence is obtained in five 

steps. First, the technique transforms an EFSM model into a dataflow graph. Second, it selects 

input values for the input parameter that affects the control flow. Third, executable sequences are 

generated using du-paths and removing any sub path inclusion, while appending the state 

identification sequence and postamble to each du-path [33]. The executability of each path is 

verified in the fourth step. They used cycle analysis, symbolic execution, and Constraints 

Satisfaction Problem (CSP) techniques to solve the path executability problem. In the fifth and last 

step, relevant paths are added to cover any uncovered transitions. This technique verifies the 

executability of a path during its generation. It uses optimized IO-df-chains [37] criterion and 

multiple UIOs with Wp as the state identification method. More techniques are also used, such as 

search techniques, and handling executability issues exist [49, 50, 51, 52, 53, 54]. Table 1 below 

presents a summary and some comparison criteria of the relevant EFSM-based methods. A more 

recent and complete list can be found in the following surveys published by Yang et al. and Dssouli 

et al. [8, 9]. 
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Table 1: EFSM-based test sequence generation approaches 

  (- means not given or not addressed) 

Authors and 

Date 

Model 

Transformation 

Coverage 

Criteria 

Signatur

e 

Data 

Selectio

n  

Path Executability  

Technique 

H. Ural 1991, 

1993 [ 34, 35] 

EFSM to Control 

graph and 

Data Flowgraph  

IO-df-

chain 

-  - - 

R.E.Miller 

1992 [38] 

EFSM to 

FSM (both 

Control flow  

Data flow)  

all-def-

obs paths 

 

UIO - Change the value of 

influencing variable, 

backtracking.  

Problem of efficiency  

C. Bourhfir 

1997, 2001 [31, 

32]  

EFSM to  

Data Flowgraph  

IO-df 

chains  

M-UIO 

Wp  

 

Random Cycle analysis,  

Symbolic execution,  

CLP-BNR technique  

R. M. Heirons 

2002 [36] 

SDL-EFSM to NF-

EFSM to 

EEFSM/PEFSM 

all-uses - - Path splitting, state 

decomposition, 

predicate 

decomposition. 

Simplex algorithm 

W.E. Wong 

2008, 2009 [37] 

EFSM all-nodes, 

all-edges  

Hot spots 

- Symb. 

executio

n 

Conflict detection 

Possibility to use CSP 

 

 

2.2.3 CEFSM-based test generation approaches  

There are many challenges to meet in concurrent systems testing [40, 41] Concurrent 

communicating machines have a distinct set of features, “such as communication, synchronization, 

and non-determinism” [42], features that amplify the testing complexity [43]. In addition, the body 

of knowledge available for testing parallel communicating systems is not as mature as it is for 

sequential systems. The semantics of concurrent communicating processes needs to be defined in 

terms of interleaving actions or true concurrency, and the communication mode must be defined 

in terms of synchronous communication with the possibility of blocking, or asynchronous 
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communication, a non-blocking mechanism. Parallel communicating machines are known for their 

non-deterministic behavior and their race condition. Non-determinism is observed when we 

execute the same process with the same sequence of inputs and observe different behaviors, which 

means that different paths are being executed. In addition, the composition of deterministic 

processes may lead to non-deterministic behavior. Most of the techniques in testing concurrent 

systems use the composition of control graphs obtained by the transformation of the 

Communicating Finite State Machine (CFSM) or the Communicating Extended Finite State 

Machine (CEFSM). This composition is obtained by cross-product with interleaving semantics, 

which may lead to a state explosion problem. In fact, it is the same as the Reachability Graph (RG) 

that is used for reachability analysis and model checking. 

The approaches for testing the CEFSM can be classified into three types: 1) the composition of all 

single modules to obtain one composite model and the application of existing EFSM test sequence 

generation methods; 2) the generation of test sequences for a single EFSM, known as local test 

sequences, and then generating global test sequences by the composition of local test sequences to 

cover the set of communicating transitions; and 3) the transformation of each EFSM into control 

and data flow graphs and the use of flow graph-based criteria to generate test sequences. In the 

following sections we review the case of a CEFSM that exchanges messages through channels 

(asynchronous communication mode) [42, 43 44, 45, 46, 47, 48]. Synchronous communication 

can be simulated by a buffer of size 1. The literature review relevant to this research and related to 

test generation techniques based on the CEFSM is summarized in Table 2. 

 

Table 2: CFSM/CEFSM-based test sequences generation approaches 

(- means not given or not addressed)   

Research work Model 

transformation 

Coverage 

Criteria 

Signatur

e 

Test generation method 

Luo et al. 

 [42] 

CNFSM to 

NFSM 

Fault coverage 

multiple faults 

Wp Wp 

Lee et al.  

 [43] 

FSM to CFSM all-transitions - Guided random walk. 

Observers. 

Hierons [43]  CFSM fault model UIO Heuristics 
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Research work Model 

transformation 

Coverage 

Criteria 

Signatur

e 

Test generation method 

 VRP  

Bourhfir et al. 

[44] 

CEFSM to partial 

reachability graph 

all def-uses 

all-transitions 

UIO 

Wp 

Guided test case generation -

uses communication 

transitions between modules 

Li and Wong 

[45] 

CEFSM to flow 

diagram 

branch 

coverage 

transitions 

predicates 

- Incremental test case 

generation based on 

coverage 

Wong and Lei 

[46] 

CFSM to 

 reachability 

graph 

all-nodes 

all-edges 

- Hot-spot prioritization 

Topological sort 

 

Yao et al.  

 [47] 

PaP EFSM to 

reachability 

graph) 

 

def-use paths 

Wp Hot-spot prioritization 

Topological sort 

 

 

2.2.4 Test data selection techniques 

To test a system, both variables and parameters need values that must be selected from their 

domain definitions in a combinatorial manner, called the input domain. Selected data has the 

important role of stimulating the path and revealing any errors. Selected data should 

simultaneously satisfy all the predicates along the path for their feasibility (executability). 

Infeasible paths remain an important problem in test case generation that requires effective 

techniques [49, 50]. The difficulty is that the input domain that combines all the variables and 

parameter domains is too large or infinite to consider complete coverage. It is known that test data 

generation is an undecidable problem [51]. Several techniques have been explored for test data 

selection. One of these techniques is exhaustive testing, which refers to using every input sequence 

from the input domain that is a combinatorial set of all variables and parameters domains. 

Exhaustive testing can only be considered for very small models. To cope with large input 

domains, partition testing is preferred, as it consists of dividing the input domain into several 

equivalence classes from which only one test data is chosen. The challenge is to define the 
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equivalence relation that can best meet the requirements. Another technique used for software 

testing is boundary testing, which tests boundaries’ limits [52]. Test data generation and selection 

techniques can be grouped in the following categories: symbolic execution [30, 31, 32, 53, 54, 55], 

random, mutation, linear regression to narrow intervals, and search-based techniques [56, 57, 58, 

59, 60]. 

 

2.3 Formal verification and test case generation  

Formal verification is a collection of algorithmic techniques that use static analysis based on 

mathematical transformations. It is defined as the process of formally establishing that a design 

satisfies a given specification or set of properties representing requirements. There are two 

categories of formal methods for formal verification:  theorem proving and model checking. 

Theorem proving, also known as Automated Theorem Proving (ATP) or automated deduction, is 

part of the automated reasoning field and mathematical logic. It deals with proving mathematical 

theorems by computer programs. ATP is composed of procedures that can be used to check 

whether a given formula F, called the “goal”, is a logical consequence of a set of 

formulas N known as the “theory” [61]. Model checking is another technique [62, 63, 64] that 

builds a finite state transition system and exhaustively explores it for property violations. If the 

model checker analyzes all reachable states and detects no violations, then the property holds. 

However, if the model checker finds a reachable state that violates the property, it returns a 

counterexample which is a sequence of reachable states beginning in a valid initial state and ending 

with the property violation. The model checker is used as an oracle to compute the expected 

outputs and the counterexamples it generates are also used as test sequences. Some of model 

checker approaches consider avionics systems using the landing gear system (LGS)) [65]; other 

approaches are more general. Some the approaches focus only on modeling and verification and 

others include the modeling, verification, and testing of critical avionics systems.  

The following shows table 3 which summarizes the approaches that address modeling, verification, 

and testing, and table 4 which summarizes approaches that focus on the modeling and verification 

of avionics systems. 



20 
 

Table 3: Approaches focusing on modeling, verification, and testing. 

Works Model Verification 

tool 

Logic/ 

language 

Aspects Approach Issues 

Arcaini et 

al. (2014a) 

[66] 

ASM 

Abstract 

State 

Model 

AsmetaSMV  

 

CTL Communication 

& commitment 

not expressed 

Transformation 

of ASM to 

NuSMV for 

verification 

Too abstract  

-No 

communication 

Dhaussy 

and 

Teodorov 

(2014) [67] 

 OBP 

Observer-

based-Prover 

Fiacre 

Properties 

in CDL 

Output modeled 

as global 

variables 

- Context  

-Problem is 

decomposed 

into small 

problems that 

are verified 

independently 

The correctness 

of local 

properties does 

not infer the 

correctness of 

the whole 

system 

Berthomieu 

et al. (2014) 

[68] 

TTS 

Timed 

Transition 

System 

Selt in Tina Fiacre/ 

LTL/ TTS 

 

Implicit 

communication 

between 

components 

Pilot = a set of 

shared Boolean 

variables 

-No explicit 

communication 

TTL and TTS --

-No 

accountability 

 

 

Table 4: Approaches focusing on modeling and verification avionics systems (LGS) 

Authors Model Verification 

tools 

Logic/ 

language 

Test case 

generator 

Approach Issues 

Hansen et 

al., 2014 

[69] 

Specification 

in B method 

Refinment 

ProB model 

checker 

BMotionStudio 

for 

visualisation  

Event 

based B 

LTL 

The ProB 

animator 

 

 

Generate valid 

traces for  

regression 

testing 

Only liveness 

properties 

LTL 

- No 

communication 

- No 

accountability 

Arcaini et 

al. 

(2014b) 

[70] 

ASM 

Abstract 

State Model 

AsmetaSMV  

(transformation 

of ASM spec to 

NuSMV input) 

CTL Communication 

& commitment 

not expressed 

Links between 

implementation 

(java) and its 

specification 

ASM, test the 

code against 

ASM model 

- Too abstract 

CTL 

-No 

communication 

-No 

accountability 

 

In the following chapter, we present our first contribution, an approach that integrates model-based 

verification and testing in the same framework. This work has been published as a conference 

paper [85] and its extension as a journal paper [71]. 
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Chapter 3 

 

 

 

3. Model-based verification and testing approach for safety-critical 

systems  

 

In this chapter we address the issue of safety-critical software verification and testing, as they are 

key requirements for achieving RTCA DO-178C regulatory compliance for airborne systems. 

Formal verification and testing are often considered two different activities within the airborne 

standards, and they belong to two different levels in the avionics software development cycle. We 

propose an approach that integrates model-based verification and testing within a single 

framework. We address the verification and testing of parallel communicating agents based on 

formal models. In this work, properties are extracted from requirements and formally verified at 

the design level, while the verified properties are propagated to the implementation level during 

the development cycle and checked via testing. This approach is composed of six steps:  

I. Modeling behaviors and specifying properties for formal verification at the design stage; 

II. Performing verification using and extending existing tools;  

III. Transforming the verification model to a testing model using model transformation 

refinement; 

IV. Automatic test generation for testing individual agents (components) in their context 

(conformity); 

V. Automatic test generation for the integration of all agents based on CEFSM; and finally,  

VI. Checking that the verified properties are held at the abstract model representing the 

implementation level via testing.  

 

For test case generation, we combined MC/DC, DU-path and UIO coverage criteria [10, 17]. The 

combination of these criteria enhances the efficiency of test cases. The results of formal 
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verification and testing can be used as evidence for avionics software certification. The approach 

begins with formally modeling the avionics system from the given informal requirement 

specifications, producing an FSM-like model as described in Figure 5. This work was published 

in 2020 [71]. 

 

We assume that a correct informal specification exists. Next, the obtained model is refined and 

encoded using ISPL+ (an extended version of the input language of the symbolic model checker 

MCMAS+ introduced in [72]) to verify agent-based intelligent systems. We extract and express 

the system requirements in the form of temporal properties using Computation Tree Logic (CTL) 

 

Figure 5: Overview of our approach [71, 85] 
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[73, 74]. MCMAS+ automatically checks whether the model satisfies the intended properties and 

graphically produces witness examples or counterexamples [63, 75]. The produced witness 

examples prove the satisfaction of properties, while the produced counterexamples guide designers 

to detect and repair design errors in the formal system model. In the validation/implementation 

level, our approach automatically transforms the formal models into a partial product of the 

Communicating Extended Finite State Machine (CEFSM) that uses our proposed algorithms to 

automatically generate abstract test cases. These algorithms and tools address the conformity of 

the implementation under test to Low-Level Requirements (LLRs). After assigning values to the 

required data sets, the generated test cases are transformed into concrete ones with respect to the 

expressed properties. The concrete test cases will be applied to the implementation under test. The 

Modified Condition/Decision Coverage (MC/DC) criterion is integrated into the test generation 

algorithm to satisfy the requirements of the RTCA DO-178C [1, 76, 77]. Finally, our approach 

analyzes the obtained test results and compares them with the produced witness-examples to 

validate our properties via testing. 

The main limitation of this methodology is the computational complexity of the test case 

generation algorithm, which is NP hard. The methodology offers forward traceability by 

construction, but it does not address the issue of backward traceability. There is a need to extend 

it with graph exploration and test results analysis.  

 

3.1 Modelling case study: Landing gear system (LGS) 

Our case study, a landing gear system for an aircraft, was proposed by Frédéric Boniol and Virginie 

Wiels in [65] as a representative scenario for complex industrial needs. The case study is very rich, 

as it is not restricted to software and includes complex system modeling. The landing system is 

responsible for maneuvering the landing gears and attached doors. It consists of three landing 

packages situated in the front, right, and left part of the aircraft. Each landing package includes a 

door, a landing gear, and related hydraulic cylinders. A door can be opened or closed, while the 

gear can be retracted, extended, or maneuvered. The landing system is controlled by a software 

package and can be in two modes: normal or emergency. In outgoing and retraction situations, the 

normal mode is the default mode. The emergency mode is deployed to handle failure situations. 

This work only considers the outgoing sequence and its normal and emergency modes. The 

architecture of the system consists of three parts (see Figure 6): 1) a pilot part; 2) a mechanical 
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part that incorporates the mechanical devices and three landing packages; and 3) a digital part that 

includes the control unit software. Regarding the pilot part, a pilot has a button switch at her/ his 

disposal with two positions: UP or DOWN. When the button switch goes from UP to DOWN, the 

outgoing sequence is initialized. The pilot has three lights in the cockpit that reflect the current 

status of the gears and doors. These lights are as follows: 

• Green light indicates that “gears are locked down”; 

• Orange light indicates that “gears are maneuvering”; and  

• Red light indicates a “landing gear system failure”.  

 

 

Before initializing the outgoing sequence, all the landing gears are locked in their up position and 

all the lights are off. In case of failure (i.e., the red light is on), the pilot manually pulls the 

mechanical handle to deploy the emergency hydraulic system. The expected consequence of this 

deployment is to lock the gears in the down location. When all gears are successfully extended and 

all accompanying sensors are valid, the green light must be lit. Regarding the mechanical part, the 

motion of landing gears and doors is performed by a set of hydraulic cylinders such that the 

cylinder position basically corresponds to the door or landing gear location. For example, when a 

door is open, the corresponding cylinder is extended. The hydraulic power of these cylinders is 

supplied by a set of electro-valves. The digital part sends an electrical order to activate each 

electro-valve. Notably, the three doors (and their gears) are controlled in parallel by the same 

electro-valve. The digital part plays an intermediate role between the pilot part and the mechanical 

part. Specifically, the software embedded in the digital part is responsible for controlling the gears 

 

Figure 6: General architecture of the landing gear system 
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and doors, detecting anomalies, and informing the pilot about the status of the system through a 

set of lights. It also generates commands directed to the hydraulic system to open or close the doors 

and extend or retract the gears with respect to the values of employed sensors, and it captures the 

pilot orders.   

In the following we focus on modelling the case study. 

 

 

3.1.1 Modelling the landing gear system (Step I) 

In this section, we show how our model M can formally model a landing gear system. In our 

modeling, we consider the normal and emergency modes of the landing gear system without going 

into low-level details regarding the mechanical devices of sensors and electro-valves. To realize 

our model, we introduce three agent machine models: the pilot agent machine model Mp models 

the behavior of the pilot part, the control unit agent machine model Mc models the behavior of the 

digital part, and the emergency agent machine model Me models the behavior of the emergency 

system. Instead of adding another agent machine to model the behavior of the hydraulic cylinders, 

we depend on the status of the doors and gears to directly represent the status of the employed 

cylinders. This works because the description above states that the doors’ cylinders are extended 

when the doors are open, and a similar relation holds between gears and their cylinders.  

 

In the published case study paper, there are two types of requirements, and the authors classify 

them as strong and weak [65]. The weak requirements did not consider deadline constraints/time 

constraints. Although we selected the weak requirements, the time constraints are abstractly 

represented in our model where each transition takes one-time unit as in all standard abstracted 

temporal models.  

 

Figures 7, 8, and 9 show the EFSM models of the pilot, control unit, and emergency agent 

machines, respectively. In each figure, we introduce the input and output of each transition in a 

tabular form where the symbols “?” and “!” refer to receiving and sending actions. The output of 

a transition can be directly assigned by shared and unshared variables when there is no explicit 

output action. Given that, it is easy to define the Boolean predicate of each transition using the 

conjunction operator between its input and its output. 
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Figure 7: Pilot Agent Machine model, Mp [71, 85] 

Label Input, output & predicate

Pt1 ? Landing-Specs(speed, distance)
! Press-Down-Button

Pt2 ? Press-Down-Button-Ack
! Wait-For-Orange-Light

Pt3 ? Orange-Light-On
! Orange-Light-On-Ack

Pt4 ? Green-Light-On
! Green-Light-On-Ack

Pt5 ? Confirm-Gear-Deployment
! Deployment-Status:=Success

Pt5 ? Red-Light-On
! Red-Light-On-Ack

Pt7 ? Confirm-Gear-Deployment-Error
! Initialize-Emergency-System

Pt8 ? Green-Light-OnMe

! Green-Light-OnMe-Ack

Pt9 ? Confirm-Gear-DeploymentMe

! Deployment-Status:=Success

Idle

wForOrange

OrangeLight

gLight rLight

cForDeployment wForGreen-Light

gLight

cForDeployment

Down

Pt1

Pt4

Pt3

Pt2

Pt6

Pt7

Pt8

Pt
9

Pt5

 

Figure 8: Controller Agent Machine model, Mc [71, 85] 

Idle

Initialized

dOpening

dOpened

gExtending

oLight

dClosedError dClosed

rLight

gNotDeployed

gLight

gDeployed

Ct2

Ct1

Ct3

Ct4

Ct5

Ct9 Ct6

Ct7Ct10

Ct8Ct11

Label Input, Output & Predicate

Ct1 ? Press-Down-Button
! Press-Down-Button-Ack

Ct2 ? Process-Received-Command
! Open-Gear-Doors

Ct3 ? Open-Gear-Doors-Ack
! Outgoing-Gears

Ct4 ? Outgoing-Gears-Ack
! Orange-Light-On

Ct5 ? Orange-Light-On-Ack
! Close-Gear-Doors

Ct6 ? Close-Gear-Doors-Ack
! Doors-Close-Success

Ct7 ? Gears-Extended
! Green-Light-On

Ct8 ? Green-Light-On-Ack
! ControlUnit-Disconnected

Ct9 ? Close-Gear-Doors-Error
! Doors-Close-Error

Ct10 ? Gears-NotExtended
! RedLight:=On

Ct11 ? Red-Light-On-Ack
! ControlUnit-Disconnedted
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3.2 Verification of LGS properties (Step II) 

To perform the verification, we introduce the MCMAS+ tool. We consider that each EFSM is an 

agent and CEFSM is a multi-agent system. This is a symbolic model checker that extends 

MCMAS, a model checker for Multi-Agent Systems (MAS) that uses Ordered Binary Decision 

Diagrams (OBDD) [63, 78]. MCMAS takes two inputs: a model description for the system to be 

verified and a set of properties specified by different logics, such as CTL and CTLC [79, 80]. The 

inputs of MACMAS are formatted by the ISPL language which is used to describe the 

communicating MAS to be checked and to encode the desired specifications. ISPL+ is a dedicated 

programming language for interpreted systems that formalize MASs (Fagin & Halpern, 1994) [81]. 

MCMAS+ automatically evaluates the truth value of the encoded specifications and produces 

counterexamples that can be analyzed graphically for false specifications. MCMAS+ can also 

provide witness executions for the satisfied specifications and graphical interactive simulations.  

  

Figure 9: Emergency Agent Machine model, Me [71, 85] 

Label Input, Output & Predicate

Et1 ? Initialize-Emergency-System
! Open-Gear-Doors

Et2 ? Open-Gear-Doors-Ack
! Outgoing-Gears

Et3 ? Outgoing-Gears-Ack
! Verify-Gears-Position

Et4 ? Verify-Gears-Position-Ack
! Lock-Doors-Mechanically

Et5 ? Lock-Doors-Mechanically-Ack
! Green-Light-On

Et6 ? Green-Light-On-Ack
! Gear-Status-Extended

Idle

dOpened

Initialized

gExtendingMechanically

gLight

dClosedMechanicaly

gLockReleased

Et1

Et2

Et3

Et4

Et5

Et6

https://www.sciencedirect.com/science/article/pii/S0957417416307138?via%3Dihub#bib0025
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For clarity, we introduce the syntax of CTL that is given by the following grammar rules: 

                   𝜙 ∷= 𝑝 | ¬𝜙 | 𝜙 ∨ 𝜙 | 𝐸𝑋𝜙 | 𝐸𝐺𝜙 |𝐸(𝜙 𝑈 𝜙)  where: 

1) 𝑝 ∈  𝐴𝑝 (a set of atomic propositions) is an atomic proposition and 𝐸 is the existential 

quantifier on paths; 

2) 𝑋, 𝐺, and 𝑈 are temporal operators standing for “next”, “globally”, and “until”, 

respectively; and  

3) The Boolean operators ¬  and ∨ are defined and used in the usual way. 

 

To validate our model M (a composition of Mp, Mc, and Me) we need to perform the review and 

tracing activities. As a first validation activity, we must review the model with the wide range of 

features implemented in the MCMAS+ graphical user interface [80]. This graphical interface 

highlights syntax errors, automatically displays content, and assists and supports text marking and 

formatting. After fixing all the highlighted errors, we have a clear and error-free encoding model. 

Tracing the activity allows us to track the behavior of the encoded model. The MCMAS+ tool 

offers an Explicit Interactive Mode. This tool starts with the initial state and offers all the 

transitions available at this state, and also offers the possibility to choose the transitions. After we 

select one of these transitions, the tool moves to the reachable state connected with the initial state 

by this transition and then displays the available transitions at the new state. This step allows us to 

evaluate whether the model is progressing as we intended. If an error is detected, we return to our 

encoding and update it. This process continues until we reach the end state. Then, we start again 

from the initial state and select another transition. Our graphical interface supports a new feature, 

which displays the whole model. By completing these two activities, we ensure that our encoding 

model exactly captures the intended behavior of the landing gear system. In fact, these two 

activities are key to ensuring that the model is correct; otherwise, errors in the design model could 

jeopardize the entire activity of the design formal verification using a model checking technique. 

 

3.2.1 Model checking 

According to the model checking technique, we must formally: 1) model the system underlying 

the verification process; and 2) express the requirements. The correctness of these requirements 

has been proven on the modeled system using MCMAS+. We have just shown how we complete 

the first activity.  



29 
 

For the second activity, we used the Computation Tree Logic (CTL) [73] supported by the 

MCMAS+ model checker tool [82] to express the following requirements: 

𝜙1 = 𝐴𝐺(𝑃𝑟𝑒𝑠𝑠𝑒𝑑𝐷𝑜𝑤𝑛) → 𝐴𝐹(𝐺𝑒𝑎𝑟𝑠𝐸𝑥𝑡𝑒𝑛𝑑𝑒𝑑 ∧ 𝐷𝑜𝑜𝑟𝑠𝐶𝑙𝑜𝑠𝑒𝑑) 

𝜙2 = EG(E(PressedDown U PressedDown ∧  GearsExtended ∧ 𝐷𝑜𝑜𝑟𝑠𝐶𝑙𝑜𝑠𝑒𝑑)) 

𝜙3 = 𝐴𝐹 ¬E(¬ PressedDown U (GearsExtended ∧  𝐷𝑜𝑜𝑟𝑠𝐶𝑙𝑜𝑠𝑒𝑑)) 

𝜙4 = 𝐴G ¬(PressedDown ∧  𝐴𝐺 (¬𝐺𝑟𝑒𝑒𝑛𝐿𝑖𝑔ℎ𝑡)) 

𝜙5 = 𝐴𝐹(𝐺𝑟𝑒𝑒𝑛𝐿𝑖𝑔ℎ𝑡) 

 

In the case study [65], a set of requirements is presented with respect to the normal mode. The 

requirement called R11bis states that “when the command line is working (normal mode), if the 

landing gear command handle has been pushed DOWN and stays DOWN, then eventually the 

gears will be locked down and the doors will be seen closed”. We expressed this requirement in 

the three different CTL formulae 𝜙1, 𝜙2 and𝜙3.  

 

The first formula (𝜙1) can be read as follows: along all computation paths through all states, when 

the button is pressed down, then along all computation paths in the future, the gears will be 

extended, and the doors will be closed. The second formula (𝜙2) can be read as follows: there 

exists a computation path such that in all its states the gears will be not extended, and the doors 

will be not closed until the button is pressed down. The third formula (𝜙3) can be read as follows: 

along all computation paths in the future, the gears will be not extended, and the doors will be not 

closed if the button has never been pressed down before. The CTL formula 𝜙4 expresses the safety 

requirement, which plays an important role in avoiding a bad situation. This bad situation in the 

fourth formula can be read as follows: the button has been pressed down and along all paths, the 

green light is never lit. The last CTL formula 𝜙5 expresses the liveness requirement and can be 

read as follows: along all computation paths, the green light can be eventually lit. The quantifier 

ranging over all computation paths (“A”) enables us to check the status of both normal and 

emergency modes. For example, the liveness formula allows us to check the status of the good 

thing (‘green light’) that will happen eventually in each mode. All these formulas are evaluated to 

true on the model M using MCMAS+. Therefore, our design model is error-free, and it is strong, 

as it achieves the safety and liveness requirements required in both modes. We can also report 
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some statistical results, such as that the execution time of verifying these formulas is 0.298 seconds 

and the memory consumed is 6 Megabytes.  

 

3.3 Model-based test generation approach 

The goal is to generate, starting from a model, a set of test cases for the verified properties, apply 

them to the implementation under test and then analyze the test results to get a verdict (pass, fail 

or inconclusive). The main objective here is to demonstrate that the verified properties are properly 

propagated from the design level to the implementation level, and that they hold true within the 

Implementation Under Test (IUT). This demonstration requires model transformation, local and 

global test sequence generation, testing and test results’ analysis. The approach both verifies the 

properties at the design level and demonstrates their validity at the implementation level using 

global test sequences, allowing the satisfaction of RTCA DO 178C by generating local test 

sequences with the required coverage criteria. In addition, we extend the set of Du-paths to include 

additional paths to satisfy MC/DC criterion. 

 

3.3.1 Model transformation (Step III) 

Using our test case generation techniques with well-defined coverage criterion such as the MC/DC 

[76, 77], we transform the verification model into a testing model. The notion of shared variables 

used in our verification model can be transformed into input parameters in the EFSM model. The 

interaction mode considered here is message passing. The discussion about whether to use one 

model or two distinct models can take place. The solution for avoiding the use of a single model 

is to manually extract one model for verification and one model for testing. In this case, two 

different quality assurance groups should be involved, and the two models should cover the same 

set of requirements to satisfy the need for independence between verification and testing activities. 

The model transformation can show the relationships between two models, such as inclusion or 

equivalence. 

Model-to-graph transformations is also used in our approach. We transform an EFSM to control 

and monitor data flow graphs. The transformation can be done using graph rewriting techniques 

[83, 84] using grammar for each of them.  
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3.3.2 Local test cases generation (Step IV) 

To generate global test sequences for a system that is composed of several communicating agents, 

we start by generating test cases that are local to each EFSM agent. There are several techniques 

to automatically generate test cases at the module level, but any selected technique needs to take 

into account MC/DC criterion that is mandatory for avionics software certification according to 

RTCA DO 178C [1]. In this research, we developed two different techniques that generate local 

test cases, the first extends Bourhfir et al. work with MC/DC procedures (first approach) [71, 85]; 

the second uses constraints solving (third approach) [86, 87]. 

Test Generation Algorithm Satisfying MC/DC Criterion 

The proposed test generation algorithm generates feasible test sequences covering MC/DC and 

Du-paths criteria. To integrate MC/DC criterion to Bourhfir et Al. technique [32], we need to pin-

point in the algorithm the parts necessary to identify all Du-paths. For each element in the preamble 

list, we add a set of possibilities to satisfy the MC/DC criterion. This binary set will represent the 

possibilities for each information item that influences a decision [83, 84]. 

As the proposed approach extends the Bourhfir test generation technique, we start by presenting 

the high-level view of the algorithms utilized. 

Boughfir et al. approach starts with an SDL specification in Normal Form, generates data flow, 

identifies all nodes, generates preambles and postambles, generates paths for all definitions’ use 

paths, makes paths executable using inputs and symbolic execution, and then it generates test cases 

for all Dupath criteria. It also uses state identification methods known as UIOs (unique input output 

methods).  

The algorithms shown in appendix A are extracted from Bourhfir et al.: A test case generation 

approach for conformance testing of SDL systems. Computer Communications, vol.24, no.3-4, 

pp.319–333, 2001 [32]. 

Extension of the approach to cover MC/DC criterion 

There are several ways to approach this issue, for example: 1) create a standalone procedure 

executed at the end that will have access to all the paths generated initially, and generate additional 

ones to satisfy the MC/DC criterion; 2) integrate the MC/DC  while the paths are being generated 

to cover all feasible paths and identify non-executable paths related to a decision; or 3) analyze the 
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non-executable paths (fail paths) and choose the ones satisfying the MC/DC criterion,  using a 

hybrid approach based on approach number 2. The third approach is the one we selected. The 

algorithm that generates local test sequences is outlined below: 

(1) Transform the EFSM to graphs (control and data flow graph G) using graph rewriting. 

(2) Expand the graph by an expansion mechanism (if needed), use state decomposition and 

graph splitting to handle MC/DC criterion. 

(3) Identify all nodes with predicates. 

(4) Select input values for each input parameter that can affect the control flow. 

(5) Generate executable Du-paths according to data flow graph G and remove redundant 

paths. Append the state identification sequence and postamble (return to the initial state) 

to each Du-path to form a complete test path. 

(6) Check test path executability; if non-executable, use cycle analysis to make it executable, 

discard if non-executable. This is done during the generation of a path. 

(7) Verify if there are uncovered transitions, add test paths to cover them. 

 

Handling the MC/DC criterion in the EFSM Test Generation algorithm is explained in the 

following five steps. 

1. Define a variable of binary values called a vMCDC using its truth table. This variable will 

take the values that will help satisfy the coverage criterion and will be used solely for 

MC/DC criterion satisfaction for test case generation. 

2. In the test generation algorithm, add all possible values for the identified input parameters 

that satisfy the MC/DC criterion and that are not already covered by the algorithm in its 

original state.  

3. Call a procedure that will analyze the discarded paths to ensure that they would not be 

involved in any MC/DC.  

4. Use the vMCDC to analyze non-executable paths. 

 

Algorithm EFTG (EFSM Test Generation)  

1. Read an EFSM specification. 

2. Generate the dataflow graph G from the EFSM specification. 
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3. Choose a value for each input parameter influencing the control flow, augment the scope 

to consider the possible values for MC/DC. 

4. If the path is still non-executable, perform the Analyze-discarded-path (P) procedure. 

 

Create the procedure Analyze-discarded-path (P). This procedure will use the binary variable 

vMCDC and evaluate the information of path P to determine if it should be removed or not. 

Analyze-discarded-path (P) 

1. Define a binary values (truth) table with accepted values for green-orange-red states. 

2. For each variable, in every transition in the discarded path, compare the values with the 

binary table (truth table) for green-orange-red-gear. 

3. If the values conform to the table, discard the non-executable path. 

4. If they do not conform, add this path to the MC/DC list of conformances (use the same 

logic for executable paths and flag them for MC/DC satisfiability). 

 

In the procedure executable-Du-path-generation, we add another loop to consider the vMCDC to 

identify the paths between transitions.  

Procedure Executable-DU-Path-Generation (flowgraph G) 

1. Incorporate the MC/DC variables from the vMCDC variables. 

2. Generate all possible paths (call to Find-All-Paths (T,U, vMCDC) for each variable that 

has an A-use in T, and each transition U that has a P-use or a C-use. 

 

We replace the procedure handle-executability to not discard non-executable paths and call it 

procedure handle-executability-MCDC. If a path is non-executable, it will not be removed but 

identified. This is rather complicated, as the algorithm is sound in making sure that all non-

executable paths are confirmed twice as non-executable and are then discarded. Another possibility 

is to add a condition that allows us to identify from which variable a path has been defined. If it 

was from a vMCDC variable, then we will not remove the non-executable path. Satisfying MC/DC 

criterion will result in adding several non-executable paths corresponding to fail paths in a decision 

node. This step is needed to ensure that erroneous paths are handled correctly, which will control 
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both the satisfaction of the properties and the alternatives triggered by glitches or possible 

malfunctions. All MC/DC related paths are identified for coverage computation. 

Local test cases are generated for each component of the system and are modeled by an EFSM. To 

test the interaction between components, global test cases that will be used for testing the 

integration of systems components must be generated. This is known as the communication aspect, 

and it is often modeled as a CEFSM. 

3.4 Global test sequences generation (Step V) 

There are several approaches to generate global test sequences, some use a complete cross product 

of the interacting models representing components and generate global test cases, others use a 

partial product and are based on the work done by Bourhfir et al and Cavalli et al [30, 31, 32, 88. 

89, 90].  

 

In our work, since the system is composed of parallel components that communicate with each 

other, we propose a test generation technique for parallel communicating agents. The generation 

of test sequences starts with the verification model. We first model each agent in its context and 

then create a list of transitions for the communication between a pair of agents. We use a transition-

marking algorithm that marks every transition involved in communication as an EFSM, along with 

its context. This technique generates local test sequences for each agent. Next, we compose the 

obtained EFSMs to build a global system M that is in fact a Communicating Extended Finite State 

Machine (CEFSM) (Figure 9). In this case study and for the sake of readability, the EFSMs are 

only a partial representation of a landing gear system (LGS). 

 

Figure 10 describes the test generation process. To generate global test sequences, we first derive 

local test sequences for each EFSM representing an agent. Second, we obtain the communication 

graph from all EFSMs (see Figure 11). Third, guided by the communication graph, we obtain the 

global system, or the CEFSM. Finally, from the local test sequences and the CEFSM, we generate 

the global test sequences. The following sections detail the different activities of the test generation 

for the case study. 
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Activity 1: Communication Graph Derivation  

To generate global test sequences for a global system M composed of several agents, we need to 

abstract an EFSM agent into an abstract state and identify the communication transitions and their 

parameters that are used for communication. The communication graph is an abstract graph that 

represents the interaction between the different EFSMs. For our case study, it is assumed that the 

communication between the machines Mp, Mc and Me is two-way. Figure 11visualizes the 

communication graph with the representation of each agent model by an abstract state.  

 

 

Activity 2: Global Model with Communication Points 

 Using the EFSMs (Figures 7, 8, and 9) and guided by the communication graph (Figure 11), we 

obtain (by partial composition) the global system model with its communication points (Figure 

12). Figure 12 represents the composite system model M with its communication points, labels 

and transitions, and the input and output lists. We can see that the Mc and Mp agents start at the 

same time. It is in fact a parallel communication system. The transitions representing the 

Figure 10: Test Generation Process 

 

Figure 11: Communication graph representation 
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communication among agents are shown in orange, green, and red to represent the landing gear 

system lights of the same color.  

 

 

Activity 3: Global Test cases generation 

In this section, we briefly describe the test generation algorithm and its application to the case 

study. Three possible approaches can be applied. The first approach is to perform a cross product 

of all ESFMs agents and apply the local test case generation approaches. This is equivalent to a 

brute force type of algorithm and will incur a state explosion problem. The second approach that 

minimizes the state explosion problem constructs a partial product that is guided by the interaction 

points between agents. The third approach starts with the set of local test cases and a list of 

interaction points (communication/synchronization points). It takes each interaction point, 

composes all paths in backwards and forwards searches that contain this interaction point, and 

checks their feasibility and the satisfaction of MC/DC criterion. This approach also has a partial 

product of communicating agents for which local test cases have been generated. 

 

Figure 12: System model M: Composed of Mp, Mc, and Me with communication 

points. 
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 We adopted the third approach to generate global test sequences. We need the final model with 

all the aforementioned information, the local test sequences, as well as the communication graph 

to guide global test cases. The algorithm given in [32, 77, 57], called the generation of def-use 

executables paths, defines four different variable usages: assignment-use (A-usage), input-use (I-

usage), computational-use (C-usage), and predicate-use (P-usage). These variable usages enable 

the links between the test sequences of each machine and help check the test sequences’ 

executability. The algorithm provides a full set of executable and non-executable test sequences 

that will go through all the transitions in the system under test. We generate the paths linking two 

states from different machines by marking them as communication or synchronization points.  

 

Global Test Sequences for LGS  

To generate global test sequences, we need to identify the communication variables. In the case of 

a landing gear system, the variables are:  

 

{Start, activateEmergencySystem, OrangeLight(on,off), GreenLight(on,off), RedLight(on,off) } 

 

These variables indicate the possible communication between the agents. For example, if 

activeEmergencySystem is on, it means that the RedLight variable is also on. This is the only time 

the emergency system will be called upon. To identify the communication points, the input and 

output list is defined for each transition. The related input and output lists, as well as the predicates, 

are described in Figures 7, 8, and 9. They are used as inputs for the algorithm to generate global 

test sequences. In general, a test case is composed of the following elements: <preamble, target, 

postamble, veridict>. The preamble and the postamble elements can be empty. The preamble is 

the sequence of transitions used to reach the target transition for testing as given in Table 5; it also 

shows examples of the application of the algorithm using the landing gear system (LGS) case 

study. It identifies the different usage lists enabling the identification of executable test sequences. 

Table 6 shows an example of executable test sequences to reach specific transitions in the system 

model. The chosen transitions represent a case of parallelism.  
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Table 5: Example of usage lists and preamble for specific transitions of the LGS 

Trans. A-usage I-usage P-usage 

Pt2 OrangeLight - - 

Pt4 - GreenLight Ct11 OreenLight on 

Ct11 - GreenLight on; OrangeLight off GreenLight on 

Trans Preamble 

Pt2 Pt1 

Pt4 Pt1, Pt2, Pt3, [Ct11] 

Ct11 Ct1, Ct2, Ct3, Ct4, Ct5, Ct9, Ct10 

 

 

Table 6: Executable test sequences of the LGS 

Transition Executable test sequences 

Pt5 Pt1, Pt2, Pt3, Ct1, Ct2, Ct3, Ct4, Ct5, Ct9, Ct10, Pt4, Pt5 

 

Table 7 presents an example of non-executable test sequences. These are non-executable because 

they need a preamble execution from another agent to reach the desired transition and render the 

sequence executable. Table 8 shows the parallelism in the executable test sequences required to 

make the transitions shown in Table 6 executable. 

 

 

Table 7: Non-executable test sequence of the LGS 

Transition Non-executable test sequences 

Pt5 Pt1, Pt2, Pt3, Pt4, Pt5 

 

 

Table 8: Parallelism shown for executable test sequences Pt5 of the LGS 

 Executable test sequences – Pt5 

Mp Pt1, Pt2, Pt3  P4, Pt5 

Mc Ct1, Ct2, Ct3, Ct4, Ct5 Ct9, Ct10  
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In the following subsections, we show how to verify the different properties obtained from the 

validation phase. 

 

3.5 Verification of properties (Step VI) 

Table 9 shows specific executable test sequences for a selection of witness properties for liveness. 

Due to a limitation in all model checker tools in terms of generating witness examples and 

counterexamples that include the universal operator “A”, we used other formulas that achieve the 

same requirement and allow MCMAS+ to generate witness examples. The executable test 

sequences are given by the input and output information, as well as by the transitions for which 

that input and output information proved the witness-example to be true.  The executable test 

sequences represent the transition in which the witness example holds. Hence, these are all the 

possible transitions forming a path needed to render a test sequence executable, up to the 

mentioned transition. For example, EF GreenLight holds true when a sequence executes up to 

transition Pt5 (refer to Table 5 for the complete executable test sequence). 

 

Table 9: Executable test sequences for witness-examples for liveness properties 

Witnessexamples for liveness properties     Executable test sequences 

EF GreenLight Sequences leading to transitions: 

Mp: Pt4 – Pt5 – Pt8  

Mc: Ct10 – Ct11  

Me: Et5 – Et6 

EF (RedLight && EF GreenLight) Sequences leading to transitions: 

Mp: Pt8 – Pt9  

Mc: none  

Me: Et5 – Et6 

EF (PressedDown && EF GreenLight) Sequences leading to transitions: 

Mp: Pt4 – Pt5 – Pt8 – Pt9  

Mc: Ct10 – Ct11  

Me: Et5 – Et6 

 

Several properties are defined in Table 10 to verify whether the algorithm validates the properties. 

The executable test sequence shown in Table 6 were analyzed with regards to those properties. 
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Both executable test sequences for transitions Pt5 and Pt9 verify all the properties identified so far. 

Table 10 confirms that all the global test sequences generated render the defined properties true. 

According to the algorithm used in [32], none of the executable test sequences validate the given 

properties. However, those that represent the full paths in the global system do validate them, being 

the paths generated for transitions Pt5 and Pt9. This implies that through that algorithm, only a 

subset of test sequences can validate the different properties, but not necessarily all of them. 

 

Table 10: LGS properties validated with the executable test sequences. 

 

 

 

 

 

 

 

 

3.6 Coverage criterion: MC/DC 

To comply with the avionics standard DO-178C, the proposed test generation algorithm needs to 

satisfy the modified condition/decision coverage (MC/DC) criterion. This will ensure that all 

possible conditions are tested. Therefore, we use a graph expansion mechanism to handle this type 

of coverage. MC/DC is applied using binary values, and every condition will have a value of true 

or false. It is probable that some MC/DC test cases are not feasible within the system [77]. This 

means that some test cases’ execution will fail [47, 77]. In other words, all the outcomes of every 

decision, as well as the conditions within those decisions, should be executed at least once. By 

doing so, all paths regarding possible values taken by the system under test will be executed. For 

example, in the global system, a single decision must be made at P3 to move further to P4 or P6 

as follows: 

If (OrangeLight is on and GreenLight is off and RedLight is off )  

    Return light status (RedLight or GreenLight on) from the controller; 

EndIf; 

 

To satisfy the MC/DC criterion, we need to visualize a path as binary decisions and conditions. 

The algorithm will analyze a path with all possible conditions as binary as follows: 

CTL Status 

𝜙1 = AG(PressedDown)→ AF(GearsExtended ∧ DoorsClosed) True  

𝜙2 = EG(E(PressedDown U PressedDown ∧ GearsExtended ∧  DoorsClosed))  True  

𝜙3 = AF ¬E(¬PressedDown U ( GearsExtended ∧  DoorsClosed))  True 

𝜙4 = AG  ¬ (PressedDown ∧  AG(¬GreenLight)) True 

𝜙5 = AF(GreenLight) True 
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Decision → go to controller 

   Conditions 

→ if (OrangeLight is on/off) 

→ if (GreenLight is on/off) 

→ if (RedLight is on/off) 

 

There are three conditions to consider within this decision: whether the OrangeLight is on, the 

GreenLight is off, and the RedLight is off and so on.  This translates to the following possibilities 

shown in Table 11. This table is also known as truth table, and as the MC/DC table. MC/DC tables 

are often provided by engineers developing the system and are part of the specifications for manual 

testing. 

 

Table 11: Possible binary values and possible outputs 

OrangeLight GreenLight RedLight Output 

True False False Go to controller 

False True False Error 

False False True Error 

True True False Error 

True False True Error 

False True True Error 

True True True Error 

False False False Idle 

 

There is a value in executing test sequences from the MC/DC criterion that result in an error, as it 

ensures that a test sequence will fail. As such, we also cover the possibility of faulty signals being 

sent to the pilot, the controller, and the emergency agent. The errors are the result of a status or a 

state that is not naturally feasible by the system. To generate test sequences for the MC/DC 

criterion [76, 77], we need to identify a way to consider the binary sequence and condense it into 

one single segment. This will enable the generation of MC/DC test sequences using model 

checking. For example, we could add information to the input and output values for transition Pt3 

by adding the different possibilities covered through the MC/DC criterion and use that information 

to generate the required test sequences. Table 12 shows examples of test cases generated for 
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MC/DC conformity. Some test cases for a specific transition are not executable and will either end 

in an error or be idle. 

 

Table 12: Examples of MC/DC compliant test cases 

 

 

 

 

 

 

 

The generation of test cases that satisfy the MC/DC criterion will also generate several unfeasible 

paths. For certain type of software, it is important to ensure that erroneous paths are handled 

correctly, which will control both the conformity of the properties and the alternatives triggered 

by glitches or possible malfunctions. 

 

3.7 Conclusion 

The proposed approach integrates the verification of properties at the design level and the testing 

phase, based on a model with required coverage criteria such as the MC/DC. When verification is 

used at the design level, it is not enough to ensure the propagation of these properties in the final 

product. Given that the avionics industry requires testing for their certification process, the 

approach complies with this requirement and enhances the certification artifacts with test 

generation via model checking. The approach is applied to the LGS. All test generation techniques 

must confront the state explosion problem and test efficiency in terms of coverage and error 

detection power. 

In the next chapter we introduce a collaborative work lead by El Khouly et al. that explores test 

case generation based on model checking. While this work does not address MC/DC coverage 

criteria and requirements traceability, it does show the limitations of verification and its 

complementarity to test case generation.  

Transition Test case Status 

tP5 tP1, tP2, tP3, tP4 -- Error  

green light is on 

tP5 tP1, tP2, tP3, tP4 -- Error 

red light is on 

tP9 tP1, tP2, tP3, tP4, tP6, tP7, tP8, tP9  
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Chapter 4 

 

4. Model checking-based test case generation  

 

In this chapter, to facilitate the comparison between approaches, we present a collaborative work 

that is a continuation of the previous chapter where we addressed testing and verification. It does 

not consider the MC/DC criterion. Here we propose another approach for test case generation 

based on model checking [91].  The model checker is used not only as a prover of desirable 

properties that we expect to be true, but also to find counterexamples and witness traces for certain 

properties that we expect to be false.  This work follows a test-driven development, an approach 

that provides iterative and incremental system construction. Such an approach offers the following 

advantages: it addresses multi-level testing (unit, integration, system, regression) as well as   

requirements coverage, where every requirement has at least one test case associated with it. It 

helps also debug and alleviate the oracle problem, as counterexamples help to identify the location 

of the violation on the model. For unit testing, local test cases for agents are generated to satisfy 

one of the following criteria: states, transitions, protocol or policies’ coverage. For integration 

testing, test case generation handles the interaction of agents with each other under the assumption 

that each agent has passed unit testing. The interactions can be modeled either by a message 

passing system [80] via sending and receiving messages among agents, or by social commitments 

and their fulfillment when agents depend upon each other. Agents’ dependencies are often the 

source causes for the integrations. In [79], an agent called a debtor is committed to another agent 

called a creditor to perform a task called a consequence when a certain condition called the 

antecedent is satisfied. Notably, the creditor depends on the debtor to perform some tasks. Once 

the consequence of a commitment is achieved, the commitment is fulfilled. Obviously, we test 

reachable commitment and fulfillment properties to make sure that each pair of agents work 

together correctly, thanks to the reachability properties, which cover and test paths from initial 

states to target states [93]. For system (or society) testing, the whole system is tested after 

integrating all the tested components to capture errors that cannot be attributed to individual agents, 

or to the interaction among agents. Particularly, the properties are that the intended system must 

be safe, live, and reachable is a subset of all path coverage [94].  
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Multi-level testing enables us to better focus on the specific problems that might occur at each 

level. Therefore, our approach has two main phases. The first phase focuses on unit testing and has 

the following steps:  

1) Define coverage criteria. 

2) Create “never-claims” (also called trap properties) for coverage criteria [92]. 

3) Check the correctness of never-claims in the encoded multi-agent models by model 

checking to generate counterexamples/witness traces, i.e., test sequences that cover 

never-claims. 

4) Interpret and map counterexamples/witness traces into concrete test cases.  

 

The second phase has the same steps as above but focuses on integration testing and system testing 

by generating test cases with respect to a given set of requirement properties. These requirement 

properties include safety properties and are used as test metrics that can assess the quality of the 

system under test. 

In these two phases, the MAS is modeled using our extended interpreted systems formalism. This 

formalism supports communication among components, input variable actions, guarded 

predicates, and post-conditions of performed actions. The formalized models of agents are then 

encoded using the extended ISPL+ (EISPL+). The original ISPL+ is the input language of the 

symbolic model checker MCMAS+ introduced in [72]. The motivation behind the extension of 

this language is to make it compatible with our extended formalism of interpreted systems. 

Requirement properties are extracted from the specifications and expressed using an expressive 

language, namely computation tree logic for conditional commitments (CTLCC) [72]. CTLCC 

extends CTL [73] in an elegant way that makes it able to express not only temporal properties, but 

also communication requirements in the form of public commitments under given conditions. The 

limitations of this proposed technique are the traditional limitations related to verification 

techniques, namely state explosion, memory utilisation and algorithm complexity.  

 

4.1 Modelling 

In this section, we use an LGS case study that is modeled and used for the first approach. Figures 

3.3, 3.4, and 3.5 show the formal models of the pilot, control unit, and emergency agent machines, 

respectively. In each figure, we introduce the input and output of each transition in a tabular form 
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where the symbols “?” and “!” refer to the process of receiving and sending a message, 

respectively. Moreover, the output of a transition can be directly assigned by the shared and 

unshared variables when there is no explicit output action. Thus, it is easy to define the Boolean 

predicate of each transition using the conjunction operator between the input and the output. 

 

4.1.1  Extended interpreted systems  

The formalism of interpreted systems [80] provides a very popular mainstream framework for 

modeling and reasoning about MASs. This framework models locally autonomous, intelligent, and 

heterogeneous agents that interoperate within a global system by sending and receiving messages 

[63, 72, 73, 77, 94]). This framework is suitable for modeling behaviors of intelligent components 

cooperating to construct an autonomous and critical avionics system. The formalism has been 

extended by El Kholy et al. (2014, 2015) [75, 76] with sets of shared and unshared variables to 

account for interactions that occur during the execution of MASs. However, the post-conditions 

that result after firing transitions are not supported in the current version of this formalism. These 

post-conditions are required to capture the effects of executing particular actions. In avionics 

systems, these post-conditions are of great importance to being able to reason about the actions 

performed at each moment. We divide local actions into input and output variable actions and 

define guarded predicate conditions, which make the pre-conditions needed to fire transitions. This 

work extends the version of interpreted systems introduced in [72, 74] with context domain and 

assignment actions that define the post-conditions of firing transitions. This extended version of 

interpreted systems defines the set of interacting agent machines.  The model of each interacting 

agent machine is given in Definition 1. 

 

Definition1. The model of an interacting agent machine i is a 10-tuple:  

 

Mi = (Li, Di, Acti, µSVi, SVi,Pi, ιi,Oi,Vi,Ti) where  

 

1. Li is a countable set of local states. Each local state li privately represents the whole 

information about the system that the agent has at a given moment.  

 

2. Di is a context domain.  
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3. Acti ⊆ iActi ∪ oActi is a countable set of local input actions iActi and local    output 

actions oActi available to the agent i such that for the same agent machine iActi ∩ 

oActi = ∅. Acti accounts for the temporal evolution of the system.  

 

4. µSVi is a countable set of unshared context variables. Each variable from µSVi has 

one value from the domain Di.  

 

5. SVi is accountable set of shared context variables that the agent machine i shares 

with another agent. Similar to µSVi, each variable in SVi has one value from the 

domain Di. Two different variables from the same set (µSVi or SVi) could have the 

same value, but µSVi ∩ SVi = ∅, i.e., the two sets are disjoint in terms of their 

variables.  

 

6. Pi is a local protocol function Pi: Li → 2Acti, which represents the decision-making 

procedure of i and produces the set of enabled actions that might be performed by 

i in a given local state.  

 

7. ιi is a set of initial states such that ιi ⊆ Li.  

 

8. Oi is a countable set of local assignment outputs. An assignment output has the form 

xji = vij where   xji ∈ SVi ∪ µSVi   and vij ∈ Di for j∈ N (N is the set of positive 

natural numbers).  

 

9. Vi: Api → 2Li is a local valuation function defining what local atomic propositions 

hold from the set Api in the local states of i.  

 

10. Ti is a countable set of transitions among local states. Each transition is a 5-tuple 

t = (lstart, lend, input, output, pre) where:   

• lstart ∈ Li is the starting state of the transition t.  

• lend ∈ Li is the ending state of the transition t.  

• input ∈ iActi is the local input of the transition t.  

• output ∈ Oi ∪ oActi is the local output of the transition t. 

• pre is a predicate that must be true to fire the transition t. It has three parameters: 

unshared and shared variables in µSVi and SVi, and the input action. 

 

Conventionally, a MAS consists of two or more agents. In our approach, the model of the MAS is 

composed of n agent machine models M = (M1, M2, ..., Mi, ..., Mn) such that each agent machine 

model has a unique identifier in the whole system and works in parallel with other agent machine 

models. In this modeling, a global state represents the instantaneous configuration of all agent 

machine models in the system at a certain moment. 
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Definition 2. A global state s ∈ S is a tuple s = (l1, ..., ln) where each element li ∈ Li represents the 

local state of an agent machine i. The set of all global states S ⊆ L1 ×...×Ln is a subset of the 

Cartesian product of all local states for all agent machines. All local transitions are combined 

T1×...×Tn to define the global transition T.  

 

Definition3. For two global states s and s’, a global transition is defined by T(s,a,o, p) = s’ where 

a is a joint action a ∈ ACT = Act1 × ... × Actn (one for each agent machine), o is a joint assignment 

output, and p is a predicate defined using 3 arguments:  

1) a joint input action in ∈ In = iAct1×...×iActn, 2) a joint unshared variable v ∈ µSV = 

µSV1×...×µSVn, and 3) a joint shared variable u ∈ SV = SV1×...×SVn.  

 

Definition4. The model of the MAS M = (M1, M2, ..., Mi, ..., Mn) is unwound into a set of 

computational paths (traces) in which each path π = s0, a0, o0, p0, s1, a1, o1, p1,... is an infinite 

sequence of states that increase simultaneously over time in which a, o, and p are defined in 

Definition 3, si ∈ S, and T(si, ai, oi, pi) = si+1 for each  ≥ 0. π(k) is the k-th state of the path π.  

 

Let li(s) represent the local state of agent machine i in the global state s and let the value of a 

variable x in the set SVi at li(s) be denoted by li
x (s).  

 

Definition 5. A synchronous communication channel between two agent machines i and j can be 

established if and only if there exists exactly one shared variable, i.e., |SVi ∩ SVj| = 1.  

 

Two agent machines i and j can communicate if they share a communication channel that is 

represented by a shared variable between them.  

 

Definition 6. When j has an unknown value for x at s and depends on i to get access to this value, 

then j establishes the communication channel using x with i so that the value of x becomes available 

to read. The reading process is completed at s’; so  

li
x (s) = li

x (s’) = lj
x (s’).  
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Definition 7. For two agent machines (i, j), ∼i→j ⊆ S × S is a social accessibility relation defined 

by s∼i→j s’ if and only if the following underlying conditions hold:  

1) li(s) = li(s’),  

2) (s, s’) ∈ T,  

3) ∀ x ∈ SVi ∩ SVj such that SVi ∩ SVj ≠ ∅ we have li
x (s) = lj

x (s’), and  

4) ∀ y ∈ µSVj, we have lj
y (s) = lj

y (s’). 

 

The intuition of the accessibility relation between two global states s and s’(s∼i→j s’) in Definition 

7 means that:  

1. the local states of the debtor agent machine i are indistinguishable in s and s’ (li(s) = 

li(s’)), i.e., i still persists on its commitment. 

 

2. the accessible state s’ has a transition relation with the current state or the commitment 

state s’ ((s, s’) ∈ T), i.e., i can reach its accessible states. 

 

3. there exists one shared variable x and its value for the debtor agent machine I and the 

creditor agent machine j in s’ is the same li
x (s) = lj

x (s’)). i.e., j has been read the required 

information through the established communication channel; and  

 

4. the value of all unshared variables y for the creditor agent machine j is unchanged in s 

and s’ (lj
y (s) = lj

y (s’)), i.e., j does not gain any new information with the communication 

of i through its unshared variables. These variables are needed to establish 

communication between j and other agent machines, except i. The accessibility relation 

is used to define the semantics of the conditional commitment operator as shown in the 

following subsection.  

 

4.1.2 Syntax and semantics of CTLCC  

The CTLCC logical language directly and intuitively supports communication by exchanging 

commitments among interacting agents [72]. Because CTLCC is a logic for communicative 

autonomous MASs, it is suitable for avionics systems where components are autonomous and 

communicating. As we mentioned before, we adopt CTLCC to express temporal properties.  
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Definition 8. The syntax of CTLCC is given inductively by the following:  

φ ::= p|¬ φ | φ ∨ᵠ φ |EXφ |EGφ | E(φ  U φ )|CC(i, j, φ , φ )|Fu(i, CC(i, j, φ , φ )) where  

• p∈ Ƥ𝒱 is an atomic proposition. ¬ and ∨ are the usual Boolean operators.  

• E is the existential quantifier on paths.  

• X, G and U are linear CTL path modal operators standing for “next-time”, “globally”, 

and “until” respectively  

• i and j are two interacting agent machines. CC and Fu stand for conditional commitment 

and fulfillment operators. 

The temporal operators EX, EG, and EU pertain to the existence of paths through which specific 

conditions are recognized successfully. For instance, EG p is read as “there exists a path such that 

p holds globally along the path”. Other operators that can be abbreviated from the connectives and 

operators as usual. For instance, ⊤ ≜ (p∨¬p), φ → ψ , ¬φ ∨ ψ, EF ϕ  , E(⊤ U ϕ ), AX ϕ  ≜ ¬EX ¬ϕ 

, and AGϕ  ≜ ¬EF¬φ where A,→ and F refer to the universal quantifier on paths, the implication 

operator and the eventually operator, respectively.  

 

The CC operator formally models the communication between two agent machines by capturing 

the intuition that communicating agent machines should share some variables representing the 

communication channel, and the receiver’s local state is impacted by the local state of the sender. 

The formula CC(i, j,ψ,ϕ) is read as “agent machine i strongly commits towards agent machine j to 

consequently perform the task ϕ once the antecedent ψ holds.” The antecedent ψ and the 

consequence ϕ in the commitment operator can be any arbitrary CTLCC formula. The formula 

Fu(i,CC(i, j,ψ,ϕ)) is read as “the strong conditional commitment CC(i, j,ψ,ϕ) is fulfilled by agent 

machine i.” The semantics of CTL formulae (the basic fragment of CTLCC) is defined as usual 

semantics (see, for example, Clarke et al., 1999 [73]). The semantics of CC and Fu are given in 

Definition 9 from (El Kholy et al., 2014 [72]).  

Definition 9. Given the model M of a MAS, the satisfaction of the CC (respectively Fu) formula 

in a state s denoted by (M,s)|= CC(...) (respectively (M,s)|= Fu(...)) is defined as follows −(M,s)|= 

CC(i, j,ψ,ϕ) iff ∃s0∈S s.t. s∼i→j s0 and (M,s0)|= ψ, and ∀s0 ∈S s.t. s∼i→j s0 and (M,s0)|= ψ, we 

have (M,s0)|= ϕ −(M,s)|= Fu(i,CC(i, j,ψ,ϕ)) iff ∃s0 ∈S s.t. s0 ∼i→j s and (M,s0)|= CC(i, j,ψ,ϕ) and 

(M,s)|= ψ ∧ ¬CC(i, j,ψ,ϕ). 
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From Definition 9, the formula CC(i, j,ψ,ϕ) is satisfied in the model M at s iff there exists a state 

s0 satisfying the antecedent ψ and accessible from s by ∼i→j and the consequence ϕ holds in every 

state satisfying ψ and accessible from s. Intuitively, the antecedent ψ and the consequent ϕ of 

commitments should be achieved at least in one state accessible from s. The state formula 

Fu(i,CC(i, j,ψ,ϕ)) is satisfied in the model M at s iff s satisfies the antecedent ψ and the negation 

of the strong commitment CC(i, j,ψ,ϕ) and there exists a state s0 holding the commitment and s is 

“seen” from this state via∼i→j.  

 

4.2 Model-based unit testing  

In this section, we show how to generate test cases for modeled agents (units): Mp, Mc, and Me. 

Such test cases are produced from counterexamples automatically generated by model checking 

Mp, Mc, and Me against properties that satisfy certain coverage criteria. To meet this aim, we start 

with encoding Mp, Mc, and Me by making use of the extended input language EISPL+ of 

MCMAS+. We adopt MCMAS+ because its EISPL+ supports the semantics of the extended 

version of interpreted systems with shared and unshared variables and assignment outputs as post-

conditions. Moreover, MCMAS+ alleviates the state explosion problem, thanks to the ordered 

binary decision diagrams (OBDDs) that consume less memory than explicit representations. 

 

4.2.1 Encoding  

Prior to encoding individual modeled agent machines (Mp, Mc, and Me) in our EISPL+ language, 

we present the main sections of this language. Indeed, these sections are automated by the 

implemented graphical user interface plugged in the Eclipse platform. An EISPL+ program has 

the following sections:  

 

1. Agents’ declarations to define a list of EISPL+ agents with four sub-sections according 

to the following syntax Agent <agentID> <agent body> end Agent where <agentID> is 

an EISPL+ agent identifier and <agent body>contains: 1) a set of local states; 2) a set of 

shared and unshared variables; 3) a set of local actions; 4) local protocol; and 5) 

evolution transition function. 
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2. Evaluation function is defined as follows: Evaluation <proposition> if <condition on 

states> end Evaluation where <proposition> is an EISPL+ proposition and <condition 

on states> is a truth condition that defines a set of local states for the atomic proposition.  

 

3. Initial states to define the set of initial state conditions as follows: InitStates <condition 

on states> end InitStates. 

 

4.  List of formulae that must be verified is defined using the following syntax: Formulae 

<formulae list> end Formulae.  

 

To encode Mp, Mc, and Me with the help of Figures 7, 8, and 9 the designers must fill up the above 

sections. We also extend the evolution transition function in the EISPL+ program with the 

predicates that control the firing of transitions and with the possibility to define the post-conditions 

of firing transitions.  

 

4.2.2 Review and tracing  

Prior to model checking the encoded models (Mp, Mc, and Me) by MCMAS+, we need to perform 

the review and tracing activities. We review the models with the wide range of features 

implemented in the graphical user interface of MCMAS+ [74]. The graphical interface highlights 

syntax errors and supports text marking and formatting. By fixing all the highlighted errors, we 

have a clear and error-free encoding models. By the tracing activity allows us to track the behavior 

of the encoded models using the possibility released in the MCMAS+ tool called Explicit 

Interactive Mode. This tool starts with the initial state and offers all the transitions available at this 

state and gives the possibility to choose particular ones. After we select one of these transitions, 

the tool moves to the reachable state connected with the initial state by this transition and displays 

the available transitions at the new state. By carrying out this step, we will be able to evaluate 

whether the models progress as we intended or not. In the case of detecting an error, we return to 

our encoding and update it. This process continues until we reach the end state. We then start again 

from the initial state and select another transition and continue as we did previously. Our graphical 

interface supports a new feature that displays the modeled agent machines. By completing these 

two activities, we ensure that our encoding models capture exactly the intended behavior of the 
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corresponding parts in the landing gear system. In fact, these two activities are of extreme 

importance to ensure the model is correct; otherwise, errors in the design model jeopardize the 

entire activity of the formal verification using a model checking technique. However, it may not 

be feasible for the review and tracing activities to explore (trace) all the possible transitions when 

state space is particularly large. This is a limitation of any validation activity, because unlike 

verification that aims at being complete, this validation is by definition incomplete.  

 

4.2.3 Coverage criteria and trap properties 

The test purpose specifies the desired features of a test case. The test purposes can be 

systematically defined according to certain coverage criteria. For example, a coverage criterion 

could specify the final state (or goal) of the test case or a sequence of states that must be traversed. 

A full coverage criterion is accomplished when all elements specified by that criterion are covered 

by at least one test case. Given that, each test purpose is specified in the CTLCC logic and 

transformed to a never-claim (also called trap properties) by negation [92]. This asserts that the 

test purpose never becomes true. By model checking the never-claim on a formal model, it 

generates a counterexample when the test predicate is feasible (i.e., when the never-claim is not 

satisfied). The counterexample demonstrates how the never-claim is violated, and hence shows 

how the original test purpose is fulfilled.  

 

State coverage  

To create a test suite that covers goal states of the modeled agent machines, a never-claim property 

for every local atomic proposition holding in these states is needed, claiming that the value (atomic 

proposition) is not held: AG¬(apk) where 0 < k ≤ n and n is the number of atomic propositions. 

These atomic propositions are labelled goal states using the valuation function Vi. Table 13 shows 

some examples of state coverage in the form of never-claim properties. From the table, some goal 

states are PressedDown, DoorsOpening, RedLight, and HandlePulled. A counterexample to each 

never-claim property is any path that includes a goal state. These never-claim properties for state 

coverage are safety properties. 
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Table 13: Some examples of state coverage in Mp, Mc, and Me 

 

 

 

 

 

Transition coverage  

The transition coverage criterion is defined with respect to the local transition relation (e.g., Tp in 

the pilot agent machine model). A never-claim property representing a transition coverage states 

that in all paths globally when the pre-state condition α and the guard condition γ are true, the post-

state condition β might not be satisfied in the next state: AG(α ∧ γ → AX¬β). The pre-state condition 

α is an atomic proposition in iActi 
Api where iActi 

Api is the set of atomic propositions resulting from 

mapping local input actions in the set iActi. The guard condition γ is a predicate resulting from 

µSVi ∪ SVi ∪ iActi. The post-state condition β is an atomic proposition in Oi
Api

 ∪ oActi
Api  where 

oActi
Api is the set of atomic propositions resulting from mapping local output actions in the set 

oActi and Oi
Apii is the set of atomic propositions resulting from mapping local assignment outputs 

in the set Oi. Table 14 shows some examples of transition coverage in the form of never-claim 

properties. From the table, the constant always true is used in lieu of a predicate, which is evaluated 

to be true. Notice that counterexamples to these never-claim properties end with the transition from 

α to β. If this is not observed, then an additional sequence is necessary.  

 

Protocol coverage  

For each protocol (plan or strategy), there exists a never-claim property stating that in all paths 

globally when the pre-state condition α and the guard condition γ are true, the post-state condition 

β might not be satisfied in the next state:  

AG (α ∧  ⋀ (𝛾𝑖 →𝑛
𝑖=1 AX¬βi)) [94]  

where n is the number of permissible actions at the current state. Again, the post-state expression 

β is negated to force creation of suitable counterexamples for the case when the pre-state and guard 

conditions hold. For example, in Mc, when the orange light is acknowledged, there are two 

 φ1  φ2  φ3 

Mp AG¬PressedDown AG¬OrangeLight AG¬GreenLight 

Mc AG¬DoorsOpening AG¬OrangeLight AG¬GearExtended 

Me AG¬RedLight AG¬HandlePulled AG¬DoorsClosedMechanically 
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possibilities: 1) the gear does not close the door and then the door close error appears; or 2) the 

gear close is acknowledged and then the door is closed successfully.  

Formally, φ1 = AG (OrangeLightOnAck ∧ CloseGearDoorsAck→ AX¬DoorsCloseSuccess), and φ2 = AG 

(OrangeLightOnAck ∧ CloseGearDoorsError → AX¬DoorsClosedError). 

 

Table 14: Some examples of transition coverage in Mp, Mc, and Me 

Mp φ1 = AG(PressDownAck ∧ true→ AX¬WaitForOrangeLight)  

φ2 = AG(ConfirmGearDeploymentMe ∧ true→ AX¬DeploymentSuccess) 

Mc φ1 = AG(OpenGearDoorsAck ∧ true→ AX¬OrangeLightOn)  

φ2 = AG(CloseGearDoorsAck ∧ true→ AX¬DoorsCloseSuccess) 

Me φ1 = AG(InitializeEmergencySystem ∧ true→ AX¬OpenGearDoors)  

φ2 = AG(GearLightOnAck ∧ true→ AX¬GearExtended) 

 

4.2.4 Test case generation 

Model checking is a three-step process: 1) modeling the system underlying the verification process; 

2) expressing the requirements; and 3) running the verification of the model against the expressed 

requirements. So far, we have completed the first two activities. For the third activity, we use 

MCMAS+ to verify the correctness of all our never-claim properties on the modeled and encoded 

agent machines and produce the corresponding counterexamples.  

Each modeled agent machine is a reactive, labelled transition modeled system, i.e., it reacts to 

inputs by producing the corresponding output values. Local test cases can be generated directly 

from the computation paths representing the generated counterexamples. According to Definition 

4, test cases or counterexamples are sequences of states interleaved with actions, assignment 

outputs, and predicates. Therefore, it is necessary to discriminate between paths with or without 

loopback when mapping a path to a test case because test cases are always finite. When a path does 

not contain a loopback state, the path and test case are identical. On the other hand, when the path 

does contain a loopback, then the lasso-shaped sequences need to be unfolded. Our direct solution 

is to use a truncation strategy. Technically, because we adopt a white box testing technique applied 

to a model, the complete internal state is known. Therefore, a test case can be terminated whenever 

the same state has been visited twice at the same location in the loop.  
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4.3 Model-based integration testing  

Because critical avionics systems, including the landing gear systems have normal and emergency 

modes, then we can define two pairs of modeled agent machines. The first pair includes Mp and 

Mc, while the second pair includes Mp and Me. In the following, we show how to generate test 

cases by model checking the models of these pairs against never-claim properties, which satisfy 

certain coverage criteria. Following the approach, we have to start with encoding these pairs using 

EISPL+.  

 

4.3.1 Encoding  

Encoding the pairs of modeled agent machines means considering the interactions between Mp and 

Mc in the first pair and the interactions between Mp and Me in the second pair. Indeed, these 

interactions are encoded using joint actions, joint assignment outputs, predicates, and 

commitments and their fulfillment (see Definition 3). Moreover, the designers need to:  

1. synchronize the interactions between modeled agent machines to decide the transitions 

that must be fired in parallel; and  

2. identify the dependency between modeled agent machines to define shared and unshared 

variables and consequently commitments and their fulfillment.  

For example, since the first transition between the local states p0 and p1 in the pilot EISPL+ 

program should work in parallel with the first transition in the control unit agent machine model, 

the two local actions “Action=I_LandingParameters_O_PressDownButton” and 

“ControlUnit.Action=I_PressDownButton_O_PressDownButtonAck” should be joined and 

performed simultaneously.  

Moreover, the control unit agent machine model can read the value of the shared variable Button 

from the pilot agent machine model using the established channel. We also extended the evolution 

transition function in the EISPL+ program with the predicates that control the firing of transitions 

and with the possibility to define the post-conditions of firing transitions. For instance, the 

predicate of the first transition is defined using the connective operator ‘and’ and its postcondition 

is defined by changing the value of the shared variable Button from Up to Down. The pilot agent 

machine model needs to read the values of the orange, green, and red lights from the control unit 

agent machine model, we then encoded three shared variables that take two values On and Off. 

Finally, the refined and synchronized modeled agent machine pairs are reviewed and traced. 
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4.3.2 Coverage of social communication properties  

All the above coverage approaches focus on structural coverage criteria based on a behavioral 

model of the system under test. It is often desirable to generate test cases with regards to a given 

set of temporal properties. The authors in (Engels et al., 1997 [92]) proposed an approach to use 

requirement properties as test purposes. However, it is not always potential to create suitable 

counterexamples by directly negating requirement properties, because the negation of a safety 

property might produce a counterexample, which encompasses merely one state (i.e., initial state). 

The authors in (Callahan et al., 1996 [97]) suggested to use an equivalence partitioning of the 

computation tree in which each requirement property has two kinds of computation paths that can 

be distinguished in the computation tree: 1) those paths through which the property is fulfilled; and 

2) those paths through which the property is violated. Our full coverage can precisely be created 

by collecting properties and their negations using the conjunction operator over disjoint partitions 

in the computation tree. For clarity purposes, assume we have two requirement properties φ1 and 

φ2. Then, there are four possible disjoint partitions for these two properties: φ1 ∧ φ2, ¬φ1 ∧ φ2, 

φ1 ∧ ¬φ2, and ¬φ1 ∧ ¬φ2. Each one of these combinations is a coverage property. Because our 

focus here is on establishing and fulfilling the interactions between modeled agent machines and 

their pairs, our coverage properties include essentially the social commitment and fulfillment 

operators. These properties are self-descriptive reachability properties and can be seen as path 

coverage as well.  

 

For pair (Mp, Mc),  

• φ1 = EF CC(ControlU, Pilot, PressedDown, EX ProcessReceivedCommands)  

• φ2 = EF Fu (ControlU, CC(ControlU, Pilot, PressedDown, EX ProcessReceivedCommands))  

• φ3 = EF CC(ControlU, Pilot, GearsExtended ∧ DoorsClosed, AF GreenLightOn)  

• φ4 = EFFu (ControlU,CC(ControlU, Pilot, GearsExtended ∧ DoorsClosed, AF GreenLightOn))  

 

For pair (Mp, Me),  

• φ5 = EF CC (Emergency, Pilot, RedLightOn, AF ExtendGearsMe ∧ CloseDoorsMe)  

• φ6 = EF Fu (Emergency, CC (Emergency, Pilot,RedLightOn ,AF ExtendGearsMe ∧ 

CloseDoorsMe))  

• φ7 = EF CC (Emergency, Pilot,GearsExtended ∧ DoorsClosed, AFGreenLightOn)  
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• φ8 = EF Fu (Emergency, CC(ControlU, Pilot,GearsExtended ∧ DoorsClosed, AF 

GreenLightOn))  

• φ9 = EF CC (Pilot, Emergency, GreenLightOn, AF ConfirmDeployment)  

• φ10 = EF Fu (Pilot, CC(Pilot, Emergency, GreenLightOn,  AF ConfirmDeployment))  

 

4.3.3 Test case generation  

We use MCMAS+ to verify the correctness of our coverage properties and extract global test cases 

from generated witness traces instead of counterexamples. In fact, the two ideas of generating test 

cases from counterexamples and witness traces are complementary because the negation of the 

adopted properties is sufficient to move from one to the other.  

 

4.4 Model-based system testing  

Having guaranteed that both modeled agent units and modeled agent components are error-free 

design, in the following, we show how to generate test cases for the whole modeled MAS: Mp, Mc, 

and Me. we follow the same steps, through the EISPL+ encoding activity, we refined and 

synchronized the interactions among the three modeled agent machines (Mp, Mc, and Me) and then 

reviewed and traced the whole model to remove any design errors. The review and tracing 

activities are illustrated in El-Khouly et al. [91]. It is worth noting that the whole model is 

generated by the MCMAS+ tool8 and reachable states are computed using three algorithms 

introduced by Lomuscio et al.  [78].  

 

4.4.1 Temporal properties’ coverage  

As mentioned above, we use temporal requirement properties as test purposes. To achieve this 

aim, we express the following properties using CTLCC:   

• φ1 = AG(PressedDown→ AF(GearsExtended ∧ DoorsClosed))  

• φ2 = EGEF(E(PressedDown U (PressedDown ∧ GearsExtended ∧ DoorsClosed)))  

• φ3 = AF¬E(¬PressedDown U (GearsExtended ∧ DoorsClosed))  

• φ4 = AG¬(PressedDown ∧ AG(¬GreenLight))  

• φ5 = EF(PressedDown ∧ EF GreenLight)  

• φ6 = AF(GreenLight)  

• φ7 = EF(RedLight ∧ EF GreenLight)  
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In [65], a set of requirements is presented with respect to the normal mode. The requirement, called 

R11bis, states that “when the command line is working (normal mode), if the landing gear 

command handle has been pushed down and stays down, then eventually the gears will be locked 

down and the doors will be seen closed” [65]. We expressed this requirement in the three formulae 

φ1, φ2 and φ3. Formula φ1 states that whenever the command is pushed down, eventually the gear 

will be extended, and the doors will be closed. Formula φ2 expresses that there is a computation 

where the command stays pressed down until the gear gets extended and the doors get closed. 

Formula φ3 is read as follows: along all computation paths in the future, the gears will not be 

extended, and the doors will not be closed if the button has never been pressed down before. 

Formula φ4 expresses the safety requirement, which plays an important role in avoiding the bad 

situation saying that the button has been pressed down and along all the paths, the green light is 

never lit. Formula φ5 is another safety property expressing that the button will eventually be 

pressed down and then the green light will be lit. Formula φ6 expresses the liveness requirement, 

saying that along all the computation paths, the green light can eventually be lit. Formula φ7 is 

another liveness property expressing that the green light will eventually follow a possible red light. 

According to our approach, we have 27 possible combinations of coverage properties. Moreover, 

the quantifier ranging over all the computation paths (“A”) enables us to check the status of both 

normal and emergency modes. For example, the liveness formula φ6 allows us to check the status 

of the good event (‘green light’) that will happen eventually in each mode.  

 

4.4.2 Test case generation  

The defined 50 requirements were evaluated to be true on the model M using MCMAS+ in 0.167 

seconds using 6.61 megabytes of RAM (see [91]). Figures 13 and 14 display the witness traces of 

φ5 and φ7, respectively. Next, we proceed to create test cases from generated witness traces. For 

example, the global test case generated from the witness trace of property φ5 in Figure 13 is as 

follows:  
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Table 15: Global test case from property φ5’s witness trace 

Start 

State 

Transition Label End 

State 

S0  I-LandingParameters-O-PressDownButton,I-PressDownButton-O-PressDown  

ButtonAck,null  

S1  

S1 I-PressDownButtonAck-O-WaitForOrangeLight,I-ProcessReceivedCommand-

O-OpenGearDoors,null 

S2 

S2 null,I-OpenGearDoorsAck-O-OutgoingGears,null S3 

S3 I-OrangeLightOn-O-OrangeLightOnAck,I-OutgoingGearsAck-O-

OrangeLightOn,nul 

S4 

S4 null,I-OrangeLightOnAck-O-CloseGearDoors,null S5 

S5 null,I-CloseGearDoorsAck-O-DoorsCloseSuccess,null S6 

S6 I-GreenLightOn-O-GreenLightOnAck,GearsExtended-O-GreenLightOn,null S7 

 

 

 

Figure 13: The witness trace of property φ5 
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Figure 14: The witness trace of property φ7 [91] 
 

 

4.5 Conclusion and discussion 

The main contribution of this work lies in proposing a novel formal approach that effectively 

addresses the open challenging issues of modeling, verifying, and testing critical avionics systems. 

We applied the proposed approach to the landing gear system as a real, typical, and complex case 

study. We modeled each component in the system as an intelligent agent and introduced a new 

formalism for intelligent systems called extended interpreted systems, which supports autonomy, 

communication, input and output actions, predicate conditions, and post-conditions. We also used 

the formal logic of conditional commitments and their fulfillment to model social communication 

and its content among intelligent interacting agents while capturing their accountability. The 

MCMAS+ symbolic model checker was used to run the verification of the landing gear system 

model, encoded in EISPL+, the extended input language compatible with our extended formalism, 
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against coverage criteria and temporal properties expressed in CTLCC. A new testing approach 

was introduced, it follows a test-driven development approach and performs unit testing, 

component testing, and system testing in each increment, and directly uses MCMAS+ to 

automatically generate counterexamples and witness traces to satisfy new coverage criteria and 

create concrete test suites.  

 

The performed experiments showed the efficiency and scalability of the developed approach (see 

[91]). The reported results show that up to 35 agent machines having a large state space 

(1.4418e+06 states) can be verified in 117.854 seconds with 84.892 megabytes of memory. The 

time and space complexities of the developed approach have polynomial trend functions of order 

4, which are computed experimentally. To determine the response time and the required resources, 

we computed analytically the expected time and memory values of up to 500 agent machines. 

These values are 458917.742 minutes and 49566.428kilobytes of RAM. We compared our 

approach with the transformation-based approach that makes use of NuSMV. The results showed 

that our approaches scale-up better than the transformation approach. According to our positive 

results, the developed approach can complement and enrich the testing activities usually employed 

in avionics system settings effectively. It also plays a key role in detecting design errors and cease 

their propagation to implementation. Therefore, designers can start with formal verification to 

remove design errors and ensure that designed systems meet certain requirements, and then embark 

on generating test suites by mapping counterexamples and witness traces of these requirements. 

Although the paper presents novel contributions to both theoretical and practical aspects of 

verifying and testing intelligent and autonomous avionics systems, this work still has some 

limitations that require further investigation. These limitations are mainly related to the 

consideration of two aspects of particular significance in critical and intelligent avionics systems. 

The first aspect is about expressing, verifying, and testing properties with timing constraints. This 

type of properties is needed to express requirements with deadlines and explicit time that branching 

temporal logics cannot express. The second aspect is the modeling of the uncertainty and 

verification and testing of probabilistic behaviors. Reasoning about non-deterministic choices and 

computing the probabilities of specific properties such as deadlock, liveness, and safety and of 

specific actions and events are highly desired in the context of critical systems. As future work, we 

plan to investigate the extension of our approach to model check and test the broad class of 
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intelligent cyber physical systems where different complex physical and software components are 

deeply intertwined. We will also consider timing constraints to express quantitative coverage 

criteria with deadlines and real-time properties. We also plan to consider the probabilistic aspect 

and uncertainty of the system by making use of probabilistic interpreted systems and Markov 

Decision Processes (MDP) as well as probabilistic model checking so that the stochastic properties 

of the system and their coverage can be supported. Exploiting deep and reinforcement learning to 

learn the dynamic behavior of the components so we can better adapt the verification and testing 

strategies to the emerging behaviors of the autonomous components is another challenging line of 

future research. These extensions will contribute to solving demanding theoretical and practical 

problems and will have a direct implication of developing secure and safe cyber physical systems. 

 

The proposed approaches, MBV&T and MCBT,  are complementary, as they address different 

concerns in testing and verification. The first approach has to answer the question of avionics 

software certification using automatic test case generation with an MC/DC  criterion. It also must  

address issues related to the propagation of verified properties to the final product and keep such 

testing as the mandatory activity for software certification. The second approach explores model 

checking and MAS to generate test case that addresses the communication and the commitment 

between agents. It generates test cases  for different levels of testing such as unit, integration and 

system testing. The coverage criteria are state, transition, protocols, and paths.  A comparison 

between the two approaches is summarized in Table 16. 

 

Table 16: Comparison between the first and the second approaches 

 

Criteria 

 

 

Integrated verification and testing 

approach 

 

Model checking-based test case 

generation approach 

Objectives Integration of verification and testing 

techniques 

✓ Verify Properties at design 

level and 

✓ Testing based on LLR 

✓ Test the implementation for 

properties’ propagation. 

✓ Forward Traceability 

 

Generation of test cases based on Model 

Checking and multi agent systems. 

 

Traceability  

Test Results Analysis 
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Criteria 

 

 

Integrated verification and testing 

approach 

 

Model checking-based test case 

generation approach 

Levels Conformance testing (Black Box 

Testing) 

Low level requirements verification and 

testing 

✓ Unit testing 

✓ Module testing 

✓ System testing 

 

Properties/ requirements-based test case 

generation, fulfillment 

Black Box Testing 

✓ Unit testing 

✓ Integration testing 

✓ System testing 

 

Agent Model EFSM EFSM 

System model Verification: reachability tree 

 

✓ Testing: partial cross product, 

guided by communication 

points between Parallel 

CEFSMs Agents (Multi-agent 

systems). 

✓ Uses symbolic execution. 

✓ Truth table for MCD 

 

Verification: Cross product (reachability 

tree) 

Multi Agent Systems 

 

Coverage Verification: requirements as properties 

Testing: all Du-paths, MC/DC, UIO 

(including state and transition) 

Conformity to RTCA DO 178C. 

 

States, Transitions,  

Protocol, temporal properties (paths) 

 

Assumptions Testing: deterministic, coverage-based 

 

Levels of abstraction 

 

Limitations Infinite input domain, non-exhaustive 

testing, state explosion 

 

State explosion 

Limited coverage  
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Chapter 5  

 

 

5. Granular traceability between low level requirements and test cases 

 

This chapter presents a model-based test generation using constraints solving that supports 

granular bidirectional traceability between low level requirements (LLRs) and test cases. 

Requirements’ traceability is mandatory in developing safety-critical systems as prescribed 

by safety guidelines, such as the RTCA DO178C, and is vital for avionics. Testing is also 

mandatory for requirements’ validation to ensure the safety and quality of software products. 

Requirements’ traceability along the development cycle is a must as illustrated in Figure 3 [1]. 

Requirements traceability is used to gather traceability artifacts that are used for avionics software 

systems certification. We present the state-of-the-art of requirements’ traceability and the 

motivations for this work next, followed by forward and backward traceability and test generation. 

 

5.1 Requirements’ traceability, state-of-the-art and motivations 

Researchers have extensively studied requirements’ traceability [98, 99, 100, 101, 102, 103, 105, 

111, 112, 113, 114]. Standardization organizations have established satisfiability criteria in several 

application domains. The IEEE standard 830-1984 [108] states that: “A software requirements’ 

specification is traceable if (i) the origin of each of its requirements is clear and if (ii) it facilitates 

the referencing of each requirement in future development or enhancement documentation.”. Gotel 

and Finkelstein [98] express the concept in a more complete way: “Requirements traceability refers 

to the ability to describe and follow the life of a requirement, in both a forwards and backwards 

direction (i.e., from its origins, through its development and specification, to its subsequent 

deployment and use, and through all periods of on-going refinement and iteration in any of these 

phases.)”. Pinheiro [99] wrote “Requirements traceability refers to the ability to define, capture, 

and follow the traces left by requirements on other elements of the software development 

environment and the traces left by those elements on requirements.”. Tools have been developed 
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for the first part of the development cycle.  Surveys of existing tools that deal with the first part of 

requirements engineering can be found in [105, 113]. Some research papers address bidirectional 

traceability between requirements and use cases [101, 111, 112, 114, 115]. A few techniques exist; 

either manual techniques such as requirements matrices [104], or techniques based on specification 

languages’ transformation [114]. To our knowledge, no existing work offers the low-level 

granularity that supports bidirectional traceability and coverage assessment on models’ feature 

elements.  

 

Requirements traceability is an established research domain. The focus has been primarily on the 

first part of requirements engineering, which covers requirements’ derivation from natural 

languages and semi-formal specification languages. Requirements engineering automation needs 

the development of meta models and models to specify traceability artifacts to be used for 

certification. High-level languages such as SysML, UML, AADL can be used for automatic model 

extraction if their compilers and interpreters are qualified.  

 

Despite significant research efforts, requirement traceability remains a challenging problem in 

avionics software systems development. Requirements’ coverage is required and conformity to the 

RTCA DO178C standard [1] is mandatory as described in Figure 3. Avionics software needs 

certification before its integration into an airplane system. The certification process requires the 

creation of certification artifacts and their validation. All certification artifacts are produced during 

the development life cycle. Testing is mandatory and should satisfy the Modified Condition and 

Decision Coverage criterion (MC/DC).  There is a need for bidirectional traceability between 

requirements levels and test cases.  

 

Up to now, the development of avionics systems has been heavy on human intervention, which 

explains its high costs in terms of development and time. Engineers develop system specification, 

extract high-level requirements (HLRs), refine them into LLRs, design, implement, and develop 

tests in accordance with the RTCA DO178C standard [1]. Tools that can support automation of 

the development process require qualification before their integration and use within the 

development cycle. Avionics industries are looking at model-based development as a viable way 
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of developing their systems, enhancing their safety and quality, and reducing their costs and 

development times.  

 

Testing based on models has witnessed extensive research as shown in these surveys [7, 8, 9, and 

30]. However, the traceability related to the last part of the safety critical software development 

process that contains test derivation to validate implementation code and assess the backward 

requirements traceability chain from test cases to requirements has received less attention. The 

creation of traceability elements and certification artifacts to assess requirements’ coverage at low 

levels of granularity is not yet well studied. Test generation methods exist, but they do not include 

the creation of traceability elements and coverage data that support bidirectional requirements’ 

traceability and the retrieval of traceability data.  

 

We present a test case generation process that supports requirements traceability, and we propose 

a granular requirements traceability approach that extends traceability between system 

specifications and HLRs, between HLRs and LLRs, and between LLRs and test cases by creating 

the necessary traceability elements on an EFSM model and its corresponding graphs (DFG, CFG) 

during test case generation. Test case generation must satisfy the MC/DC criterion, as mandated 

by the RTC DO178C [1]. This approach offers forward traceability by construction and supports 

backward traceability using graph exploration algorithms to collect traceability elements and 

artifacts. To create traceability elements and artifacts we use identification, links (ID), links, 

coverage elements, graph labeling techniques, complex data structure, repository, and databases. 

An overview of the MC/DC-TG-RT-Tool’s architecture is depicted in Figure 21 [86, 87, 117]. 

 

Our approach to requirements traceability is focused on traceability element determination, 

identification, creation, storage, and retrieval at a low-level of granularity. The granularity 

addressed is related to coverage elements for test case generation that handles test coverage criteria 

such as the MC/DC criterion that is mandatory to satisfy the RTCA DO178C standard [1] in 

addition to the Du-path criterion. 

The traceability relationship between HLRs, LLRs and test cases has to be established and 

validated as given in Figure 3. The type of relations that exist between those artifacts can be 

bijection, one to many, or many to many. Bijection relation is the easiest, but it is not the most 
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common. The other relations require the management of lists of source artifacts and lists to target 

artifacts. Often a qualification is given as a relation, such as dependency relations between 

requirements. The extension of traceability relations to coverage elements during the creation of 

traceability data must support and propagate all modes of traceability and all types of relations.  

 

In the following we describe the requirements traceability approach and how it is supported by our 

proposed test case generation with constraints solving. 

 

5.2 Traceability approach supported by test case generation  

Each requirements traceability approach should have the following: trace element definition, 

identification, creation, storage, retrieval, utilization, and maintenance. 

 

The proposed requirements traceability approach supports traceability links from the origin 

artifacts to requirement specifications given as UML profile documents that represents High-level 

Requirements that is the target artifact. Direct transformation of specification languages can be 

used, down to Low level requirements (LLRs) from which we perform model extraction to obtain 

an EFSM behavior model. We use model-to-model transformation to obtain control flow graphs 

(CFGs) and data flow graphs (DFGs) from the EFSM model, we determine coverage elements 

using graph features, use labeling, IDs, links to graphs and original artifacts, and we produce 

records along with the generation of test cases (paths) for future uses.  

 

In this work, the focus is on the latest leg of the requirements traceability chain. We address the 

low granularity of requirements traceability from HLRs as the origin artifact to test cases as the 

target artifact, and backwards from the target to the source. We create traceability elements using 

labels, IDs, links, locations on graphs, and the recording and storage of traceability artifacts of 

requirements and test cases during their generation. We achieve forward traceability from LLRs 

to test cases by construction. However, backward traceability requires the use of graph exploration 

algorithms to collect traceability artifacts and validate the traceability relationship with the test 

cases and the LLRs. The other usage of traceability collection is coverage assessment of the 

MC/DC criterion. Figure 15 depicts the entire traceability approach. 
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More specifically, the proposed traceability approach starts with high level requirements (HLRs) 

that are specified with UML. Abstract models such as EFSMs and CEFSMs are extracted from the 

UML specification. These are models for low-level requirements (LLRs) that can be used for 

automatic test case generation. In this work, we assume that HLRs and LLRs have been specified 

and verified with industrial partners and research collaborators. The aim is to answer the 

traceability question using specified requirements as EFSMs or CEFSMs and the defined 

traceability elements to ensure bidirectional requirements traceability between LLRs and test 

cases. 

 

 

Figure 15: Test case generation that supports traceability, approach overview. 

 

In the following we present how forward and backward traceability are viewed in this approach. 
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5.2.1 Forward traceability 

In this approach, forward traceability from LLR to their related test cases is obtained by 

construction, as in the case of test-case generation t is guided by test coverage criteria. In our case, 

the test case generation uses coverage MC/DC and du path criteria and selects paths using 

constraints solving and exploration algorithms. MC/DC requirements are satisfied and validated 

during test case generation such that all MC/DC requirements are met by construction. Figure 15 

shows forward traceability downstream the test case generation approach (blue vertical arrow). 

Traceability elements are created and stored in each activity of test generation process.  

 

5.2.2 Backward traceability  

To support backward traceability from test cases to LLR, the approach uses graph features as a 

definition for traceability elements and creates traceability elements along with test case 

generation. Coverage elements are determined for source and target artifacts as shown by the blue 

vertical arrows on Figure 15. The EFSM is transformed into DFGs and DFCs using graph 

rewriting, and transformation records are created and stored. These records locate each traceability 

element (decision node, edges, predicates, variables, truth tables, and all coverage elements in data 

structures) using a traceability repository and databases. Each source artifact (HLR) has an ID. 

Each target artifact (LLR) carries the links of its origin artifact(s) and has an ID; each extracted 

EFSM carries the ID(s) of its source LLR(s) and has an ID. Each EFSM is transformed to CFGs 

and DFGs that inherit its ID, and the EFSM, CFGs and DFGs are labeled. Nodes, edges, predicates, 

and variables are located on their corresponding graphs and their source EFSM and the chain of 

their source ancestors (LLRs and HLRs) are noted. The existing relationships between LLRs and 

test cases can be one-to one (bijection), meaning that each LLR is covered by one test case, one-

to-many, which means that one LLR is covered by many test cases (which is often the case), or 

many-to-many. In addition, two or more LLRs may interact with each other and share test cases 

that we represent by a global test case. 

 

Requirements’ identifiers are also used to retrieve paths during test case generation. Each test case 

that is generated has the ID(s) of the LLR(s) they are derived from. Backward traceability is then 

used to check that a test case or a set of test cases cover the LLR(s). This backward traceability 

can be done using graph exploration algorithms to recover traceability data from traceability 
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repositories and data bases. The documentation that is produced constitutes traceability artifacts 

that can be used for avionics software certification purposes.  

 

Next, we present an overview of the test case generation approach that offers traceability element 

creation and forward traceability by construction. Our approach offers an automatic and detailed 

traceability of coverage elements that distinguishes it from existing works. 

 

5.3 Test case generation approach that supports requirements traceability 

This third approach generates local test cases for component testing. It uses an EFSM model like 

the one used for the first approach. The main coverage criteria are MC/DC and Du-path. We 

assume that a truth table associated with each decision is given as an input and will be used for 

test case generation. To satisfy the MC/DC criterion in the code we need to satisfy the following 

requirements:  

(1) Every decision in the program must be tested for all possible outcomes at least once; 

(2) Every condition in a decision within the program must be tested for all possible 

outcomes at least once; 

(3) Every condition in a decision must be shown to independently affect that decision's 

outcome. This requirement ensures that the effect of each condition is tested relative to 

the other conditions; and  

(4) Every exit and entry point in the program (or model) should be invoked at least once. 

 

In this approach, the satisfaction of MC/DC applies to a model that is assumed to be close to the 

abstract implementation model, and the predicates are the same as those used in the 

implementation. In addition, the decisions are decomposed into a simple form. 

 

The proposed traceability approach is supported by model-based test case generation. It starts with 

the generation of local test cases based on an EFSM specification representing an LLR. The test 

case generation uses graph rewriting as a means for model-to-model transformation to obtain a 

Data Flow Graph (DFG) and a control flow graph (CFG) of the EFSM. In the presence of 

interacting LLRs, we assume that each LLR is modeled as an EFSM, and their interactions are 
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modeled by the composition of EFSMs (CEFSM) from which we extract a communication graph 

that shows their relationships. The communication graph guides the generation of global test cases 

to reflect the interaction between LLRs. If a test case contains a node that belongs to a 

communication graph, it means that 2 LLRs are in a relationship. In our case, we use a test case 

generation algorithm that generates test cases that cover LLRs and satisfies the MC/DC criterion 

that is mandatory by RTCA 178C. The details of test case generation can be found in [87, 116, 

117]. 

The limitation of this test case generation approach is mainly related to the complexity of its 

algorithms. This approach generates local test cases, and the communication aspect is not 

addressed. 

 

Figure 16 shows a high-level overview of the test case generation approach. The idea is to build 

on our previous test case generation technique [71, 86, 87, 117], it shows where we defined 

traceability elements at a low level of granularity. We have added traceability element creation, 

transformation records, identification, links, a retrieval process, and utilization for traceability and 

coverage analysis. The maintenance for this level of granularity requires redoing all the processes 

if a request for change modifies the EFSM specification.  

 

5.4 Traceability element creation  

Traceability between requirements and test cases requires traceability element creation during the 

test case generation process. Traceability element creation is designed with Forward Traceability 

from LLRs to test cases and should show the coverage of LLRs by construction. Furthermore, the 

creation of traceability elements should also create traceability records to explore the labeled 

graphs and collect traceability elements for assessing Backward Traceability. The main issue is to 

determine the traceability elements required for traceability creation processes. In our case, we 

need first, the IDs of all the LLRs that propagate links to their corresponding HLRs and the 

complete chain of ancestors’ artifacts. Second, we need all the model’s traceability features (edges, 

nodes, predicates, and variables, and coverage elements per type of graph (CFG, DFG) that are 

obtained by model-to-model transformation and labeling processes. During the test generation 

process additional traceability elements are recoded to link each model’s traceability elements to 

their LLRs, such as executable and non executable paths.  
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To show traceability elements creation within the process of test case generation, we need to 

describe the test case generation process, the creation operations, and what we obtain from the 

process. Figure 16 shows where traceability elements are created in green. 

 

 

  

Figure 16: Traceability elements’ creation and collection in EFSM-based test generation. 

 

5.5 Test generation steps 

Here we overview the key steps of the approach depicted in Figure16. 

Automatic model-to-model transformation is utilized to obtain both control and data flow graphs 

using a graph rewriting technique (EFSM → (CFG, DFG graphs)). The EFSM is linked to its 

source artifact. All elements of the EFSM (nodes, edges, predicates, variables,…) are identified 

and records are created and stored in the database. 
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Step 1: Use of graph rewriting to achieve model to model transformation 

Graph rewriting is a technique that helps create a new graph from an original graph using an 

algorithm. It is like the translation between languages using grammar. The algebraic approach to 

graph rewriting is a rigorous approach based on category theory as defined in Rozenberg [93]. 

There are several sub-approaches; the one used in our approach is known as the single-pushout 

(SPO) approach. In the literature, graph grammar is used as a synonym for a graph rewriting 

system. The definitions of the following are needed to formally transform models: Grammar, Rule 

Graph, State Graph, Match, Rule Morphism, Rules and Rule Application. Figure 17 provides an 

overview of the graph rewriting approach.   

 

In our case, the grammar has been defined for the source and target models, as given in Table 17.  

For more details, please refer to our papers [71, 86] and to Amine Rahj’s thesis [117]. In this model 

transformation, both the source and target models are identified and linked. Traceability elements 

at the level of granularity of the graph including those related to nodes, edges, predicates, and 

variables are identified and records are then created as per Figure 17. 

 

Table 17: Grammars used in MC/DC-TGT 

Grammar Nodes/Arcs    Type Attributes Members Member Type 

 

  EFSM 

Nodes State Yes 
Name String 

ID Integer 

Arcs Transition  

Yes 

Input SMTLib Expression 

expression Predicate SMTLib Expression 

Computation Bloc SMTLib Expression 

 

Control Flow 

Graph 

Nodes Merge Point Yes ID Integer 

Input Point Yes Input List Enumeration 

Decision Point Yes Predicate SMTlib Expression 

Computation Bloc Yes Computations SMTlib Expression 

Arcs Simple Edge No N/A N/A 

Boolean Edge Yes Decision Value Boolean 

Input Edge Yes Decision Value Input Value 

 

Data Flow 

Graph 

Nodes Computation Bloc Yes Computations SMTlib Expression 

Arcs Simple Edge No N/A N/A 

Predicated Edge Yes Decision Value SMTlib 

Input Edge Yes Decision Value Input Value 
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Figure 17: Traceability elements and records creation during graph rewriting 

 

Step 2: Preparation for Path labeling 

Figure 18 below shows the steps of graph labelling. There are four types of information that we 

want to pinpoint on the graphs’ elements. The MC/DC Tables (or Decisions) are affected by the 

graph elements, the Rows, the Conditions, and the values of the Conditions.  The final label 

depends upon each graph element, as shown in Figure 18. We start by labelling the decision points 

from the CFG with the MC/DC tables’ IDs, as each MC/DC table is associated with one Decision 

(with one predicate). Then for each table, we label the outgoing branches from the decision points 

with the row ID that matches the Decision outcome of that row. We also label the predicate edges 

from the DFG by means of transformation records. Fnally, for each condition we move to labeling 

the definition-usage (def-use) for all variables affecting that Condition on the DFG. 
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Figure 18: Traceability element creation during graph labeling (green color) 
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Step 3: Path Selection  

The aim of this step is to select paths that have the potential to produce executable test cases and 

to decide on their feasibility [118]. In our tool, we use jSMTLIB for parsing SMTLIB expressions 

and use the solvers with a test generation tool [119]. The following brief description shows how 

this approach selection of feasible paths is addressed. Search algorithm A* and a multi-objective 

search algorithm are used for finding the “shortest” path. “Shortest” is expressed in terms of 

feasibility and the uses of the involved variables. The algorithm A* is used between the “nearest” 

def-use and the p-use. We also use a multi-objective search algorithm based on Yano et al. [120]. 

For SMT-constraint solving, any SMT-LIB solver can be used. 

 

For this step, the following data is required: Labelled DFG, Transformation records, Heuristics, 

Temporal Logic, and Theory. An extract of the modified algorithm given in Amine Rahj’s thesis 

[119] for traceability element creation is given below. 

Precondition: MC/DC tables, labeled DFG 

Labels applied during the previous steps 

<T, R, C, Value of C> for def-uses 

<T, R, P, Value of P> for p-uses 

Where: 

T: table  

R: Row of MC/DC table 

C: Condition 

P: Predicate/ decision 

For each table T in the set of MC/DC table 

   For each (Row) R in T 

      Find p-use in labeled <T, R, P, Value of P> in labeled DGF 

         For each C in R find def-use with label <T, R, C, value of C> 

Link p-use(C) and min-def-use(C)* with a def-clear-path** 

Add feasible preamble and post-amble to form a complete path, and Create traceability 

elements.  

(*) min-def-use(C) in the nearest of def-uses of the variables involved in C in term of 

“Approximation Level”. 

(**) If there is a c-use w.r.t. that particular variable, we ignore it for the MC/DC approach.  

The def-clear path is constructed using a standard A* algorithm with feasibility as the heuristic: 

H(t) = +1 if the transition is feasible, H(t) =+ 100 if not. 

Link the other def-use(C) with min-def-use(C) and Create traceability elements. 
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All the obtained executable and non-executable paths are recorded and linked to their original 

artifacts. 

 

Automatic test results analysis  

Testing activity is a detection mechanism. To detect faults, the generated test cases (inputs) are 

applied to a system under test, and the obtained test results must be analyzed to determine if the 

system under test passes or fails the test cases. Test results analysis requires the comparison 

between the outputs of the system implementation that are known as the actual outputs and the 

outputs expected to detect faults.  The result of the test results analyzer is called a verdict that is in 

the set of (pass, fail, inconclusive). The verdict is assigned by a judge or an oracle [117], often a 

human that extracts the expected outputs from software artifacts and compares them with the actual 

outputs. An automatic oracle has some challenges that are known as test oracle problems [121, 

122]. The major issues with the design and development of an oracle are related to controllability 

and observability in black-box testing, which are in turn related to the degree of software 

testability.  

In this research we suggest the following simplified test results analysis approach, depicted in 

Figure 20. 
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The assumptions for this work are that the EFSM specification exists, and it is deterministic. It 

will be used to generate a specific test case from the inputs obtained from the trace. The inputs are 

given to the tester, which will find the corresponding expected outputs and its associated verdict. 

Then the comparison between the expected and observed outputs can be carried out as depicted in 

Figures 19 and 20. The trace is a test result. It can also be obtained during the normal operations 

of a system.  

Figure 19: Backward traceability, coverage, and test results analysis. 

 

In this approach, a test results analyzer takes two inputs and delivers an output as the verdict (pass 

or fail). The first input is an EFSM specification, parsed to obtain an internal form that is suitable 

for the test case generator (in our case it is in the form of graphs). The second input is a trace that 

will be separated (by projections) in a sequence of inputs and the observed outputs. The tester uses 

IUT / ModelTest cases
Test Result 

Traces

Trace separator

Test cases Outputs

Graph exploration
Traceability 

elements  
collection

Traceability
Repository

Path / (expected trace) 

Trace elements & Coverage

Comparison (expected trace, test result trace) 

Traces alignment (diagnostics), Coverage

Verdict 
Requirements 

Coverage

End

Start 

Coverage

Analysis



79 
 

the internal form and the sequence of inputs obtained from the trace and generates the expected 

outputs for the input sequence. The role of the comparator is to determine if the observed outputs 

and expected outputs are equivalents. The comparator is very simple for deterministic EFSMs. In 

the case of non-deterministic EFSMs, the comparison must be made within the set of valid 

expected outputs.  

 

 

Figure 20: Simple form of Test Results Analyzer 

 

Step 4: Data selection 

This step helps to obtain feasible paths. For sake of space, this step it not addressed in this paper. 

Details can be found in [7, 8, 9].  

 

Step 5: Coverage analysis  

Coverage analysis is important in test case generation and in backward traceability. Examples of  

its use include: (1) requirements coverage validation from a given test case that was derived 

manually, when the covered LLR values  are desired; (2) for trace coverage analysis obtained from 

a run of test cases on an implementation; and (3) for trace failure analysis/diagnostics as given in 

Figures 19 and 20. 
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Test Generation Module. It implements the main routines of the approach. It is supplemented with 

two auxiliary modules: a Data Module, and a Graph Operations Module. Figure 21 depicts the 

architecture of MC/DC-TG-RT Tool. The basic architecture design related to test generation can 

be found in Amine Rahj’s master’s thesis [117]. This architecture is extended by requirements’ 

traceability capabilities. 

 

In this section, we justify the technical decisions as we outline the function and information 

exchange for each module. In general, we preferred Java open-source libraries whenever possible. 

The tool is designed so that those libraries could be substituted for others as long as they serve the 

same theoretical functions (e.g. graph rewriting using attributed grammar). The Graph Operations 

module is dedicated to frequently used, general-purpose graph operations. Its goal is to ensure the 

maintainability and reconfigurability of the algorithms. The data module retrieves user inputs, 

constructs and manages data, and provides proxies to external libraries involved in creating and 

transforming the different graphs. The Data Module is open to the rest of the MC/DC-TG-RT tool 

in read-only mode.  

 

The complexity of the data structures and algorithms involved in this approach means that it would 

be useful to keep a detailed record of the results of the rule applications from the graph rewriting. 

Aside from being mandatory for V&V, such records will also simplify Steps 2 to 5. Recording the 

direct references to graph morphism images will help to bypass search algorithms using object 

properties. 
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Figure 21: MC/DC-TG-RT Tool architecture [86, 87,117]. 

 

This figure is shared between Amine Rahj’s work and Mounia Elqortobi’s work. 

 

5.7 Conclusion and discussion 

In this chapter, we presented a test case generation that supports bidirectional traceability between 

low-level requirements and test cases. The proposed approach extends requirements’ traceability 

to a very low level of granularity that is still challenging in the field due to the number of 

traceability elements required to identify, create, store, and recover for analysis purposes. The 

coverage elements are defined on an extended finite state machine model and its corresponding 
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graphs, obtained by model-to-model transformation using graph rewiring, including their nodes, 

edges, predicates, and variables that may influence path execution. The creation of traceability 

elements is performed during test case generation that should satisfy the MC/DC criterion. 

Forward requirements traceability is obtained by construction. As mentioned before, satisfying the 

MC/DC criterion is mandatory in avionics industries. The test case generation method uses a 

constraints satisfaction technique as well as graph exploration algorithms to retrieve traceability 

elements during backward traceability or trace analysis for diagnostic purposes after failure. To 

our knowledge, our contribution represents the first technique that reaches this level of granularity 

in establishing traceable bidirectional relationships between LLRs and test cases in model-based 

development. The traceability related to the code is beyond the scope of this paper. In future work 

we intend to: (i) finalize the implementation of MC/DC-TG-RT Tool;(ii) apply the approach to a 

sizable example with a chain of HLRs, LLRs, Models and graphs, and test cases; and (iii) address 

non-functional requirements’ traceability. 

 

This proposed approach uses a test case generation based on constraints solving. It is an alternate 

solution to local test case generation that addresses the problem of path feasibility using constraints 

solving. It has also the capacity of bidirectional requirements traceability using identification, 

graph labeling and links. Table 18 presents a comparison between the proposed test case generation 

approaches 1 and 3. 

 

Table 18: Comparison of contributions 1 and 3 

Criteria Model-based verification and testing  Test case generation using constraints 

solving  

 

Objectives Integration of verification and testing techniques 

• Verify properties at design level and 

• Test the implementation for properties 

propagation. 

• Generate test cases for MC/DC. 

Model-based test case generation for one 

module using MC/DC tables for test case 

generation,  

• Constraints solving for path 

feasibility. 

• Bidirectional Requirements 

Traceability. 
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Criteria Model-based verification and testing  Test case generation using constraints 

solving  

 

Levels Conformance testing (black box testing). 

Low level requirements verification and testing. 

• Unit testing (local test sequences) 

• Module testing (integration testing) 

• System testing (global test sequences) 

Conformance testing black box testing. 

• Unit testing 

• Module testing 

• System testing (can be extended) 

 

System 

model 

Verification: cross product (reachability tree) 

Testing: partial cross product, guided by 

communication points 

Parallel Communicating EFSMs (Agents) 

Multi agent systems 

Component model EFSM  

Model-to-model transformation (control 

flow graph and data flow graph) using 

graph rewriting. 

MC/DC tables as input, new path 

selection process, and path feasibility 

using constraint solving. 

Requirements Traceability Elements 

•  Creation, Recording, Retrieval 

• Search Algorithms 
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Chapter 6  

 

 

6. Conclusion and future work 

 

The main contributions of this work lie in proposing, in an incremental manner, several approaches 

that address open issues of modeling, verifying, and testing critical avionics systems. We applied 

two of the proposed approaches to the landing gear system as a typical and complex case study, 

modelling each component in the system as an EFSM and their integration as an CEFSM.  

 

The first two proposed approaches are complementary, as they address different concerns in testing 

and verification. The first approach, which integrates verification and testing, has to answer the 

question of avionics software certification using automatic test case generation with the MC/DC  

criterion. It also must  address issues related to the propagation of verified properties to the final 

product and keep the testing process as the mandatory acitivity for software certification. To our 

knowledge, it was the first approach that integrates verification and testing for the propagation of 

properties.  

In the second approach, we explored model checking to generate a test case that addresses the 

communication and the commitment between agents. The approach generates test cases  for 

different levels of testing such as unit, integration and system testing. The criteria covered are 

states, transitions, protocols, and paths. but Dataflow-related coverage criteria are not addressed, 

nor is the MC/DC criterion. The first approach uses a partial cross product when dealing with 

CEFSMs, while the second approach uses a complete cross product.  

The third approach  is comparable to the first in terms of objectives. They both use EFSM models, 

and generate test cases using MC/DC and Du-path coverage criteria. However they differ in the 

technique that helps generate test cases. Instead, the  third approach uses constraints-solving that 

addresses path feasibility. In developing  the third approach we looked for a type of test case 

generation that can support traceability and allow the validation of MC/DC. This approach uses a 

formal model-to-model transformation based on graph rewriting that supports requirements’ 

creation, storage and recovery, which are the foundation for establishing reationships between 
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requirements (levels) and test cases. A comparison between the three approaches is summarized 

in Table 19 below. 

 

Table 19: Comparison between the 3 contributions 

Criteria Integration of verification 

and testing techniques 

 

Model checking-

based test case 

generation 

Test case generation 

using constraints solving / 

traceability  

Objectives Integration of verification and 

testing techniques 

 

Verify properties at design 

level and 

 

Test the implementation for 

properties’ propagation. 

 

Generation of test 

cases based on model 

checking and multi 

agent systems. 

 

Model-based test case 

generation for one module 

using MC/DC tables for 

test case generation. 

 

Constraints solving for 

path feasibility. 

 

Bidirectional 

Requirements 

Traceability. 

Levels Conformance testing (Black 

Box Testing) 

✓ Low level 

requirements 

verification and testing 

✓ Unit testing 

✓ Module testing 

✓ System testing 

 

Properties/ 

requirements-based 

test case generation, 

fulfillment 

Black Box Testing 

✓ Unit testing 

✓ integration 

testing 

✓ System testing 

 

Component model EFSM  

Model to Model 

transformation (control 

flow graph and data flow 

graph using graph 

rewriting. 

 

MC/DC tables as input, 

new path selection process 

 

Path feasibility using 

constraint solving. 

 

Requirements 

Traceability Elements 

 Creation, Recording, 

Retrieval, Search 

Algorithms 

Agent 

Model 

EFSM EFSM EFSM 

System 

model 

Verification: reachability tree 

 

Testing: partial cross product, 

guided by communication 

points between Parallel 

CEFSMs Agents 

 

Cross product 

(reachability tree) 

 

Multi Agent Systems 

 

EFSM 
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Criteria Integration of verification 

and testing techniques 

 

Model checking-

based test case 

generation 

Test case generation 

using constraints solving / 

traceability  

Coverage Verification: requirements 

Testing: all du-paths, MC/DC 

(including state and transition) 

 

States, Transitions,  

Protocol, temporal 

properties (paths) 

 

all Du-paths, MC/DC 

criteria (including state and 

transition) 

 

Assumptions Testing: deterministic, 

coverage based 

 

Levels of abstraction 

 

Testing: deterministic, 

coverage based 

 

Limitations Infinite input domain, non-

exhaustive testing, state 

explosion. 

Executability issues 

State explosion 

Limited coverage  

 

Constraints solving related 

issues 

 

For future work, the implementation of the tool should be completed such that a sizable example 

can be modeled, its properties verified, and local and global test cases generated.  

In a more theoretical direction, avionics systems face several challenges in their modeling and test 

case generation. They have several aspects; in addition to the control and dataflow that are modeled 

as an EFSM, the time aspect is critical and requires more complex modeling and test generation 

techniques. Avionics systems have a wide range of inputs such as input data from various actuators 

that an EFSM model alone cannot express. The inputs may be discrete or continuous, the latter is 

still a challenge for modelling and testing. They also have a high volume of outputs that require 

better analysis techniques. Both data input selection and output analysis constitute real challenges 

and more research and innovation are needed to address them properly. Researchers are looking 

at creating new hybrid models that can express the diversity of data inputs. Test case generation 

based on these new models needs to be developed and implemented. The oracle problem (for trace 

analysis) requires the use of recent advances in data mining and artificial intelligence for analyzing, 

correlating outputs, and searching in artifacts, such as requirement specifications, logs, and test 

architectures. Developing more efficient test generation algorithms will greatly help to advance 

work in this field.  
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Appendices 

Appendix A: Algorithm for test case generation 

The following are algorithms extracted from Bourhfir et al.: A test case generation 

approach for conformance testing of SDL systems. Computer Communications, vol.24, 

no.3-4, pp.319–333, 2001 [32]. 

“The EFTG algorithm  

 Algorithm EFTG (Extended Fsm Test Generation)  

   Begin  

Read an EFSM specification  

Generate the dataflow graph G form the EFSM specification  

Choose a value for each input parameter influencing the control flow  

Executable-Du-Path-Generation (G)  

Remove the paths that are included in others  

Add state identification to each executable Du-path 

Add a postamble to each Du-path to form a complete path  

For each complete path  

Re-check its executability  

If the path is not executable  

Try to make it executable  

EndIf 

If the path is still not executable Discard it  

EndIf 

 EndFor  

For each uncovered transition T  

Add a path which covers it (for control flow testing)  

EndFor  

For each executable path  

Generate its input/output sequence using symbolic evaluation  

EndFor  

End;  

Procedure Executable-Du-Path-Generation(flowgraph G) 

 Begin  

Generate the shortest executable preamble for each transition  

For each transition T in G  

For each variable v which has an A-Use in T 

  For each transition U which has a P-Use or a C-Use of v  

Find-All-Paths(T,U)  

EndFor  

EndFor  

           EndFor  

End. 

 

Procedure Find-all paths (T1, T2, var)  

Begin 

If a preamble, a postamble or a cycle is to be generated  

                    Preamble:=T1  

Else  

                    Preamble:= the shortest executable preamble from the first transition to T1  
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EndIf  

Generate-All-Paths(T1,T2,first-transition, var, preamble)  

End; 

 

The following algorithm is used to find all executable preambles and all executable Du-paths between 

transition T1 and transition T2 with respect to the variable var defined in T1.  

Procedure Generate-All-Paths(T1, T2, T, var, Preamble) 

Begin  

       If (T is an immediate successor of T1) (e.g. t3 is an immediate successor of t2)  

If (T=T2 or (T follows T1 and T2 follows T in G)) (e.g., t4 follows t2)  

                   If we are building a new path  

  Previous:= the last generated Du-path (without its preamble)  

                          If (T1 is present in the previous path)  

 Common:= the sequence of transitions in the previous path before T1  

           EndIf  

   EndIf  

   If we are building a new path  

Add Preamble to Path, Add var in the list of test purposes for Path  

 EndIf  

If Common is not empty  

                    Add Common to Path  

EndIf  

If (T = T2)  

       Add T to Path, Make-Executable(Path)  

Else  

If T is not present in Path (but may be present in Preamble) and T does not have an A-use of var  

          Add T to Path Generate-All-Paths (T, T2, first-transition, var, Preamble)  

      EndIf  

         EndIf  

      EndIf     

 EndIf   

T:= next transition in the graph   

 If (T is not Null)  

            Generate-All-Paths(T1, T2, T, var, Preamble)  

 Else  

          If (Path is not empty)  

                 If (the last transition in Path is not an immediate precedent of T2)  

Take off the last transition in Path  

   Else  

If (Path is or will be identical to another path after adding T2)  

Discard Path  

                           EndIf  

                EndIf  

         EndIf  

    EndIf  

End. 

 

Procedure Handle_Executability(path P)  

Begin 

       Cycle:= not null  

Process(P)  

       If P is still not executable Remove it  

       EndIf  
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End;  

 

 

Procedure Process(path P)  

Begin  

   T:= first transition in path P  

   While (T is not null)  

        If (T is not executable)  

Cycle:= Extract-Cycle(P,T)  

    EndIf  

           If (Cycle is not empty)  

            Trial:=0  

            While T is not executable and Trial<Max_trial Do 

                Let Precedent be the transition before T in the path P  

Insert Cycle in the path P after Precedent  

Interpret and evaluate the path P starting at the first transition of Cycle to see if the 

predicates are satisfied or not  

Trial:= Trial+1  

            EndWhile 

       Else Exit  

      EndIf  

          T:= next transition in P  

    EndWhile    

End.” 


