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Abstract 
E. coli Nissle 1917 as a potential chassis for osmolality biosensors in the gut 

 
Maria T. Orozco Hidalgo 

 
 
The human gut is a heterogeneous environment. Diseases like inflammatory bowel disease (IBD) 
modify the physical properties of the gut, such as osmolality. These changes are thus desirable 
biomarkers for personalized diagnosis and treatment. Current diagnostic tools are invasive and 
insufficient to precisely detect changes of the physical environment. Likewise, disease 
heterogeneity hinders final diagnosis, showing the importance of creating personalized and 
sensitive diagnostic tools. For these reasons, its necessary to develop clinically relevant 
technologies that can safely and accurately report on these physical changes across different 
regions of the human gut. Extensive research on the human microbiome has revealed that microbes 
are able to sense shifts in the gut’s physical properties, making them strong candidates to report 
on these novel biomarkers. Furthermore, advances in synthetic biology have allowed the creation 
of microbial whole-cell biosensors that robustly report disease biomarkers in the human gut. 
Therefore, this thesis shows the potential of the probiotic strain Escherichia coli Nissle 1917 (EcN) 
as a chassis for gut osmolality biosensors. Here, RNA-seq and differential gene expression analysis 
were used to filter and compare genes that strongly and exclusively respond to different osmolality 
levels relative to general stress conditions. It was found that five promoters met the conditions, 
nevertheless, there was cross-reactivity within levels of osmolality and with other general stress 
conditions. Interestingly, some of the selected promoters had not been shown to react to elevated 
osmolality conditions, hinting at differences between EcN and other E. coli strains. Based on this, 
further experimentation is necessary to validate the activity of these promoters in the conditions of 
interest. Taken together, this work provides a starting point for gut osmolality biosensors using the 
probiotic strain EcN, providing more options for building biosensors of gut biomarkers.  
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Chapter 1: Introduction  

1.1. The gut’s physical environment 
The human gastrointestinal tract (referred to as the human gut in this thesis) is a highly 
heterogeneous and complex environment1. It harbours the gut microbiome, a collection of 
protozoa, archaea, eukaryotes, viruses, and bacteria that live in close association with their host2. 
Thanks to advancements in meta-genomics and sequencing technologies, the gut microbiome has 
been largely researched and  was found to play a role in nutrient metabolism, immunomodulation, 
gut health, and disease, among others3. Due to the increased interest in this subject, many studies 
have focused on understanding the identity and distribution of the microbial populations along the 
gut4. Although microbiome distribution is a multifactorial process, it is largely governed by the 
changing physiological conditions along the gut and its microhabitats4. Of special interest are the 
physical conditions, understood as environmental factors that lead to physical forces. These 
include pH, osmolality, oxygen concentration, flow and mucus thickness, among others1. 
 
Extensive research has allowed the partial characterization of these physical conditions and their 
impact on the microbiome of healthy mammalian guts. For instance, it has been observed that the 
mammalian small intestine is more acidic and has higher levels of oxygen than other parts of the 
lower intestinal tract, stimulating the growth of  bacterial species that can grow in these conditions 
(Figure 1a)4,5. Also, the gut epithelium has a complex topology, where cells are organized into 
villi and crypts6 (Figure 1). Here, there is a shift of physiological conditions like oxygen 
concentration and mucus thickness of the small intestine and colon, giving rise to distinct microbial 
communities7.  
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Figure 1: Schematic of the physical environment of the gut. Some of the physical properties of the a) healthy, 
and b) diseased gut are shown.  
 
The physical environment of the gut has also been observed to shift during disease episodes at a 
transient or generalized level (Figure 1b)1. For example, inflammatory bowel disease (IBD) 
patients present variations in pH across the gut8, while osmolality and flow change due to 
diarrhea9,10.  
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1.2.Gut osmolality  
Osmolality (mmol/L) and osmolality (mOsm/Kg) refer to the concentration of solute particles in a 
solution11. They differ from each other in that osmolality considers the mass of the solute (Kg), 
instead of its volume (L). Since mass is independent of temperature, osmolality is the preferred 
measurement in biological systems12.  
 
In the context of the gut, osmolality constantly changes due to the absorption and secretion of 
water and luminal contents by the epithelium13,14. Furthermore, transient osmolality changes occur 
during osmotic diarrhea episodes15. Here, non-absorbed solutes will cause water efflux from the 
intestine’s epithelial cells into the lumen, increasing intestinal motility16. This condition arises 
during laxative consumption16 or diseases like lactose intolerance, celiac disease, and pancreatic 
cancer15.  
 
As previously established, the gut microbiota’s distribution is tightly regulated by the physical 
conditions of the gut, including osmolality. Different bacterial communities are able to sense and 
respond to these changes4. During transient osmotic perturbations, microbiota composition is 
dramatically modified10, potentially causing long-term health problems to its host. This highlights 
the importance of this physicochemical parameter as a biomarker of gut and microbiota function. 
 

1.3. Bacterial osmoadaptative response 
The bacterial response to osmolality has been well documented in model organisms like E. coli17,18, 
elucidating that osmolality shifts can lead to changes in osmotic pressure19. It has been shown that 
the integrity and hydration of cell compartments are dictated by osmotic pressure20: 
 
● When it decreases, water influx, swelling, or lysis occurs.  
● When it increases, water efflux and dehydration occur.  
● Optimal: bacteria keep an osmotic pressure of 1 atm inside the cytosol, avoiding cell lysis 
and maintaining a rigid membrane21.  

 
At a physiological level, bacterial growth is affected by osmolality changes22. Properties like cell 
volume and turgor pressure are affected by external osmotic pressure23. To cope with these 
changes, bacteria are equipped with osmoadaptive mechanisms that are mainly regulated at the 
transcriptional level24. The most studied mechanism during high osmotic pressure is  the 
accumulation of solutes via membrane channels and protein pumps. The response to this condition 
has two stages, first import of  K+ ions into the cytoplasm; followed by the import/synthesis of 
compounds like proline, glycine betaine, carnitine, and glutamate among others18,24. These 
compounds are known as compatible solutes or osmoprotectants because they don’t disrupt vital 
cellular processes and aid in the stabilization of enzymes and proteins under high salinity 
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environments18.   The genetic and biochemical elements that mediate osmoadaptation vary 
between taxonomic groups, resulting in a variety of responses to this condition24. In E. coli, it is 
known that osmoresponsive systems like TrK (membrane K+ transporter)25, Kup (major K+ 
transporter)26,  Kdp (high-affinity transporter of K+)27 participate in the uptake of K+ ions; while 
systems like ProU (glycine betaine and proline ABC trsnsporter)28 and BetT (choline transporter)29 
are responsible for importing compatible solutes.  

1.4. Gut diseases and osmolality 
Human gut diseases heavily change the gut’s physical environment by disrupting natural 
conditions, including osmolality. It has been observed that malabsorption due to intolerances, like 
celiac disease or lactose intolerance, could lead to changes in gut osmolality30,31. Similarly, IBD 
patients exhibit varying levels of gut osmolality during diarrhea episodes32,33.  
 
The rising incidence of gut diseases in the global population and their difficult diagnosis pose a 
burden on health care systems34–38. This calls for research on the characterization of the gut and 
the development of precise diagnostic tools.  

1.5. Biosensors 
Clinicians use techniques such as colonoscopy and endoscopy to diagnose and monitor gut 
diseases39. These techniques are not able to reach all gut locations, and they disrupt the local 
environment due to their extensive prep40,41. Hence, there is a gap in our ability to measure gut 
properties precisely.  
 
An alternative to traditional techniques is the use of biosensors. By definition, a biosensor is a 
device that measures reactions by generating signals proportional to the concentration of a product 
or analyte in a reaction (biological or chemical). Biosensors should be selective, reproducible, 
stable, and sensitive42. Typically, biosensors have four parts:  
 
1) Bioreceptor element, which are biological elements (antibodies, organelles, enzymes, 
whole-cells, DNA, nanoparticles, among others) that interact with the analyte or 
product42,43.  

2) Transducer element, which detects the signal emitted by the bioreceptor and transforms it 
into a measurable signal (electrical, optical, etc). Examples of this could be electrodes or 
spectrophotometers, among others44.   

3) Electronics, consisting of an electronic circuit that conditions or prepares the signal from 
the transducer. Signaling conditioning entails signal amplification or conversion from 
analogue to digital form42. 

4) Display, formed by software and hardware elements that quantify the signal and display it 
in a friendly user manner. Examples of this are graphics, images, or numeric tables42,43. 
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These devices have been employed for a variety of applications; for instance monitoring of 
environmental conditions45, food quality46, disease47 and presence of toxins48, among others49. 
More recently, advances in microbiology and synthetic biology have boosted the development of 
microbial biosensors50. These systems use the whole microbial cell (commonly bacteria) as the 
bioreceptor element, taking advantage of the vast collection of metabolic pathways and 
biomolecules that allow the organisms to respond to a range of environmental stimuli51.  
 
A constraint of these systems has been achieving precise sensing given the complexity of these 
biological ‘factories’52. Nevertheless, synthetic biology advances have allowed the design of 
genetic circuits that precisely detect a variety of molecules53–55. Based on this, biosensors have 
been proposed as tools to characterize complex environments such as the mammalian gut56,57.  

1.6. Microbial biosensors for the gut 
Microorganisms interact intimately with the human body58, surviving and sometimes thriving by 
responding to environmental cues with their versatile genetic and biochemical machinery55. Of 
special interest is the gut microbiome59, where metagenomic studies have revealed that different 
microorganisms are able to colonize the different niches along the mammalian gut, revealing their 
capacity to interact and sense a variety of environmental signals4. It has also been observed that 
these microbes respond to local and transient shifts of these signals10, making them excellent 
candidates to report on gut function57. 
 
As previously mentioned, the development of genetic engineering and microbiology have allowed 
the construction of whole-cell biosensors, where complex genetic circuits proportionally respond 
to relevant gut biomarkers (Figure 2). These sensors are composed of three key elements57: 
   
1) Sensory element: bacterial sensing and signaling pathways can be one-component (OCS) 
or two-component systems (TCS)60. OCS are transcription factors that directly bind to the 
ligand of interest (environmental stimuli) and activate/repress gene expression61. On the 
other hand, TCS consists of membrane-bound histidine kinases that generate a 
phosphorylation cascade in response to environmental stimuli. This cascade activates 
transcriptional factors that in turn activate/repress gene expression62.   

2) Processing element: circuits that determine if an input was detected and what kind of output 
will be produced. They could be binary (input is present or not), analogue (how much of 
the input is present) or recording an input throughout time57. For instance, Boolean logic 
gates can be used to determine which combination of inputs produces a determined 
output60,63,64 

3) Actuator element: this is the output of the whole-cell biosensor. Bacteria can rapidly report 
on an input via luminescence, fluorescence, or colorimetric reporters57. They can also 
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record an input over time via DNA memory circuits, for instance, recombinase-based or 
transcriptionally-based DNA writing methods65.  

 
 

 

 
Figure 2: General schematic of a bacterial biosensor. 1) Sensory element which could be a one component system 
(OCS) or two component system (TCS), 2) Processing circuit which transfer signal to 3) actuator elements that 
transform the signal into a detectable output.  
 
Taken together, these elements allow for the successful reporting of gut activity in a non-invasive 
manner. This technology navigates different niches along the gut (normally unreachable by current 
technology), reports and records transient signals, and is finally collected for analysis. Overall, 
these characteristics make it a desirable alternative to invasive and disruptive diagnostic 
options41,66,67.   
 
To date, there is a good amount of work showcasing the efficacy of these systems in vitro and in 
vivo (Table 1). Foundational work has been done in developing biosensors for inflammation, given 
that is an important biomarker for IBD diseases68 and depression56. For instance, researchers 
engineered nitric oxide (NO) detection into E. coli using a bidirectional fluorescent reporter driven 
by the switch of fimS orientation, a native and heritable mechanism present in native fimbrae phase 
variation69. Likewise, NO detection was engineered using the norRVW operon in E. coli Nissle 
1917 (EcN), where the expression of the norR regulatory element was tuned via promoter 
optimization and feedback loop design70. Furthermore, thiosulfate and tetrathionate sensing has 
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been engineered in E. coli using the TtrSr two-component system71. When paired with a 
transcriptional memory element the sensing was stable and functional over time72.    
 
Other properties, like pH, oxygen, lactate and biliary acids, can be considered biomarkers of gut 
function and help characterize the different niches along the gut (Table 1). For example, 
researchers engineered EcN to grow exclusively in certain regions of the gut based on the detection 
of oxygen, lactate, and pH73. Here, they paired logic gates with: a hypoxia promoter based on the 
expression of FDR in the absence of oxygen, the lldPRD operon from the lactic acid fermentation 
and a membrane bound protein CadC that is sensitive to acidic pH73.
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Host Target  Output Physiological relevance Mechanism Ref 
 

E. coli Nissle 
1917 and mini 
SimCells 

Nitric oxide 
(NO) 

GFP 
fluorescence  

Biomarker of many chronic 
inflammatory diseases and 

cancers.  

Engineered norRVW operon: 
promoter tuning and addition of a 

positive feedback loop. 

70 

E. coli Nissle 
1917 

Nitrate and 
thiosulfate 

GFP 
fluorescence 

Biomarker for inflammation. 
Used in a model for colitis in 

mice.  

Engineered narX-narL circuit. Use 
of boolean gates.  

74 

E. coli NGF-1 Tetrathionate β-galactosidase Biomarker for inflammation.  ttrR/S and PttrBCA drive Cro 
'trigger' expression to switch a 
phage- lambda- memory circuit 

72 

E. coli Nissle 
1917 

Thiosulfate and 
tetrathionate  

GFP 
fluorescence 

Biomarker for inflammation. Engineered TtrSR two-component 
system (TCS) 

71 

E. coli Nissle 
1917 
 

Oxygen, pH and 
lactate 

GFP 
fluorescence 

Physiological indicators of 
different microenvironments 

of the gut.  

-Oxygen:  pPepT promoter. 
-Lactate: constitutive production of 

an LldR repressor. 
-pH: pCadC system.  

-AND logic gates controlling 
bacterial replication 

73 

E. coli strain 
EA3020 

Nitric oxide 
(NO) 

YFP (OFF state) 
and CFP (ON 

state) 
fluorescence 

Biomarker for inflammation. Bidirectional fluorescent reporter 
switch fimbriae (Fim) phase 

variation system.  
Inversion of fimS by the DNA 

recombinase FimE.  

69 

E. coli Nissle 
1917 

pH, oxygen, 
lithocholic acid 
(2ndary), 

deoxycholic acid 

mCherry 
fluorescence 

Relevant compounds and 
conditions found in the human 

GI tract.  

Engineered pMUT plasmid with 
environmentally responsive 

promoters driving GFP expression: -
pH: activation of pCadC 

75 
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(2ndary, 
taurocholic acid 
(primary), 

caffeine, lactate, 
acetoacetate 

-oxygen: repression of pF8 
-2ndary bile acids: activation of 

pVtrA 
-Primary bile acids: activation of 

pTcpP 
-caffeine: activation of pCaf 
-lactate: activation of pLac 

-Acetolactate” activation pf pAto 

E. coli MG1655 Bacterial 
replication (cell 
division) 

Count of 
bacterial 

generations by 
RINGS method 
based on colony 
fluorescence due 
to the triple 

reporter system 
(repressilator)  

Bacterial growth rate in the 
mammalian gut  

Use of the repressilator circuit.  
 

76 

B. 
thetaiotaomicro
n VPI-5482 

Arabinogalactan, 
chondroitin 
sulfate, IPTG, 
rhamnose 

Luminescence 
(luciferase 
activity) 

Generating a synthetic biology 
toolbox to engineer this 

organism for applications in 
the murine gut.  

-Library of biological parts, 
comprised of constitutive promoters, 
inducible promoters, and RBSs 

-CRISPRi for regulated knockdown 
of recombinant and endogenous 
gene expression -Recombinase 
based memory systems.  

77 

Table 1. Literature review of studies on engineered bacteria that report on gut function. The selected studies include testing of biomarkers of interest in vivo.
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1.6.1 Probiotic organisms used as chassis of biosensors 
As it has been shown, most of the work has been done in an E. coli chassis. Given the ample 
knowledge, genetic stability, and availability of genetic tools for this organism, it is a good starting 
point for developing these technologies55,78. Moreover, several studies use a probiotic E. coli strain 
known as Nissle 1917 (EcN). One study found significant differences between EcN and other well-
studied E. coli strains like MG1655 and BL21; these differences are mainly related to iron transport 
systems and the arginine deiminase pathway79. The same study showed that EcN and the other 
strains have comparable activity of the central metabolic pathway79, making it feasible to leverage 
certain gene expression studies from MG1655 and BL21 to engineer EcN80. In addition to the 
benefits of using a model organism, EcN has been safely used in several clinical applications, 
which makes it a feasible option from a regulatory point of view80. This chassis has shown to 
promote intestinal barrier function81, stimulate anti-inflammatory activity82 and impede growth of 
opportunistic pathogens through the production of iron-scavenging siderophores and microcin 
proteins83. Additionally, this strain does not colonize the gut over log periods of time84, which is a 
positive feature for biosensors collected and analyzed in the stool of patients.   

1.7. Thesis Objectives    
As it has been established, there is a need to develop technologies that enable the interrogation of 
the physical environment of the gut to better understand this environment during disease. As an 
alternative, bacteria are being engineered to report on gut function57,60. To date, there are no tools 
that precisely report on local osmolality shifts in the gut, a key property to understanding this 
environment. Based on this, the purpose of this thesis was to characterize E. coli Nissle 1917 (EcN) 
as a chassis for osmolality biosensors. This probiotic strain is genetically tractable, does not 
colonize the gut, and has a long history of safe applications in humans80. This makes it a desirable 
chassis for gut biosensors. Furthermore, it has been shown that there are significant genetic 
differences between laboratory strains and EcN85, highlighting the importance of studying the 
osmotic response of EcN separately.  
 
To accomplish this, the transcriptional responses of EcN to different osmolality conditions and 
general stress were analyzed in Chapter 3. With this information, five promoters were selected as 
candidates for biosensor development. In the future, these promoters will be validated in vivo and 
further paired with stable fluorescent proteins (FPs) and genetic memory elements to report on 
local osmolality changes along the gut. To achieve precise measurements, signal uniformity within 
the clonal EcN population is necessary to avoid stochastic noise due to heterogeneous responses 
to environmental stimuli86. In the long term, these biosensors would be encapsulated, released in 
the human gut, collected from the stool of patients and analyzed by clinicians to diagnose 
conditions and personalize microbiome interventions. This project was part of a broader 
collaboration with Tropini lab at the University of British Columbia (UBC) and with the Hoofar 
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lab at the University of Victoria (UVic). The UBC team will build the biosensor in Bacteroidetes 
tethaiotamicron (a common member of the human commensal microbiota) and conduct in vivo 
mouse experiments. The UVic team will develop a microfluidic-based encapsulation system for 
targeted delivery of the engineered probiotics into the different sections of the mouse gut for the 
in vivo mouse experiments.  

Simultaneously, single cell heterogeneity was studied in bacterial prions. In Chapter 4, a 
submitted manuscript shows how time-lapse microscopy and microfluidics elucidate the 
mechanism of loss in single cells of model bacteria. 
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Chapter 2: Materials and methods  

2.1. Bacterial growth and kinetics  
E. coli Nissle 1917 was purchased from Ardeypharm. To start bacterial cultures, a glycerol stock 
was streaked overnight in a LB agar plate, producing single colonies after incubation at 37°C. 
Overnight 5 ml cultures were started from the singles colonies in LB media at 37°C with constant 
shaking (150 rpm). After 16h, OD600 measurements were performed in a TECAN Infinite M200 
instrument. From these cultures, bacteria were diluted to 0.1 OD with LB media or LB conditioned 
media (specified below) according to the condition being assayed. The diluted cultures were placed 
in a 96 well plate (200 ul per well) in triplicates for each condition. The plate was later loaded into 
a Biotek Synergy H1 plate reader. The instrument was set to record the OD600 every 5 min during 
24h, continuous orbital shaking, and incubation at 37℃ (unless otherwise stated). With the 
collected data, growth kinetics were constructed using MATLAB to plot OD over time. To account 
for variability, each condition had three biological replicates which were averaged, showing the 
standard deviation as a shaded area. For every condition, the doubling time (dt) was calculated in 
the exponential growth phase using the following formula:  
 

𝐷𝑜𝑢𝑏𝑙𝑖𝑛𝑔	𝑡𝑖𝑚𝑒	(𝑑𝑡) 	=
𝑡𝑖𝑚𝑒	(𝑚𝑖𝑛) × 𝑙𝑛(2)

𝑙𝑛(𝑚𝑎𝑥	𝑂𝐷600𝑚𝑖𝑛	𝑂𝐷600)
	

2.2. Osmolality and stress conditions 
In order to measure the effect of different compounds (osmolytes) and different levels of 
osmolality, the bacteria were grown in LB conditioned media (media+osmolyte). For each 
condition, a plain LB condition was included for control (osmolality of ~300 mOsm/kg). The 
osmolytes assayed, and their respective osmolalities, can be found in Table 2. To discern between 
the osmolality specific response and the general stress response, the bacteria were exposed to 
general stress. The details for this can be found in Table 3.  
 

Osmolyte Osmolality (mOsm/kg) 

Sodium Chloride (NaCl) 339, 528, 712, 902 

Sorbitol  332, 433, 522, 612, 721, 828, 929, 1050 

Lactulose 339, 427, 536, 637, 760, 899 

PEG 300, 700, 900 
Table 2. Osmolality conditions assayed in EcN.  
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Type of stress Details 

High temperature 42℃ 

Acidic pH pH adjusted to 5.8 with HCl 

Oxidative stress 100 uM of oxygen peroxide (H2O2) added to 
LB media prior to starting the experiment.  

Table 3. General stress conditions assayed in EcN.  
 

2.3. Bacterial growth and preparation for RNA extraction  
To prepare the cells for RNA extraction, a 5 ml LB culture of EcN was started overnight as 
explained above. After obtaining the OD600, the cells were diluted to OD 0.1 in LB media or LB 
conditioned media (see section below) to a final volume of 5 ml. This was done in triplicates for 
each condition (Table 4). These diluted cultures were incubated at 37℃ (unless otherwise stated) 
and constant shaking of 150 rpm for 2 to 4 hours, depending on the time it takes to reach the 
exponential or stationary phase. For this step, the growth kinetics produced before were used as a 
guide. Finally, OD600 measurements were done and recorded at the end of each incubation period.  
 

2.4. Conditions for RNA extraction 
According to the growth kinetics data and previous studies on gut osmolality32,33, it was decided 
to extract bacterial RNA in low/normal (reference condition), medium and high (perturbed 
conditions) osmolality levels. For all of the conditions, including the general stress, the RNA was 
extracted in exponential phase, nevertheless, RNA was also extracted in stationary phase in the 
control condition and in a high osmolality condition (NaCl). This was done to account for genes 
being exclusively expressed during this growth phase. A complete summary of the conditions can 
be found in Table 4.  
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Osmolyte/stress condition Osmolality (mOsm/kg) Growth phase 

Sodium Chloride 712, 902 Exponential, stationary (high 
osmolality) 

Sorbitol 721, 929 Exponential 

Lactulose 760, 899 Exponential 

PEG 700, 900 Exponential 

No osmolyte - control ~300 Exponential, stationary 

High temperature (42℃) ~300 Exponential 

Oxidative stress (100 uM of 
H2O2) 

~300 Exponential 

Acidic pH (5.8) ~300 Exponential 
Table 4. Growth conditions for RNA extraction.  

2.5. RNA extraction  
For all RNA manipulation, the area of work was decontaminated with 70% ethanol and RNAse 
Away reagent. The disposable material used was DNAse and RNAse free. Bacteria were harvested 
according to the conditions stated in Table 4. Bacterial lysis was done following the protocol for 
Enzymatic Lysis of bacteria found in the RNAprotect Bacteria Reagent Handbook by Qiagen. In 
this process, RNA protect (Qiagen), lysozyme (15 mg/ml) (NEB) and 2-Mercaptoethanol (Milpore 
Sigma) were used. To purify RNA from the bacterial lysate, the RNAeasy Mini kit (Qiagen) was 
used. After final elution in RNAse-free water, the concentration and quality of genetic material 
was determined using spectrophotometry with a TECAN plate reader instrument. If the sample 
had over 50 ng/ul of RNA, the TURBO DNA-free kit (Thermo Scientific) was used according to 
manufacturer’s specifications.  

2.6. RNA quantification and quality control  
After the DNAse treatment, the concentration of RNA in the sample was recorded as explained 
above. Samples were stored at -80℃ until further analysis. To confirm RNA integrity, a non-
denaturing RNA gel was run for all the samples. To do this, the ssRNA ladder (NEB) and RNA 
loading dye 2X (NEB) were used. Additionally, all the samples were quality checked in a 2100 
Bioanalyzer Instrument (Agilent Technologies) prior to RNA sequencing.  
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2.7. RNA sequencing (RNA-seq) 
Sample preparation and RNA-seq was done at the UBC Sequencing + Bioinformatics Consortium 
at the University of British Columbia, Vancouver, Canada. In brief, the quality of extracted RNA 
was assessed using the BioAnalyzer RNA Nano Kit (Agilent) and quantity measured using the 
Qubit BR RNA Kit (Thermofisher). Libraries were prepared using 200 ng input RNA with the 
NEBNext Ultra II RNA Library Prep Kit according to manufacturer's instructions (NEB). Libraries 
were then pooled and sequenced on a NextSeq 2000 P3 lane to generate 1x50 bp reads. Raw base 
call data (bcl) were converted into FastQ format using the bcl2fastq conversion software from 
Illumina. 

2.8. Data analysis  
The quality of sequencing was assessed using FASTQC. An adapter version of the SAMSA2 
pipeline87, was used to: remove low quality sequences and trim adapter sequences from FASTQ 
files (Trimmomatic), remove rRNA reads from FASTQ files (SortMeRNA), annotate and generate 
counts using a generated E. coli Nissle reference database (DIAMOND).  
 
The annotated data was analyzed using DESeq288. Here, data is normalized and clustered 
(unsupervised). After this, a count matrix was generated for every gene in all of the conditions 
assayed. A shrinkage based on log2 fold changes was made. With this, a differential expression 
test was done. Here, the differences between treated (stressed), and untreated samples are 
identified. After this test, we filtered the genes that had a log2 fold equal or greater than 1, this 
allows us to keep the genes that were expressed 2 times or more in the treated conditions vs the 
untreated condition. In addition to this, we filtered genes that had an adjusted p-value equal to or 
lower than 0.05 to ensure that our data were significant. Using Venn diagrams, a comparison of 
which genes were being over expressed across all osmolality and stress conditions was made. The 
expression level of genes that were over expressed in all the conditions was shown using a 
heatmap. Distance between samples was shown with a PCA plot.  

2.9. Materials and methods Chapter 4 
Detailed Materials and Methods are available in the SI Appendix. The base strain used throughout 
the paper was E. coli MG1655. Prion formation was induced overnight by the production of the 
SSB PrDs fusion proteins and the New1 fusion protein with 10μM IPTG at 30°C. Cells were cured 
of the New1-containing plasmid by plating overnight at non-permissive temperature (37°C). These 
indicator plates contained X-Gal which enabled distinguishing colonies with prion-containing cells 
(dark blue). For the microfluidic experiments, dark blue colonies were grown overnight at 30°C 
and the cultures were inspected with fluorescence microscopy to confirm that the cells contained 
prion aggregates. These confirmed cultures were then loaded into the microfluidic device, where 
the cells were continuously fed a supplemented M9 growth medium. Multiple cell positions were 
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imaged in fluorescence every 8 min with a Zeiss Axio Observer at 63x, and the cell lineages were 
segmented and tracked as previously done. 
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Chapter 3: Characterizing E. coli Nissle 1917 (EcN) as 
a potential chassis for osmolality biosensors  

3.1. Introduction    

Extensive research on the human gut has revealed that it has a heterogeneous physical 
environment1. Diseases in the gut modify its physical properties, such as osmolality32,33. This 
parameter is thus a desirable biomarker to characterize the human gut, create personalized 
diagnoses and treatments. The invasive and non-specific nature of current diagnostic tools has 
boosted the creation of microbial biosensors to robustly report shifts inside the gut40,41,57. In this 
chapter, the potential of E. coli Nissle 1917 (EcN) as a chassis for gut osmolality biosensors was 
explored. To do this, the growth kinetics of EcN were determined under different osmolality and 
general stress conditions. Furthermore, gene expression was investigated in these conditions 
through transcriptomics. With this data, it was assessed which EcN genes are exclusively 
expressed during osmolality shifts. The promoters of these genes will serve as a starting step for 
osmolality biosensor development.  

3.2. Objectives 

1. Characterize EcN growth kinetics across a range of osmolalities and osmolytes relevant 
to gut diseases.  

2. Analyze the transcriptional response of EcN with transcriptomics and differential gene 
expression.  

3. Identify osmolality-specific EcN promoters across multiple high and medium osmolality 
conditions. 

3.3 EcN is able to grow at different rates in different osmolytes and 
osmolalities  
In order to evaluate EcN as a chassis for osmolality biosensors, we first characterized its growth 
in different osmolytes at different osmolalities (Figure 3). Different compounds can change the 
gut’s osmolality, causing cells to increase their efflux of water. Even though the response 
mechanism could be the same, different conditions and doses could affect the cells differently, 
thus activating a variety of promoters.  
 
Four compounds were selected for the analysis: two sugars/sugar-alcohol (lactulose and sorbitol), 
one polymer (PEG) and one salt (NaCl). These compounds are relevant because of their different 
effects on bacterial cells. For instance, salts could affect bacterial cell division89, sugars could serve 
as an additional nutrient source for bacteria, and polymers can cause precipitation of the bacterial 
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membrane proteins90. Additionally, sugars are relevant in the context of the gut because they could 
be present as non-absorbed leftovers of food. Likewise, PEG is also relevant in this context because 
it’s a widely used laxative91.  
 
To understand the response of EcN to different osmolytes and osmolalities, the growth kinetics of 
EcN were monitored at different osmolalities ranging from 300-1000 mOsm/kg (Figure S2). Once 
it was confirmed that the bacteria could grow in all compounds, high osmolalities (900 mOsm/kg) 
and  medium osmolalities (700 mOsm/kg) were selected32,33. Furthermore, bacteria were grown in 
osmolyte-free rich media as a control (~300mOsm/kg). As the growth curves show, EcN is able to 
grow in the conditions assayed. As expected, an increase in osmolality imposes a penalty on 
doubling time (Figure 3). This is especially evident for the bacteria grown in PEG (Figure 3a), 
where the maximum OD reached was 0.3 and 0.2 for medium and high osmolality, respectively. 
From these data, it was inferred that EcN grows at different rates depending on the level of stress 
inflicted by higher osmolalities.  
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Figure 3. Growth curves (OD in function of time) of EcN in untreated (LB) and treated (LB+osmolyte) rich 
media. High (~900mOsm/kg) and medium (~700mOsm/kg) osmolality conditions were evaluated for the osmolytes: 
a) PEG; b) Lactulose; c) Sodium chloride (NaCl); and d) Sorbitol. Osmolality values are expressed in mOsm/kg. For 
every condition, 3 biological replicates were made. The curves represent the average of the replicates, while the shaded 
area represents the standard deviation.  Doubling times (dt) at 37°C are shown for each condition.  
 
 
The general stress response of bacteria is a well-studied subject, especially in E. coli92,93. In brief, 
it promotes survival under several environmental stresses encountered throughout bacterial growth 
and survival. It is known that these conditions result in the activation of small or large groups of 
genes that help the organism cope with stress94. Many of these genes are expressed under more 
than one type of stress, hence the name of general response.  
 
In the context of this project, it is important to investigate if EcN has a specific response to 
osmolality conditions. An ideal gut osmolality biosensor chassis will exclusively respond to 
changes in osmolality, rather than other environmental stresses like pH or temperature. 
Considering the complex and heterogeneous nature of the gut, other physiological factors 
(environmental stresses for bacteria) fluctuate along the gut, disease episodes, or simply healthy 
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gut functioning1. For instance, during IBD inflammation episodes, pH along the gut could vary 
from acidic to alkaline or vice versa8, while reactive oxygen species (ROS) could increase in 
concentration95. Also, during infections, patients could have elevated body temperatures96. As a 
control step for EcN’s general stress response, bacterial growth was evaluated under three common 
general stress conditions: high temperature, acidic pH, and oxidative stress.  The growth curves 
show the bacteria were able to grow in all the general stress conditions assayed (Figure 4). As 
expected, there was a penalty on doubling times compared to the control condition, more evident 
for the acidic pH (Figure 4b).  
 

 
Figure 4. Growth curves of EcN (OD in function of time) in general stress conditions. In every condition, EcN 
was grown in rich media (LB) as a control. The conditions assayed were: a) High temperature (42℃); b) acidic pH 
(5.8); and c) oxidative stress (100 uM of oxygen peroxide). For every condition, 3 biological replicates were made. 
The curves represent the average of the replicates, while the shaded area represents the standard deviation.  Doubling 
times (dt) for each condition are shown.  
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3.4. Some EcN genes have a specific response to different osmolality 
levels in rich media  

3.4.1 Transcriptomic analysis of EcN 

To uncover which genes were responsible for the survival of EcN under the osmolality and general 
stress conditions, transcriptomics (RNA-seq) were performed in all the conditions assayed above 
(Table 4, Chapter 2, Materials and Methods). Although the osmotic stress response of E. coli 
has been thoroughly characterized through gene expression studies, this has been done using 
compounds such as NaCl, glycine, and sorbitol in the common laboratory strain of E. coli 
MG165597–100. An ideal and simplified approach would be to use the existing literature to select 
the desired promoters and interrogate their expression in the presence of different osmolytes (at 
different osmolality levels) through a fluorescent reporter in a high throughput manner. 
Unfortunately, there is no available data on EcN response to these conditions. Furthermore, it has 
been reported that the EcN strain has more than 1,000 unique coding sequences (CDSs) when 
compared to the MG1655 strain85 (Figure S1), opening the possibility of discovering unique EcN 
genes being over expressed during osmotic stress events.  

In order to identify genes involved in the osmolality (700 to 900 mOsm/kg) and general stress 
response (pH, temperature, oxidative stress), EcN was grown using the data from the growth 
kinetics (Figures 3 and 4). Subsequently, RNA was extracted, sequenced and annotated with the 
EcN genome as a reference using the SAMSA2 pipeline87 (Chapter 2, Materials and methods, 
sections 2.5-2.8). In all the conditions assayed, RNA was extracted during the exponential growth 
phase. Given the complexity of bacterial growth in the gut, it is relevant to investigate EcN’s 
osmolality response during stationary phase, thus RNA was extracted in this phase in rich media 
(base) and rich media with NaCl at high osmolality (~900 mOsm/kg). 

In every condition, the sequenced reads are annotated using the EcN genome as a reference. This 
generates a count matrix of all the genes identified (Chapter 2, Materials and Methods, sections 
2.7 and 2.8). For all conditions, three biological replicates were made. With these, a principal 
component analysis (PCA) plot was generated in order to visualize and determine the variability 
between samples (Figure 5). PCA plots simplify multidimensional data by constructing lower 
dimensions called principal components (PCs), in this case PC1 and PC2 were presented to 
visualize the dimensions where most variability occurs101. In the context of this project, 
determining variability is important to confirm that the treated conditions (osmolality and general 
stress) are different from the base condition (control) due to different gene expression profiles. As 
a general statement, the plot shows there are different degrees of variability between all the treated 
conditions and the base condition (red) (Figure 5). Biological replicates (shown in the same color) 
are close to each other, compared to the different conditions, showing the reproducibility of the 
assay. The highest degree of variability occurs between the base condition (red) and certain high 
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& medium osmolality samples (Figure 5), hinting that bacterium in these samples presented 
elevated levels of stress. It is also observed that the high temperature, oxidative stress, and 
stationary phase conditions are close together (Figure 5), hinting at a potentially similar gene 
expression profile. Similarly, the acidic pH and stationary phase with high osmolality stress 
(turquoise) conditions are also in proximity. 

 
Figure 5. Principal component analysis (PCA) plot showing variability between all the samples in two 
dimensions. Each individual sample is represented by a colored circle corresponding to the conditions displayed on 
the right-side legend. For every condition, 3 biological replicates were made. The dimensions used are PC2: 21% 
variance and PC1: 25% variance. 

 

3.4.2 Differential expression analysis of EcN’s osmolality and general stress 
response  

After visualizing and determining the variability of the data, a differential gene expression analysis 
was made using the DESeq2 framework88 (Chapter 2, Materials and Methods, 2.8).  This 
determined the fold increase of the treated samples (osmolality and general stress) compared to 
the base level sample (untreated rich media). This analysis results in log2 fold increase values for 
each gene detected in every condition assayed. Each gene has a p-value and adjusted p-value that 
represent the significance of the differential gene expression analysis102. To control variability in 
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low count genes, a Shrinkage of effect size was performed (Figures S3 and S4). The shrunken 
values were used in downstream analysis88.  

To investigate which genes could potentially serve as osmolality biosensors in the gut, an 
independent filtering was done on all the conditions assayed to obtain genes overexpressed at least 
two times compared to the base condition (Chapter 2, Materials and Methods, 2.8). It is important 
to investigate if there are genes being over expressed in all the conditions of osmolality in order to 
build a robust biosensor. Osmolality shifts could come from different sources in the heterogeneous 
and complex environment of the gut.  Therefore, high osmolality conditions and medium 
osmolality conditions were separately compared using Venn diagrams. There were 36 genes over 
expressed in all of the high osmolality conditions (Figure 6a), and 31 genes over expressed in all 
of the medium osmolality conditions (Figure 6b). To find the common genes between these two 
groups, another Venn diagram was made (Figure 6c). Here, it was shown that 22 genes are over 
expressed at high and medium osmolalities, 14 genes in high osmolality, and 9 genes in medium 
osmolality.  

 

 

 
 



24 
 

 
Figure 6. Relationship between over expressed genes in all the osmolality conditions. Venn's diagrams were 
used to illustrate these relationships. Above, 4-way Venn diagrams of all the a) high and all b) medium osmolality 
conditions are shown separately. In bold, the number of genes in the intersection between these conditions is shown. 
c) The intersection of high and medium osmolality conditions via a 2-way Venn diagram, the number of genes in 
common are displayed in bold.  

As said before, an important quality of biosensors is specific response to the input of interest. For 
this reason, it is important to find genes that respond to osmolality and not other sources of stress. 
To do this, the differential gene expression of EcN in general stress conditions was also analyzed. 
The relationship between the high osmolality, medium osmolality (Figure 6), high temperature 
stress, acidic pH stress, and oxidative stress genes was explored. A 5-way Venn diagram shows 
that 6 genes were being exclusively expressed due to osmolality shifts: 4 genes for high osmolality 
and 2 genes for medium osmolality (shown in bold) (Figure 7). On the other hand, it was found 
that all the 22 genes over expressed in both high and medium osmolalities are also over expressed 
in at least one of the general stress conditions (Figure 7), posing an obstacle for specific sensing 
in the complex environment of the gut. The level of expression of these genes throughout the 
conditions assayed is shown in Figure 9. 
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Figure 7.  Relationship between over expressed genes in high osmolality, medium osmolality conditions, and 
general stress conditions (high temperature (42℃), acidic pH (5.8) and oxidative stress (100mM hydrogen 
peroxide)). A 5-way Venn diagram shows these interactions. In bold, the number of genes being exclusively expressed 
by osmolality. The names of the genes being exclusively over expressed in high and medium osmolalities are shown.  

 
As previously shown, EcN adapts to environmental stress by expressing different genes and 
pathways. Although interesting, all these measurements were done in the exponential growth 
phase. Given that bacteria adjust their gene expression to cope with the shift to stationary phase103, 
osmolality response during this phase was also explored (Chapter 2, section 2.3, Materials and 
methods). Interestingly, from the 6 genes that are over expressed only in medium or high 
osmolality (Figure 7), 3 are also over expressed in stationary phase without stress (Figure 2.6). 
This result shows that these genes are activated by both osmolality and stationary phase, posing a 
problem for specific sensing in the gut environment. On the other hand, 2 of the remaining genes 
were over expressed in stationary phase with high osmolality stress, showing that these genes 
respond to osmolality shifts in both growth phases (Figure 8, in bold). There was one gene that 
was only expressed in medium osmolality conditions during exponential phase, and it showed no 
activity in the stationary phase conditions assayed (Figure 8).  On the other hand, of the 22 genes 
over expressed in both high and medium osmolality, 17 are highly expressed in stationary phase 
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without stress (Figure 8). The remaining 5 genes respond to high and medium osmolalities during 
exponential and stationary phases (Figure 8).  
 

 
Figure 8. Relationship between over expressed genes in high osmolality, medium osmolality conditions, and 
stationary phase conditions. A 4-way Venn diagram illustrates these interactions. The names of the genes being over 
expressed in the stationary phase conditions, high and medium osmolalities are shown.  The genes in bold correspond 
to the selected genes in Figure 7. 
 
A strong response to osmolality in both growth phases is a desirable quality for biosensor 
development because in vivo measurements require the bacteria to navigate the complex 
environment of the gut. Here, the cells will be exposed to a variety of environmental conditions 
for a prolonged amount of time4,104, which makes specific sensing a key element. Because of this, 
this study selected only genes that are not active during stationary phase without stress but respond 
to osmolality in exponential and stationary phase. 

3.4.3 Levels of expression for EcN’s osmolality genes and selection of promoters 
for biosensor development 
 
Although the independent filtering and comparison between conditions resulted in a group of 
possible genes to use for the biosensor (Figure 6, 7 and 8), it is important to explore the level of 
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expression of these genes across all of the conditions. To do this, a heatmap showing gene 
expression was used (Figure 9). While expression varies in each individual condition (e.g. high 
lactulose, medium NaCl), it is observable that expression trends are maintained within treatments 
with certain exceptions. For instance, high expression was observed across all of the high 
osmolality and/or medium osmolality treatments. Likewise, low expression trends are observed in 
both high temperature stress and oxidative stress treatments. Interestingly, the acidic pH stress 
treatment showed similar expression patterns as the osmolality treatments; 21 out of the 22 genes 
over expressed in high and medium osmolality were also over expressed in the acidic pH condition, 
but not in the other two general stresses assayed (Figure 7 and 9). It has been observed that acid 
tolerance and osmotic pressure regulation share certain mechanisms, and thus gene expression 
patterns, to combat these stresses99,105. 
 
As mentioned before, only 2 genes were not expressed in the general stress conditions nor 
stationary phase without stress, but were expressed in stationary phase with stress (Figures 7 and 
8) and, either high (shown *** and bold in Figure 9) or medium osmolality conditions (shown ** 
and bold in Figure 9). Also, there were 5 genes over expressed in high and medium osmolality 
conditions during exponential and stationary phase (Figure 8 and 9) that were not over expressed 
in stationary phase without stress. Based on these criteria, these 7 genes (Figure 9 in bold) were 
analyzed as candidates for biosensor development. 
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Figure 9. Heatmap illustrating RNA-seq differential expression data of genes overexpressed at high and/or 
medium osmolality across all the conditions assayed. The information is labeled according to the legends to the 
right. Red to yellow colors indicate values greater than 0. White to blue colors indicate values around or below 0. 
Genes exclusively over expressed at high osmolality are labeled with ***. Genes exclusively over expressed at 
medium osmolality are labeled with **. The rest of the genes are overexpressed at high and medium osmolalities, with 
over expression in at least one of the general stress conditions assayed. Shown in bold are the genes that did not show 
over expression during stationary phase, without stress. 
 
Looking at the heatmap, it is clear that some genes respond more strongly than others to the 
conditions assayed. Of the 7 genes selected, the highest fold increase (greater than 4 log2 increase 
in some cases, Table 5) in high and medium osmolalities, was observed for proX, proV, proW 
(Figure 9). These genes encode the glycine betaine/L-proline ABC transporter and are expressed 
as a transcriptional unit called proU operon106, explaining the similarity in their expression 
patterns. This operon is a key part of E. coli and other enterobacteria osmoregulation mechanisms, 
where cells respond to osmotic pressure by intracellular accumulation of solutes107. Furthermore, 
it was identified that the proU operon has two upstream regulatory elements or promoters: P1 and 
P2108. It is important to note that gene expression was similar in the two levels of osmolality 
assayed (Table 5), making it difficult to use these promoters to specifically sense high or medium 
levels of osmolality in the gut.  
 
Another interesting gene to look at is sgrT, which encodes the glucose uptake transporter inhibitor 
SgrT and a small-RNA (sRNA) SgrS. In this study, the heatmap shows that across the osmolality 
conditions, this gene has an over expression between 2 and 4 log2 fold increase from the base 
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condition (Figure 9). In the literature, it’s reported that SgrT and SgrS act separately in the 
glucose-phosphate stress response.109 To date, this is the first time this gene is identified in the 
osmotic stress response of E. coli, hinting at the differences between EcN and other E. coli strains. 
Since the complex environment of the gut could activate different stress response circuits in 
bacteria, including glucose-phosphate stress, using this gene for biosensor development could lead 
to unspecific sensing. Due to this, this gene was excluded from further development as an 
osmolality biosensor.  
 
A different gene over expressed in both osmolality conditions is osmF, which encodes the glycine 
betaine ABC transporter substrate binding protein. As seen in the heatmap, the expression levels 
of this gene across the osmolality samples are around ~2 log2 fold increase from the base condition 
(Figure 9, Table 5). It is reported that this protein binds glycine betaine to the transporter at low 
affinities at physiological conditions and stationary phase110,111. This gene is co-expressed with the 
yehZYXW operon, which is responsible for encoding the ABC transporter mentioned above. 
Interestingly, the gene yehX (encoding for glycine betaine ABC transporter ATP binding subunit 
YehX) is part of this operon111, and was found to be over expressed in all the medium osmolality 
conditions, some high osmolality conditions and stationary phase with high osmolality (Figure 9). 
There are two identified promoters for this transcriptional unit, osmFp1 and osmFp2110. This is the 
first study where these genes are identified in the osmotic response of E.coli, contradicting 
previous findings110. This result could hint at a difference between EcN and other E. coli strain’s 
response to osmolality. It is important to highlight that gene expression is similar in both 
osmolality levels assayed (Table 5), which could interfere with specific sensing of different 
osmolality levels.  
 
Lastly, there is betT, which encodes for a choline BCCT transporter, and is over expressed in all 
of the high osmolality conditions including stationary phase, but not in the stationary phase 
condition, general stress or some medium osmolality conditions (Figure 9). This gene is part of 
the Betaine Carnitine Choline Transport (BCCT) family of proteins and plays a central role in E. 
coli’s osmoadaptation strategy. Similar to other genes in this study, expression levels in both of 
the osmolality conditions are close together (Table 5).  
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Gene(s) Promoter Log2 fold increase 
high osmolality  

Log2 fold increase 
medium osmolality  

proU operon: proX, 
proV, proW 

proVp1, proVp2 5.026 ± 0.437 4.463 ± 0.483 

osmF-yehYXW 
operon:  
osmF, yehX 

osmFp1, osmFp2 1.904 ± 0.301 1.672 ± 0.731 

betT betTp 1.521 ± 0.344 1.207 ± 0.657 

Table 5. List of selected genes and respective promoters for osmolality biosensor development. Log2 fold 
increase average of high and medium osmolalities is shown for each with standard deviation.  
 
In summary, the discussed genes, except for sgrT, were selected based on their gene expression 
profiles and fuction reported in the literature. All of the selected genes showed reactivity in more 
than one condition, that being high or medium osmolality, and acidic pH stress.  

3.5. Discussion  
This work focused on finding genes and their respective promoters that were responding to 
osmolality perturbations caused by a variety of osmolytes (lactulose, PEG, sorbitol, NaCl). First, 
it was shown that EcN has different growth patterns in the different osmolytes and osmolalities 
tested (Figure 3), therefore presumed that EcN is expressing different genes at different levels in 
order to survive. Following the logic of the osmolality conditions above, EcN is presumably 
expressing different genes in order to survive the general stress (acidic pH, high temperature and 
oxidative stress) according to the different response in rich media and rich media with general 
stress (Figure 4).  
 
These observations were later corroborated by the transcriptomics analysis, which evaluated the 
gene expression of EcN to the above-mentioned conditions (Figure 5). Through filtering, 
comparison, and contrast of over expression patterns in medium and high osmolality conditions, 
it was revealed that 22 genes are responding to all osmolality perturbations, while 9 respond to the 
medium osmolality conditions and 14 to high osmolality conditions (Figure 6). Moreover, 
comparing these groups to the transcriptional response of three general stress conditions (acidic 
pH, high temperature and oxidative stress) revealed that none of the 22 genes are specifically 
responding to osmolality, as they all respond to at least one of the general stress conditions (21 
respond to the acidic pH and 1 responds to high temperature) (Figure 7). On the contrary, of the 9 
and 14 other genes, 6 were not reactive in the general stress conditions; 4 genes were exclusively 
expressed in all high osmolality conditions, while 2 in all the medium osmolality conditions 
assayed (Figure 7).  
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A strong response to osmolality in both exponential and stationary phase is a desirable quality for 
biosensor development because in vivo measurements require the bacteria to navigate the complex 
environment of the gut. In the context of a gut biosensor, cells will be exposed to a variety of 
environmental conditions for a prolonged amount of time4,104, which makes specific sensing a key 
element. Therefore, an analysis of the osmolality response in stationary phase was made. Here, it 
was elucidated that out of the 22 genes mentioned above, only 5 were specifically responding to 
osmolality perturbations instead of responding to general stress caused by the transition from 
exponential to stationary growth phase (Figure 8). Three of these genes were expressed as a 
transcriptional unit called the proU operon, one is called sgrT and the last one is osmF. Similarly, 
only 1 out of 4 genes responding to high osmolality (betT), and 1 out of 2 in medium osmolality 
(yehX), showed a response to osmolality in stationary phase (Figure 8 and 9). Taken together, 
there were 7 potential genes considered for biosensor development, their level of expression 
(Figure 9) and reported function in the literature will determine whether they are suitable for gut 
osmolality biosensors.  
 
The proU operon, encoding the glycine betaine/L-proline ABC transporter, is a well-known system 
in the osmoregulatory response of enterobacteria106. In E. coli, it is reported that this operon is  
induced by 20-70 and 400-fold at high osmolarities (osmolality increases as osmolarity increases) 
using lacZ fusions and β-galactosidase activity112–114. Also, gene expression tools like DNA 
microarrays and Northern Blots reveal over-expression of this operon in elevated osmolarities97,98. 
According to this, it is logical that these genes have high expression in the conditions assayed in 
this study, confirming EcN is directly responding to changes in osmolality. Extensive research 
shows that the activation of these genes is governed by two promoters; P1 is regulated at the 
transcriptional level by σs (rpoS), while P2 is regulated by σ70 (rpoD)108,115,116. It is known that in 
E. coli, RpoD is the principal sigma factor that aids in the initiation of transcription under 
physiological conditions117, while RpoS is an alternative sigma factor present in suboptimal 
conditions like environmental stress and during stationary phase118. This data explains why the 
proU operon responded to osmolality shifts in different growth phases (Figure 8 and 9). It was 
observed that gene expression was similar in the two levels of osmolality assayed (Table 5), 
making it difficult to use these promoters to specifically sense high or medium levels of osmolality 
in the gut. Nonetheless, the promoters of the proU operon (proVp1 and proVp2) were selected as 
candidates for gut osmolality biosensor development (Table 5). Further, in vivo testing of these 
promoters will give more insight into the differences of gene expression patterns between high and 
medium osmolality levels.  
 
This study also confirmed the activity of betT, which encodes for a choline BCCT transporter. 
BetT is a membrane bound transporter of choline, a precursor of the osmoprotectant glycine-
betaine119. As explained before, E. coli accumulates this compound in response to osmolality shifts 
in the environment98. This gene is regulated by the promoter, betTp whose expression is reported 
to be tightly linked with increasing osmolality conditions119. Based on this, this promoter was 
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selected for further biosensor development (Table 5). Like proU, expression levels in both of the 
osmolality conditions are close together (Table 5). Thus, other analyses will be needed to 
understand differences in gene expression and determine if this promoter is appropriate for specific 
biosensing in the gut, nevertheless, this gene, and its promoter were selected for biosensor 
development. 
 
Contrary to these findings, three genes have not been observed to act in the osmoadaptative 
response of E. coli, hinting at possible differences in the osmoadaptative response between EcN 
and other E. coli strains. The first gene, sgrT, has a central role in the glucose-phosphate stress 
response. Here cells reduce sugar uptake to combat the accumulation of phosphorylated glucose 
analogs that cannot be metabolized109. Both of it’s products, SgrT and SgrS, inhibit the major 
glucose transporter (PtsG) and mannose transporter (MnnXYZ); SgsS does it in a transcriptional 
level by base-pairing to the mRNAs of the transporters, while SgrT binds directly to the PtsG 
transporter in the membrane109,120,121. As previously mentioned, during osmotic stress, the cell 
accumulates solutes intracellularly to combat the osmotic pressure122. It is not clear why this gene 
was over expressed in all of the osmolality conditions assayed and not the two general stress 
conditions, but it was not considered for further biosensor development because it could lead to 
unspecific response to other types of stress, especially in a complex environment like the gut.  
 
In contrast, the second and third genes, osmF and yehX, are co-expressed in the yehZYXW operon 
and encode a glycine betaine ABC transporter and a binding protein. This transcriptional unit has 
2 promoters (osmFp1 and osmFp2) regulated by different transcriptional regulators. The first 
promoter is regulated by σS (rpoS), an important regulator for stress response and stationary phase 
in E.coli118. The second promoter is regulated by σ32 (rpoH), known as the key regulator of 
E.coli’s heat shock response123. A study on the functionality of this operon reveals that contrary to 
other transporter systems, it does not directly act in the osmotic stress response, thus, it is not over 
expressed in high osmolality conditions111. Authors attribute osmotic induction of this operon to 
cross reactivity due to stress cross-resistance, something explained by the regulatory elements that 
govern its expression. It’s unknown whether this operon plays a real role in EcN’s osmolality 
response, but given their strong response in both of the osmolality conditions (Table 5), these genes 
and their promoters were selected as candidates for osmolality biosensor development (Table 5). 
Further experimentation in vitro and in vivo is required to determine differences of gene expression 
between high/medium osmolality and whether the activation of this operon is an osmolality-
specific response.  
 
This work also showed that some of these promoters present cross reactivity to acidic pH 
conditions. Since bacterial response to stress is a complex and broad process, this result was 
expected, nevertheless it will be a constraint for biosensor development. A possible way to control 
for cross reactivity is engineering logic gates into the genetic circuit, a strategy previously used for 
gut biosensor development. For instance, promoter 1 responds to osmolality and stress “A”, while 
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promoter 2 responds to stress “A” but not osmolality. This way, the circuit will be activated only 
when osmolality shifts are encountered. Taking the results of this study, the over expressed genes 
in the three general stress conditions assayed could be used as a control for nonspecific sensing 
(Figure S5). Another constraint of using these genes will be their similar response to high and 
medium osmolality levels, making it difficult to separately report for each of these conditions. 
Further gene expression studies (e.g. in vivo transcriptomics, qPCR, high throughput testing of 
fluorescence driven libraries, among others) will be needed to precisely determine if there are 
significant differences in the levels of expression between medium and high osmolality. An 
alternative could be to consider repressed genes as well, given that repression is also an option to 
report on microbial activity.     
 
Taken together, the selection of these five genes provides a starting point for gut osmolality 
biosensors using the probiotic strain EcN. Finally, this thesis showed that characterizing the 
transcriptional response of this bacterium elucidated gene expression patterns that had not been 
reported in other strains of E.coli, providing more options for building biosensors of gut 
biomarkers.  
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Chapter 4: Measuring prion propagation in single 
bacteria elucidates mechanism of loss 

4.1. Chapter Introduction  
It has been observed that single cells have different behaviors in clonal populations124. This 
phenomenon is known as cellular heterogeneity, and it allows organisms to respond to a variety of 
environmental cues, improving their survival and functionality125. An example of this is prions, 
commonly known as self-propagating protein aggregates made up by proteins that are able to adopt 
a different configuration126. Recognized as protein-based elements of inheritance, prions can 
generate the existence of different phenotypes in a clonal cell population127. Recently, the existence 
of bacterial prions was elucidated with the Clostridium botulinum Rho transcriptional terminator 
and the Campylobacter hominis SSB protein128,129. In these studies, E. coli was used as a model 
organism, where a new genetic assay determined that prion propagation occurs for over a hundred 
generations. Interestingly, it was observed that a fraction of the cells lost the prion by an unknown 
mechanism. Since propagation studies are done at a population level, it is challenging to determine 
the loss mechanism from cell to cell. Here, we used the mother machine microfluidic device to 
study prion loss in single bacteria. In this manuscript, a mechanism of prion propagation and loss 
was uncovered in bacteria. With this data, a stochastic model was developed, explaining the 
dynamics of this process.     

4.2. Introduction 
Prion-forming proteins (hereafter prion proteins) are proteins that can adopt multiple 
conformations, of which at least one is self-propagating. Prions were originally discovered as the 
cause of devastating neurodegenerative diseases, such as Creutzfeldt-Jakob's disease (CJD), in 
mammals126. Subsequently, non-pathogenic prions were found across diverse species – such as 
budding yeast130–134, Drosophila135, Arabidopsis136, and mammals137–139 – where they are thought 
to function as protein-based carriers of epigenetic information. In many cases, the prion capability 
is conferred on the protein by a modular prion domain (PrD), necessary and sufficient for formation 
of the prion. Conversion from the soluble form to the prion form (a highly structured aggregated 
form in many well-studied cases) bestows a loss-of-function140 or gain-of-function138,141,142 to the 
attached protein, which can result in a fitness advantage under certain environmental conditions132–
134,143,144. A particular property of prions is that they can sometimes form multiple structures, called 
strains, each of which propagates itself with different properties. In mammals, different strains of 
the prion protein (PrP) are the cause of different diseases145,146, while in yeast different strains of 
the intensively studied prion [PSI+] (formed by the essential translation release factor Sup35) differ 
in their stabilities and aggregate size distributions147–149. 
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While the detailed molecular mechanisms of prion propagation are under investigation150,151, 
studies in yeast and mammals appear to be consistent with the nucleated polymerization model152–
154. In this model, proteins are converted from the soluble form to the prion form by elongation of 
existing oligomeric prion aggregates, while aggregates can be fragmented into smaller oligomers 
(presumably by chaperones like Hsp104, an ATP-dependent disaggregase that is required for prion 
propagation in yeast155). Initial conversion to the prion form is suggested to happen by the rare 
spontaneous oligomerization to a critical size n, below which oligomers would revert to the soluble 
form. 
 
Recently, thousands of candidate prion domains (cPrDs) have been identified in bacteria using 
bioinformatic analyses129. So far, two of these domains were found to form self-propagating prion 
aggregates in Escherichia coli: the PrDs from the Rho termination factor of Clostridium botulinum 
(Cb Rho,129) and from the single-stranded DNA binding protein of Campylobacter hominis (Ch 
SSB,128). Of note, many orthologs of these proteins also have predicted cPrDs129. Although 
individual lineages could propagate the prions for more than a hundred generations, a fraction of 
the cells in each lineage was seen to lose have lost the prion at each replating round128,129. The 
mechanisms by which the prion is lost, and how long individual cells propagate the prion, are 
unknown. In the previous study of the Ch SSB PrD, two types of lineages were observed, one 
exhibiting a high-stability phenotype and one exhibiting a lower-stability phenotype, suggesting 
that prion strains could also exist in bacteria128. In addition, although the molecular mechanisms 
of prion propagation appear conserved across mammals and yeast, it is unknown if this apparent 
conservation of mechanism also extends to bacteria. 
 
In this study, we sought to address these questions by measuring prion propagation in single 
bacteria. Using microfluidics, single-cell time-lapse microscopy, and mathematical modeling, we 
uncover how the Ch SSB PrD prion (hereafter the Ch SSB prion) is propagated and lost. We find 
that the prion is propagated in two distinct modes with aggregates of different size and stability. 
We discover that the loss of the prion was caused mainly by stochastic inheritance of the aggregates 
to only one of the two daughter cells at division (i.e. “partitioning errors”). We show that two 
orthologous SSB cPrDs also form self-propagating prion aggregates, and that the modes of 
propagation and loss are conserved in these domains. In addition, we describe lineage-specific 
differences in the stabilities of prion propagation, thus providing additional support for the 
previous suggestion that bacterial prions, like yeast prions, can exist as phenotypically distinct 
strains. We also describe a Ch SSB PrD mutant that undergoes conversion to the prion form more 
readily than the wild-type domain. We implement a stochastic version of the nucleated 
polymerization model, which strikingly recapitulates all the observed single-cell properties. We 
use this model to further corroborate our finding that prion loss is caused by partitioning errors by 
making a prediction, which we then validate experimentally. The model also allows us to estimate 
the prion replication rate, which is found to be similar to that of mammalian prions. This work 
provides a new assay for studying prion propagation in individual cells, provides insights on prion 
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propagation and loss, and further establishes the conservation of prion propagation mechanisms 
across domains of life. 

4.3. Results  
Experimental system to track prion propagation and loss in single cells 
To investigate how long individual cells propagate a prion and the mechanisms of prion loss, we 
developed an experimental system that enables us to track prion propagation in thousands of 
individual cells for many cell divisions (Fig. 10a-d). For this, we used the previously constructed 
His6-mEYFP-Ch SSB-PrD (hereafter Ch SSB PrD) fusion protein 128 to visualize prion 
propagation using fluorescence microscopy. Like the Sup35 prion protein in yeast156–158, Ch SSB 
PrD requires the presence of a pre-existing prion known as [PIN+] (for [PSI+] inducibility) to 
access the prion conformation, but not for its maintenance (i.e. the propagation phase)159. Several 
prion proteins can serve as [PIN+], including the Saccharomyces cerevisiae New1 protein156,159–
162. Therefore, to study prion propagation, we transiently expressed a New1-mScarlet-I fusion on 
a temperature-sensitive plasmid. After inducing synthesis of the New1 fusion protein and 
subsequently curing the cells of the New1-encoding plasmid (verified by antibiotic sensitivity and 
absence of mScarlet-I signal, Fig. S6a-c), colonies containing prion-propagating cells were 
identified using a previously developed reporter system159. Specifically, cells containing prion 
aggregates were previously shown to have elevated levels of the chaperone ClpB, such that 
colonies containing such cells can be distinguished on X-gal-containing plates using a PclpB-lacZ 
reporter159. As expected, dark blue colonies displayed visible protein aggregation of the Ch SSB 
PrD (as observed by fluorescence microscopy) in a fraction of the cells, and cell extracts prepared 
from blue colony cultures contained characteristic SDS-stable aggregates (as observed by semi-
denaturing detergent agarose gel electrophoresis; SDD-AGE) (Fig. 10b-c). In contrast, the cells in 
pale blue colonies showed diffuse fluorescence and contained no SDS-stable protein aggregates 
(Fig. 10b-c). As previously observed159, replating dark blue colonies gave both dark and pale 
colonies, while replating pale colonies resulted in only pale colonies. We thus concluded that dark 
blue colonies contain a mixture of cells with self-propagating prion aggregates displaying 
aggregated fluorescence and cells with the protein in the soluble form exhibiting diffuse 
fluorescence. 
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Fig. 10. Experimental setup enables quantification of prion dynamics in single cells. a) Transient expression of 
the S. cerevisiae New1 protein induces conversion of His6-mEYFP-Ch SSB PrD from its soluble form into the prion 
form in E. coli. Bacteria with prions have elevated levels of ClpB, such that bacterial colonies with prion-containing 
cells can be distinguished from colonies with cells containing the protein in the soluble form using a PclpB-lacZ 
transcriptional reporter (dark blue vs pale colonies, respectively). b) Dark blue colonies contain self-propagating 
aggregates. (Left) Replating dark blue colonies results in a mix of dark and pale colonies, while replating pale colonies 
results in only pale colonies. (Right) SDD-AGE shows that different dark blue colonies (A, B and C) contain SDS-
stable aggregates, whereas pale colonies contain only soluble Ch SSB PrD (prion formation was induced with New1-
CFP; a gel where induction was done with New1-mScarlet-I can be found in Fig. S1d). c) Fluorescence microscopy 
images of E. coli expressing His6-mEYFP-Ch SSB PrD shows that cells from dark colonies display visible 
fluorescence aggregation, whereas cells from pale colonies display diffuse YFP fluorescence. d) After prion 
conversion, cells from a dark blue colony are loaded in a microfluidic device where cells are trapped in dead-end 
trenches and newborn cells are washed away by the flow of growth medium. Fluorescence time-lapse microscopy 
montage (kymographs) of individual lineages shows that cells propagate the aggregates for heterogeneous duration 
(I-III) before irreversibly reverting to diffuse fluorescence. YFP fluorescence is shown false-colored according to the 
colormap indicated on the graph. The prion loss called by our spot-finding algorithm is indicated by a yellow triangle. 
Cells that have diffuse fluorescence at the beginning of the experiments maintain it (IV). e) The fraction of cells with 
prions over time (prion loss curve) for all aggregate phenotypes shows a biphasic decay, suggesting the presence of 
two distinct subpopulations. f) The prion loss curve for cells with small aggregates fits well to an exponential 
distribution (red line, R = 0.92). Representative kymograph of cells with small aggregates (top) g) Loss curve for cells 
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with old-pole aggregates. Kymographs for the tracked cell (mother) and its progeny (top). The old-pole aggregate is 
mostly immobile, and the progeny contain small aggregates. The colormap for the old-pole aggregate is different as 
these aggregates are brighter. The standard error on the mean (SEM) in e-g was estimated by bootstrapping, and an 
envelope is shown as 2xSEM. 
 
For time-lapse microscopy, cells from a single colony containing prion-propagating cells were 
loaded into a microfluidic device163 where cells are trapped in short trenches and the newborn cells 
are washed away by the constant flow of growth media (Fig. 10d). Automated time-lapse 
microscopy and analysis enables us to track individual lineages for more than two dozen cell 
divisions while precisely measuring cell fluorescence, growth rate, size, and other characteristics. 
Using this approach, we observed that cells propagated the prion (aggregated fluorescence, Fig. 
10d) over multiple cell divisions before irreversibly losing the prion (diffuse fluorescence, Fig. 
10d). Even though the protein concentration was constant throughout the experiment (after 
reaching equilibrium of growth conditions, Chapter 2, Materials and Methods 2.9, Fig. S7a-c), 
individual lineages displayed remarkable variation in the duration of prion propagation; some cells 
lost the prion after a few divisions while others kept it for the whole duration of the experiment 
(~30 divisions). 
 
Prion propagation occurs through two distinct modes 
We next sought to quantify how long individual cells could maintain the prion. For the analyses, 
we define the time of prion loss as the last time aggregates were detected using a spot-finding 
algorithm (Chapter 2, Materials and Methods 2.9, Fig. S8a-c). Counting the detectable 
aggregates showed that aggregates were both lost and generated until the irreversible loss event, 
supporting the idea that the prion is propagated during the experiment rather than being simply 
diluted (Fig. S8d). To measure the distribution of propagation duration, we calculated the fraction 
of tracked cells containing prion aggregates as a function of time (Chapter 2, Materials and 
Methods 2.9). We observed a loss curve with two phases: an initial phase of rapid loss followed 
by a phase with a slower rate of loss (Fig. 10e). This result suggested that there could be two sub-
populations of cells with distinct loss kinetics. Indeed, upon visual inspection of the cells, we 
noticed that a fraction of the cells contained a large aggregate localized to the old pole (i.e. the 
pole not renewed after cell division), while the rest contained many small and dynamic aggregates 
(Fig. 10f-g). This old-pole aggregate was mostly immobile, presumably because its size sterically 
prevents diffusion through the nucleoid (Fig. 10g). These cells contained bona fide prion 
aggregates as their progeny contained small aggregates similar to the small and dynamic 
aggregates that we observed for the other cells in the device (Fig. 10g). We thus re-analyzed the 
loss kinetics, but this time separately for the small and old-pole aggregate types. We used two 
different methods for classifying old-pole aggregates, based on the mobility of the aggregates or 
the fluorescence intensity, which gave similar results (Chapter 2, Materials and Methods 2.9, 
Fig. S9a-b). We found that the small aggregates were lost relatively quickly, while the old-pole 
aggregates were generally much more stable (Fig. 10f-g). The loss curve for the small aggregates 
fitted well with an exponential decay with a half-life of ~1.5h (Fig. 10f), representing a process 
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with a constant probability of losing the prion state over time (i.e. a memoryless process). This 
memoryless process is consistent with previous replating experiments, where a similar fraction of 
prion-positive colonies is found upon successive replating129,159,160. In contrast, few cells with the 
old-pole aggregates lost the prion over the course of the experiment (93 out of 790 cells), which 
precluded us from analyzing the loss dynamics of the old-pole aggregates. 
 
These data suggest two modes of prion propagation in E. coli: cells containing highly stable old-
pole aggregates that give rise to a small aggregate-containing daughter cell at division, and small 
aggregate-containing cells that lose their prion aggregates with exponential decay. The old-pole 
aggregate-containing cells would represent a very small fraction of a growing culture (e.g. after 10 
divisions, one old-pole cell would become 1 out of 210 = 1,024 cells), but they are enriched in our 
microfluidic device as we are tracking the cells at the end of dead-end trenches. We thus focused 
the following analyses on the cells containing small aggregates only. 
 
Prion loss is mainly driven by partitioning errors at cell division 
How do cells lose the prion? A previous study in E. coli cells producing the yeast Sup35 PrD 
suggested that loss of the Sup35 prion could occur through fluctuations in the concentration of the 
prion protein160. Based on previous studies in bacteria and yeast160,164, we hypothesized that the 
loss could be due to two non-mutually exclusive mechanisms: 1) stochastic variation in the 
concentration of the prion protein (or other cellular components, such as the disaggregase ClpB, 
which is required for the propagation of the Ch SSB prion), or 2) mis-partitioning of prion 
aggregates at cell division (Fig. 11a). These hypotheses lead to different predictions about the 
prion loss dynamics. If prion loss is caused by stochastic fluctuations in either the prion protein or 
cellular components, prion loss would be uncorrelated with cell division. On the other hand, if 
prion loss is caused by asymmetric partitioning of aggregates, the loss would be correlated with 
cell division and would occur in only one of the two daughter cells. 
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Fig. 11. Prion loss is driven by partitioning errors at cell division. a) Schematic representation of the hypothesized 
mechanisms for prion loss in bacterial cells. b) Median concentration of fluorescence (Ch SSB PrD) relative to the 
loss of the prion is constant (n = 762 cells). The loss event is indicated with a dotted gray line at time 0. c) Histogram 
of the cell cycle position at the time of loss, where 0 is defined as the moment right after a division and 1 right before. 
Most cells (~80%) lose the prion immediately after cell division (n = 762 cells). d) Kymographs of loss event show 
that prion loss happens in only one of the two daughter cells (86% of the losses, n = 356 loss events). YFP fluorescence 
is shown false colored according to the colormap indicated on the graph. e) Mean absolute partitioning errors at the 
cell divisions relative to prion loss (n = 349 cells). The absolute partitioning error is constant prior to the loss, and 
higher than after the loss. f) Mean partitioning errors in the cell divisions relative to the loss show that fluorescence is 
being transmitted to the daughter at the moment of loss for cells that lost the prion at the moment of cell division (blue 
lines, n = 349 cells). For the cells that lost the prion at a different moment of the cell cycle, this transfer happens one 
division prior to the loss (yellow line). For symmetric divisions, the average partitioning error would be ~0, since 
molecules have an equal chance of being inherited by the mother or daughter cells. g) Average longitudinal position 
(y) of tracked aggregates shows that they move toward the daughter cell prior to the loss (n = 754 cells). The envelopes 
represent 2xSEM in b and e-g. 
 
By tracking prion loss in hundreds of cells with fluorescence microscopy, we could test these 
hypotheses. Aligning the cells at their moment of loss showed that the fluorescence was constant 
prior to the loss (Fig. 11b), suggesting that fluctuations in prion protein levels likely play only a 
minor role in the overall loss. To investigate the possibility that variation in cellular components 
plays a role in the loss of the prion, we measured the position in the cell cycle at the moment of 
loss. We observed that ~ 80% of cells lost the prion at the first time point after cell division (Fig. 
11c). We also observed that in ~ 86% of losses in the mother (the cell tracked for the duration of 
the experiment), the prion was maintained in the newly born daughter cell (Chapter 2, Materials 
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and Methods 2.9, Fig. 2d). These observations suggested that prion loss is mainly caused by 
partitioning errors at cell division rather than fluctuations of cellular components, although they 
do not exclude the possibility that such fluctuations could contribute165. 
 
Although E. coli divides symmetrically with proteins randomly partitioned in the daughter cells, 
one cell can end up with more of a particular protein by chance. These “partitioning errors” – 
defined as the normalized difference in the number of molecules between the daughter cells at 
division (Fig. 11e) – follow a binomial distribution and are generally low because on average they 
are inversely proportional to the square root of the number of molecules166,167. However, cells with 
the prion have relatively large aggregates, effectively reducing the number of molecules to 
partition. Partitioning errors at cell division were indeed on average larger and there were more 
frequent extreme errors (i.e. >30%) before cells lost the prion than after (Fig. 11e, Fig. S10). In 
addition, the partitioning errors were constant prior to the loss (Fig. 11e), suggesting that the 
distribution of aggregate size was constant prior to the loss, and that this loss is a sudden rather 
than gradual event. This further supports the concept that the prion is being propagated until a 
stochastic event causes its loss. For the cells that lost the prion at cell division, proteins were found 
to be asymmetrically separated to the daughter at the moment of loss (Fig. 11f). Here, we again 
define the “mother” cell as the cell tracked for the duration of the experiments, and the “daughter” 
cells as the progeny that are eventually washed out from the device. For the cells that lost the prion 
at a different time during the cell cycle, a similar mis-partitioning into the daughter cell was 
observed one division prior to the loss (Fig. 11f), suggesting that partitioning errors also play a 
role in the loss of the prion in these cells. Corroborating these results, tracking the position of 
visible aggregates revealed that they moved on average one cell length towards the daughter cell 
prior to both types of loss (Fig. 11g). We thus concluded that, at least in this system, prion loss is 
mainly caused by stochastic partitioning errors of aggregates at cell division, prior to or at the 
moment of loss. 
 
Orthologous cPrDs can form prions with similar properties 
The two modes of propagation and the molecular events leading to the prion loss could be specific 
to the studied Ch SSB PrD or a more general property of bacterial prions. To begin to investigate 
this question, we constructed fluorescent fusions of cPrDs from SSB orthologs. We discovered 
two orthologous SSB PrDs – from Lactobacillus heilongjiangensis (Lh) and Moraxella lincolnii 
(Ml) – that could form self-propagating aggregates after transient expression of the initiation factor 
New1, as shown with fluorescence microscopy, SDD-AGE, and replating experiments (Fig. 12a-
c, S11c). We then evaluated the properties of the aggregates formed by these PrDs in our 
microfluidic device. Remarkably, we found that their modes of propagation (i.e. small vs old-pole 
aggregates, Fig. S11a), loss kinetics (Fig. 12a), fraction of loss at cell division (Fig. 12d), and 
partitioning errors (Fig. S11b) were similar to those formed by the Ch SSB PrD (though with some 
quantitative differences in average loss rates). Therefore, these results support the idea that the 
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modes of prion propagation and the mechanism of prion loss through mis-partitioning at cell 
division are not only specific to Ch SSB PrD, but a more general characteristic among SSB PrDs. 
 

 
Fig. 12. Orthologous SSB cPrDs form self-propagating aggregates comparable to Ch SSB. a) Prion loss curve 
for small aggregate cells of Lh SSB PrD (n = 228 cells) and Ml SSB PrD (n = 83 cells) compared to Ch SSB PrD from 
Fig. 1. b) SDD-AGE of dark and pale colonies confirms the presence of the aggregated prion form of Lh SSB and Ml 
SSB in cell extracts derived from dark blue colony cultures. Dark blue colonies with high, medium and low prion 
content as estimated from fluorescence microscopy images were assayed (Fig. S11d, Chapter 2, Materials and 
Methods 2.9). Pale colony cultures give rise exclusively to the soluble form. c) SSB orthologs form self-propagating 
aggregates for multiple generations. Replating dark blue colonies gives a mix of dark and pale colonies, while replating 
pale colonies results in exclusively pale colonies. d) Fraction of prion losses at cell division shows that most loss 
happens at cell division for the different orthologs (n = 754 cells for Ch, 187 cells for Lh, 47 cells for Ml). The error 
bars represent 2xSEM as estimated by bootstrapping. e) Average longitudinal position (y) of tracked aggregates shows 
that they move toward the daughter cell prior to the loss for the different orthologs (n = 187 cells for Lh, 47 cells for 
Ml). The envelopes represent 2xSEM in a and d-e. 
 
A PrD can be propagated with distinct kinetics in distinct lineages 
To investigate whether or not these PrDs could form phenotypically distinguishable prion 
strains147–149, we quantified prion stability in cells derived from different dark blue colonies 
representing different lineages propagating the prion. Our experimental setup provided precise and 
reproducible measurement of the stability; cells containing the Lh SSB PrD in its prion form (i.e. 
the Lh SSB prion) and obtained from one colony exhibited similar loss kinetics during four 
different experiments on four different days (Fig. 13a). However, during our quantification of loss 
kinetics, we discovered one lineage of cells containing the Ch SSB prion that exhibited unusually 
stable propagation. Quantifying prion stability in cells obtained from this colony in our 
microfluidic device revealed a loss rate an order of magnitude lower than that of the other lineages 
(Fig. 13b). To test whether this property was self-propagating, we grew the lineage used for the 
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microfluidic experiments for two additional rounds of about 37 generations each, loading cells 
from each of the successive rounds of growth into the device (Fig. 13b) and also replating them 
on indicator medium (Fig. S12a). Strikingly, the loss kinetics were constant over ~110 generations 
and nearly all colonies were prion positive after each round of plating. DNA sequencing of the 
PrD-containing plasmid from cells of this lineage revealed no mutation in the promoter, the PrD, 
or the plasmid origin of replication (Fig. S12d), suggesting that the stability property is inherited 
through the structure of the aggregates rather than genetically. 
 

 
Fig. 13. Distinct bacterial lineages propagating identical prion protein exhibit distinct prion loss kinetics. a) The 
experimental setup provides precise measurement of the prion loss kinetics. Prion loss curves for one colony of Lh 
SSB PrD in four different experiments (thin orange lines, average in bold, n = 815 cells total). b) The prion loss curve 
for a stable lineage of Ch SSB PrD remains constant over multiple rounds of growth (~37 generations each, n = 1,018 
cells total). Round 1 refers to the first plating of induced cells cured of New1, and each subsequent round includes an 
overnight growth in liquid culture and plating on indicator medium. Round 2, 3, and 4 cells were obtained from a 
colony culture inoculated from a Round 2, 3, and 4 colony, respectively. Another lineage (from Fig. 1, dashed blue 
line)) is shown as a comparison. The envelopes represent 2xSEM as estimated by bootstrapping. c) Kymograph of a 
mutant of Ch SSB PrD that can form selfpropagating aggregates without the presence of the initiation factor (termed 
Ch SSBmut PrD). YFP fluorescence is shown false colored according to the colormap indicated on the graph. The 
prion is eventually lost, but rare spontaneous re-formation (green arrow) happens at low inducer concentration (2 μM 
IPTG for the duration of experiment). The spontaneous re-formation events were observed following large stochastic 
fluctuations in fluorescence, likely due to plasmid copy number variation. Such fluctuations were also observed in 
experiments with other PrDs, but in these cases they did not cause re-formation of the prion. d) Prion loss curve for 
different colonies of the Ch SSBmut PrD exhibit similar propagation dynamics (thin line, average in bold, n = 155 
cells). 
 
A mutant PrD can form a prion without an initiation factor 
To explore the possibility that genetic mutations can be identified that increase prion-forming 
propensity, we performed random mutagenesis of the PrD-encoding moiety of the Ch SSB PrD 
construct (Chapter 2, Materials and Methods 2.9). We screened for and isolated a mutant 
(termed Ch SSBmut PrD) that formed dark blue colonies with SDS-stable aggregates even without 
exposure to the initiation factor New1 (Fig. S13b). To investigate whether or not the aggregates 
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formed by this mutant were propagated in a similar manner to those formed by the Ch SSB PrD, 
we characterized the dynamic properties of the Ch SSBmut PrD in the microfluidic device. We 
observed that the mutant aggregates were propagated and lost with similar modes, kinetics, and 
loss mechanisms as the wild-type Ch SSB aggregates (Figs. 13c-d, S13a-f). However, in some 
rare cases, the mutant protein could spontaneously reform the aggregates, consistent with its ability 
to access the prion conformation independently of New1 (Fig. 13c). We speculate that the Ch 
SSBmut PrD is a prion domain with a high probability of forming one particular strain. Consistent 
with this possibility, we found that cells from five distinct colonies exhibited the same kinetics of 
prion loss (Fig. 13d). This mutant will be characterized extensively in another study. Nonetheless, 
our results indicate that the aggregates formed by the Ch SSBmut PrD are bona fide prions despite 
their [PIN+]-independence. 
 
Physiological impact of the presence of prions aggregates 
We then sought to determine the general physiological impact of such heterologous prion 
aggregates in E. coli. Among eukaryotic prions, it is striking that some are the cause of fatal 
neurodegenerative diseases while others appear to have low or no toxicity126,137–139,145. In bacteria, 
a potential impact on growth rate (as a proxy for cell viability) is challenging to precisely quantify 
in bulk due to the different modes of prion propagation as well as the stochastic loss of the prion 
during growth. Thus, using our microfluidic device, we quantified the growth rate of individual 
cells that did not have the prion, of cells that maintained old-pole aggregates, and of the cells with 
small aggregates. Cells with small aggregates had a median doubling time ~1.5% slower than cells 
without the prion, and cells with old-pole aggregates had a ~3% growth penalty compared to cells 
without the prion (Fig. S14a). We also quantified the death rate of cells propagating the prion, and 
observed that the death rate was overall very low (~6×10−3 /h) and similar to cells not propagating 
the prion (Fig. S14b). We thus concluded that the presence of prion aggregates had a small yet 
meaningful negative effect on the overall cell physiology. 
 
A stochastic model recapitulates the experimentally observed prion propagation dynamics 
Prion propagation in yeast and mammals has been mathematically modeled in various 
studies147,150,151,153,168–170. To investigate if these molecular models can describe the observed 
dynamics of our system, we adapted a mathematical model of prion propagation for single bacterial 
cells. In particular, we modeled the propagation and loss of prion aggregates in growing and 
dividing cells with a stochastic generalization of the nucleated polymerization model152,153 (Fig. 
14a, details in Chapter 2, Materials and Methods 2.9). Proteins are produced in the soluble 
form, and can then be converted in the prion form by elongation of an existing aggregate oligomer. 
Aggregates can be fragmented into smaller oligomers – keeping the number of monomers constant 
– and aggregates below a critical size n spontaneously fold back into the soluble form. Cells grow 
continuously and divide once they reach a critical size, such that proteins are randomly partitioned 
between the two daughter cells according to a binomial distribution166,167. Individual time traces 
were generated using the Gillespie algorithm, which simulates the stochastic chemical reactions171. 
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Fig. 14. A stochastic nucleated polymerization model recapitulates the experimental results. a) A stochastic 
model of prion propagation in growing and dividing cells. Soluble fold protein numbers, denoted by X, are produced 
constitutively with a rate that scales with the cell volume, so that their concentration becomes cell-cycle independent 
(see SI 3.2.1). The number of prion fold aggregates made of k proteins is denoted by Yk, where k = 1, 2, 3,…. When 
a soluble fold protein collides with an aggregate of size k, it can be converted to prion fold by elongating the aggregate 
to size k + 1. Assuming mass action kinetics, soluble fold proteins are converted to prion fold with a reaction rate 
proportional to the protein concentrations. Similarly, chaperon mediated fragmentation follows a reaction that is 
proportional to the aggregate concentrations, with each binding between any two monomers having the same 
probability of splitting. Concentrations are given by dividing the protein numbers by the cell volume, which grows 
exponentially from V0 to 2V0 between divisions with a fixed doubling time. At cell division, protein numbers are 
split randomly, with each soluble protein and each aggregate having a 50% chance of remaining in the cell. b) Soluble 
fold production parameter λV0 was estimated to be 1.75 min−1 by comparing the measured partitioning error of 
cells after loss of prions with their respective simulations (see SI 3.2.3.2). With no minimal seed size n = 0 (see SI 
3.2.5 for n = 2), a parameter sweep of elongation and fragmentation parameters shows that prions in cells with 
larger fragmentation and elongation rates are more stable. An average time of loss of 129.26 min was measured in 
the experiment shown in Fig. 10f, with the corresponding contour indicated by the dashed orange line. c) Cells with 
smaller fragmentation rates and larger elongation rates have larger partitioning error prior to loss. An absolute 
partitioning error prior to loss of 0.125 was measured in the experiment shown in Fig. 11e, with the corresponding 
contour indicated by the dashed orange line. Using the two contour plots from b and c we find the model parameters 
that match the measured time of loss and partitioning error, indicated by the orange dot. d) Time of loss curves follow 
an exponential, in agreement with Fig. 10f. Plotted are the time of loss curves for systems with parameters along the 
solid orange line in b. Loss is defined as when Yk = 0 for all k. e) The model can predict the aggregate size distribution 
prior to loss, showing that smaller aggregates are more stable in this parameter regime. f) The total protein 
concentration is approximately constant leading up to the loss, in agreement with Fig. 11b. g) In this model the prion 
state is always lost at cell division. h) Absolute partitioning errors are larger before the loss, in agreement with Fig. 
2e. i) A large negative partitioning error occurs at the time of loss, in agreement with Fig. 11f. 
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First, we simulated the model in a large parameter space of elongation and fragmentation rates 
(Fig. 14b-c). We found that systems with large elongation and fragmentation rates were more 
stable as they take longer to lose the prions. Outside of this parameter space, however, the prion 
was eventually lost on timescales similar to our experiments. We then estimated the elongation 
and fragmentation rates by selecting the unique model parameters that matched the observed loss 
rates and partitioning errors as indicated in Fig. 14b-c (see Chapter 2, Materials and Methods 
2.9for details). Strikingly, this simple model could recapitulate all the observations from the 
experiments. We find that simulated cells reached a quasi-stationary state, where the distribution 
of prion aggregates (Fig. S15a-d), the total amount of protein (Fig. 14f), and the absolute size of 
partitioning errors (Fig. 14h), were approximately constant prior to the loss. As observed 
experimentally, a large partitioning error into the untracked cell was observed at the moment of 
loss (Fig. 14i), which happened at cell division (Fig. 14g). Finally, the loss curve in the population 
followed an exponential decay, corresponding to constant probability of loss over time (Fig. 14d). 
The model also shows how different prion conformations, with potentially different elongation 
and fragmentation rates, can lead to different stabilities. 
 
Using this model, we predicted that cells with larger volumes would have lower partitioning errors, 
which would make the prion more stable (Fig. S15e-f). To test this prediction, we used a mutant 
with longer cell size but with the same growth rate (ftsN deleted of codons encoding amino acid 
residues 244-319172, Fig. S16a,b,d), which revealed that ~ 50% fewer cells lost the prion during 
replating experiments (Fig. S16c). We thus concluded that partitioning errors played an important 
role in the loss of the prion, that cell volume affects prion loss, and that the nucleated 
polymerization model was consistent with our experimental results. 

3.5. Discussion 
Here, we used microfluidics and fluorescence microscopy to track thousands of individual cells 
propagating prion aggregates. Notably, cells tracked for over 20 generations with the prion would 
have likely renewed almost every single protein in the cell (and thus the prion proteins many 
times), showcasing the self-propagating nature of the prion aggregates. For proteins that are not 
degraded, half of the proteins are renewed after one cell division. Thus, after 20 cell divisions, 
1/220 of the ~ 221 original proteins will not have been renewed, such that only a handful of the 
original proteins will remain173,174. 
 
Modes of propagation 
We discovered that, for the three PrDs studied, the prions were propagated through two modes: 
stable old pole aggregates and less stable small aggregates (Fig. 15). 
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Fig. 15. Schematic of the two observed modes of prion propagation. Cells with small aggregates have a probability 
of losing the prion at each cell division through partitioning errors. At cell division, an old-pole aggregate cell 
generates a small aggregate cell and an old-pole aggregate cell. Although the old-pole aggregate is very stable, the 
cells containing old-pole aggregates represent a small fraction of a growing culture. The small aggregate cells 
generated through this division presumably propagate the prion similarly to the other observed small aggregate cells. 
 
We note that the old-pole aggregate cells also contain small aggregates which can be difficult to 
visualize due to the brightness of the large aggregate. Therefore, at division, the old-pole cells 
generate one cell bearing an old-pole aggregate and one bearing small aggregates (Fig. 15). We 
have not investigated the formation of these old-pole aggregates, but speculate that they can be 
formed stochastically once an aggregate reaches a critical size. This critical size would prevent 
them from freely diffusing through the cell and confine them to the pole, while potentially also 
preventing chaperones from fragmenting them normally. It remains to be determined if other PrDs, 
from bacteria or other organisms, exhibit this type of propagation. Yet, we conjecture that these 
old-pole aggregate cells could form a rare yet stable reservoir of the prion epigenetic state, 
generating cells containing small aggregates at each cell division. 
 
In contrast, the cells containing the small aggregates lost the prion relatively quickly, with a 
constant rate of loss over time (memoryless process with half-life of ~2-6 generations). We note 
that this stability will depend on the concentration of the prion protein, which was kept as low as 
possible during these experiments. The loss of the prion in these cells was driven mainly by a 
sudden mis-partitioning of prion aggregates at cell division, giving a probability of losing the prion 
at each cell division (Fig. 15), consistent with the memoryless loss kinetics. It remains to be 
determined if other bacterial PrDs, such as the Rho PrD from Clostridium botulinum (which had a 
lower rate of loss during replating129), are propagated and lost similarly. 
 
Different lineages have different stability 
In addition to disentangling the modes of propagation at the single-cell level, our microfluidic 
assay enabled precise quantification of the loss kinetics. This enabled us to observe that distinct 
lineages of the same PrD could propagate aggregates with distinct stabilities. In particular, we 
characterized one lineage of the Ch SSB prion that had a stability an order of magnitude greater 
than the others. This finding recapitulates and extends observations made in the previous study of 
the Ch SSB PrD, where both low-propagation and high-propagation lineages were 
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characterized128). These results are reminiscent of what has been observed in yeast, where one 
protein (e.g. Sup35) can form multiple self-propagating structures, called strains, with different 
stabilities (e.g. [PSI+]strong vs. [PSI+]weak)147,162,175–177. Further work will be necessary to show 
whether the different lineages observed reflect different self-propagating structures. 
 
In contrast, we characterized a mutant PrD that could form self-propagating aggregates without an 
initiation factor (independently of [PIN+]). We conjecture that this mutant is a PrD with a high 
probability of forming one particular self-propagating structure, similar to how certain mutations 
of the mammalian PrP lead to the formation of a particular prion strain in genetic prion diseases 
(e.g. familial CJD)178–180. 
 
Molecular model of prion propagation and challenges in bacteria 
Finally, we developed a stochastic implementation of the nucleated polymerization model that 
could recapitulate all the observed single-cell properties. In the future, the simple model could be 
tested further by perturbing the experimental parameters, e.g., by changing the concentration of 
the disaggregase ClpB (required for the propagation of the Ch SSB prion). This would indicate 
whether additional constraints that have been necessary to explain results in yeast, such as a size-
dependent transmission of aggregates170 or different seed size for prion strains151, are also 
necessary. This model also reveals challenges for prion propagation in bacteria. Using the 
experimental measurements (partitioning errors and the average time of prion loss), we can 
estimate the total number of proteins, the fragmentation rate, and the elongation rate, and thus 
obtain an approximation for the replication rate (𝑘 = 9[𝑚𝑜𝑛𝑜𝑚𝑒𝑟] ⋅ 𝛾𝛼, see Chapter 2, 
Materials and Methods 2.9). Even though the PrDs studied here appear to be lost relatively 
quickly, the estimated replication rate (~ 10−5/s) is of similar order of magnitude to other prions, 
such as the mammalian PrP in vivo150. 
 
How does the model explain the discrepancy between the fast replication rate and the prion 
instability? E. coli is small and therefore has low numbers of proteins, which results in high 
partitioning errors. For example, the total number of proteins is ~100 times smaller in E. coli than 
in S. cerevisiae, which would result in partitioning errors ~10 times larger (i.e. Embedded Image). 
In addition, E. coli divides rapidly, which further reduces the stability of the prion, as proteins need 
to be converted to the prion state prior to the division for stable propagation. The lower stability 
we observed contrasts with what was observed in yeast, with e.g., a loss rate of 10−5 generations−1 
for [PSI+]. Nevertheless, we speculate that less stable PrDs do not make them less useful as an 
epigenetic switch. Prions have been suggested to provide an epigenetic state with fitness advantage 
under certain environmental conditions132–134,143,144. The optimal stability of such an epigenetic 
state depends on the rate of change of the environment experienced by the organism, which is 
difficult to estimate. Thus, whether a loss rate on the order of generations (for the PrDs studied 
here) or tens of thousands of generations (e.g. yeast [PSI+]) is more or less useful biologically 
depends on temporal dynamics of the environment. 
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In conclusion, this work further establishes the conservation of prion propagation across domains 
of life. Further work will unravel how many of the thousands of predicted prokaryotic candidate 
PrDs can form prions, and how prion formation affects cell physiology. 
 

4.5. Supplementary Results and Discussion  
Supplementary results and discussion can be found in the following link under section 3 of the 
document: https://www.biorxiv.org/content/10.1101/2023.01.11.523042v1.supplementary-
material  
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Chapter 5: Conclusion and future directions 
 
In Chapter 3 of this thesis, the study of EcN’s osmolality transcriptional response allowed the 
selection of three osmolality-specific genes and their respective promoters (five) as candidates for 
gut osmolality biosensors. This was done through RNA-seq and differential gene expression 
analysis. The selection of these promoters considered their gene expression levels (over twofold) 
in the conditions assayed and their reported functionality in the literature. As mentioned before, 
all the genes selected have cross reactivity with at least one more condition, which is why further 
promoter reactivity analysis is necessary at an in vitro and in vivo levels. Furthermore, it was 
revealed that gene expression during stationary phase was an important factor to select genes that 
responded specifically to osmolality. It will be important to study the genes responding to 
osmolality in stationary phase with the other osmolytes assayed (PEG, lactulose, and sorbitol).  
  
This study provides a starting point for gut osmolality biosensors using the probiotic strain EcN. 
Likewise, it showed that characterizing the transcriptional response of this bacterium revealed gene 
expression patterns that had not been reported in other strains of E.coli, providing more options 
for building biosensors of gut biomarkers. In the future, these promoters will be validated in vivo 
and further paired with stable fluorescent proteins (FPs) and genetic memory elements to report 
on local osmolality changes along the gut. In the long term, these biosensors would be 
encapsulated, released in the human gut, collected from the stool of patients and analyzed by 
clinicians to diagnose conditions and personalize microbiome interventions. 
 
Separately, Chapter 4 of this thesis also studied prion propagation and loss in single bacteria using 
microfluidics and fluorescence microscopy. It was shown that the propagation occurs in two 
distinct modes with distinct stability and inheritance characteristics. It was found that the prion is 
lost through random partitioning of aggregates to one of the two daughter cells at division. 
Extending these findings to prion domains from two orthologous proteins, similar propagation and 
loss properties were observed. These findings also provide support for the suggestion that bacterial 
prions can form more than one self-propagating state. A stochastic version of the molecular model 
of prion propagation from yeast and mammals recapitulates all the observed single-cell properties. 
This model highlights challenges for prion propagation that are unique to prokaryotes and 
illustrates the conservation of fundamental characteristics of prion propagation across domains of 
life. 
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Appendix 
 

 

Figure S1. Whole genome alignment reveals 1,000 different coding sequences (CDS) between E. coli MG1655 
and E. coli Nissle. Alignment was made with Mauve software 181.   
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Figure S2. Growth curves (OD in function of time) of EcN in untreated (LB) and treated (LB+osmolyte) rich 
media. Multiple levels of osmolality were evaluated for each osmolyte: a) PEG; b) Lactulose; c) Sodium chloride 
(NaCl); and d) Sorbitol. Osmolality values are expressed in mOsm/kg. For every condition, 3 biological replicates 
were made. The curves represent the average of the replicates, while the shaded area represents the standard deviation.  
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Figure S3. MA-plot showing the mean of normalized counts of all the samples for each gene in function of the 
log2 fold change. Data shown without LFC shrinkage. Data points coloured in blue have an adjusted p-value less than 
0.1. Data points that fall out of the window (-4,4) are shown in triangles.  
 

 
Figure S4. MA-plot showing the mean of normalized counts of all the samples for each gene in function of the 
log2 fold change. Data shown with LFC shrinkage. Data points coloured in blue have an adjusted p-value less than 
0.1. Data points that fall out of the window (-4,4) are shown in triangles.   
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Figure S5. Relationship between overexpressed genes in general stress conditions. A 3-way Venn diagram 
between acidic pH stress (5.8), oxidative stress (100 uM hydrogen peroxide) and high temperature (42℃) shows 15 
genes are significantly over expressed in the three conditions. The identity of these genes is displayed under Intersect. 
The genes with the highest log2 fold increase for each individual condition are also displayed.  
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Fig. S6. Complete curing of New1-mScarlet-I-expressing temperature sensitive plasmid and subsequent 
induction of prion formation a) Fluorescence microscopy of cells that harbor Ch SSB PrD before curing of the 
New1-mScarlet-I plasmid. The cells express CFP constitutively (for cell segmentation and tracking), mEYFP (fused 
to Ch SSB PrD) and mScarlet-I (fused to New1). b) Fluorescence microscopy of cells that harbor Ch SSB PrD after 
curing the temperature sensitive plasmid at 37°C overnight shows hat no New1-mScarlet signal is detected. c) Plating 
of a culture used for microfluidic experiment shows that no cells contain the cured New1-expressing plasmid. CFU/ml 
of cells grown overnight with and without chloramphenicol (resistance marker of New1-mScarlet-I plasmid). No 
colonies are observed in the presence of chloramphenicol. d) SDD-AGE shows that dark blue colonies contain SDS-
stable aggregates, whereas pale colonies contain only soluble Ch SSB PrD. Prion formation was previously induced 
with New1-mScarlet-I and then the cells were cured of the New1-mScarlet-I plasmid. 

CFU/mL
Chloramphenicol

Frequency of New1 positive cells:<1×10-6
<10 1.35×107
+ -

a

b

c

d

mergeCh-SSB-mYFP

Ch-SSB-mYFP

New1-mScarlet

New1-mScarlet

mCFP

mCFP merge

B: dark blue colony
P: pale blue colony

prion
form

soluble
form

B1 P1 P2B2



56 
 

 
Fig. S7. Equilibration of growth conditions in the microfluidic device prior to beginning the analysis. a) The 
concentration of the Ch SSB PrD (as reported by its fused YFP) reaches equilibrium after ∼5h in the device. Average 
concentration of YFP fluorescence for the cells in the device over time (n = 947 cells), where the dashed line indicates 
where the analysis starts for the experiment. The decrease in YFP fluorescence is due to the change of the concentration 
of IPTG from 10 µM outside the device to 0 µM in the device. b) and c) Prion loss curve with the analysis starting 
immediately with the imaging (b, n = 947 cells) and with the analysis starting when growth conditions are at 
equilibrium (c, n = 614 cells). The envelopes indicate 2xSEM (estimated by bootstrapping for b and c). 
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Fig. S8. Estimation of prion loss using a spot-finding algorithm. a) Cell traces ordered by the duration of prion 
propagation, with the coloration indicating the presence (beige) or absence (black) of spots, as determined by a spot-
finding algorithm. The prion loss was called the first time 8 subsequent time points have no aggregates. b) One 
example cell trace showing the irreversible loss of the prion aggregates. Aggregates are sometimes not detected during 
the prion propagation phase, presumably because the size of the aggregates is below the detection limit. c) Example 
images of the cell tracked in b), showing the detection of the aggregates using the spot-finding algorithm (black 
circles). d) Aggregates are added and removed during the tracking of the cells in the device. Histogram of the 
difference in the number of detected aggregates in between time points for the Ch SSB lineage of Fig. 1 (left, n = 586 
cells) and the ultra stable lineage of Fig. 4b (right, n = 553 cells). 
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Fig. S9. Two methods for classifying aggregates give similar results. a) (Left) Aggregates can be distinguished by 
measuring movement of the aggregate over time (mobility), with old-pole and small aggregate cells displaying low 
and high mobility, respectively. Histogram of minimum movement of aggregates averaged over three generations for 
each cell. (Right) Alternatively, aggregates can be classified by their fluorescence intensity, with old-pole aggregates 
being brighter. Histogram of peak fluorescence intensity (median of top 10% of pixels in the cells) divided by the 
average fluorescence intensity. Dashed lines represent the thresholds for classification of aggregates as small or old-
pole types (n = 1,788 cells). b) Prion loss curve for the small (left, n = 614 cells for mobility and 681 cells for peak 
over average) and old-pole aggregates (right, n = 831 cells for mobility and 764 cells for peak over average), with the 
classification performed using the mobility (blue) or the fluorescence intensity (red) thresholds of a). 
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Fig. S10. The partitioning errors are greater when the cells contain prions. Violin plot showing the distribution 
of absolute partitioning errors (|YFPmother − YFPdaughter|/(YFPmother + YFPdaughter) for cells that contain prion 
and after they lost the prion (n = 886 cell division with the prion, 4,997 divisions without the prion). The partitioning 
errors are on average larger and there are more frequent extreme partitioning errors when cells contain prion 
aggregates. 

With prion Without prion
0

0.2

0.4

0.6

0.8

1
N
or
m
al
iz
ed

ab
so
lu
te
pa
rt.
er
ro
r



60 
 

 
Fig. S11. Orthologous SSB PrDs form self-propagating prion aggregates with similar properties. a) Fraction of 
cells that contain small aggregates (as opposed to old-pole aggregates) for cells containing the Ch SSB (blue, n = 
1,779 cells), Ml SSB (orange, n = 224 cells ), or Lh SSB (green, n = 601 cells) prions. b) The orthologs also show a 
transfer of fluorescence to the untracked cell at the moment of prion loss, as shown in the partitioning errors in the 
divisions relative to the loss (Lh, green line, n = 99 cells, Ml, orange line, n = 29 cells). c) Kymographs showing the 
propagation and loss of the prion aggregates for the two orthologs, where the yellow triangles indicate the losses 
identified using the spot-finding algorithm. d) Fluorescence microscopy of dark blue colonies with Lh SSB PrD and 
Ml SSB PrD. The YFP is shown in yellow (SSB PrD fusion) and the CFP (constitutive marker for segmentation) is 
shown in cyan. Cells with prions show aggregated fluorescence, and cells without prions show diffuse fluorescence. 
The fraction of cells with prions can differ between different colonies, presumably due to the stochastic loss of the 
prion during the colony forming process. 

Ml

Lh

Lh

Ml

Low

Colony prion content

Low

Medium High

High

loss

8 min

b

c

d

a

-5 0 5
Divisions relative to loss

-0.2

-0.1

0

0.1

Pa
rti
tio
ni
ng

er
ro
rs

Lh
Ml

Ch Ml Lh
0

0.2

0.4

0.6

Fr
ac
tio
n
of

ce
lls

w
ith

sm
al
la
gg

re
ga

te
s

YFP
fluorescence

(AU
)



61 
 

 

 
Fig. S12. One lineage propagates the Ch SSB prion with very high stability. a) The stability of the prion is kept 
over multiple rounds of growth. The stable lineage (blue) and a pool of Ch SSB prion-containing colonies (red) were 
grown and replated for multiple rounds, and the fraction of colonies with prion-containing cells was estimated using 
the PclpB-lacZ reporter. R2, R3, and R4 designate the colonies obtained after plating the Round 1, Round 2, and 
Round 3 colony cultures, respectively (see Fig. 4b). While the pooled colonies show a fraction of colonies with prion-
containing cells between 10% and 50%, the ultra-stable lineage has close to 100% during each replating. The 
properties of the ultra-stable lineage are similar in the microfluidic device, where most losses happen at cell division 
(b), and with a similar fraction of cells with small aggregates (c). d) DNA sequencing of the plasmid containing the 
PrD-YFP fusion in the stable lineage shows no mutations. 
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Fig. S13. A mutant Ch SSB PrD (Ch SSBmut) forms self-propagating aggregates without exposure to New1 
with similar properties to those formed by the Ch SSB PrD. a) Percentage of dark blue colonies (indicating prion-
containing cells with the PclpB-lacZ assay) upon replating single blue colonies shows that the mutant has a higher 
fraction of colonies with prion-containing cells (p = 4.1e-04). b) SDD-AGE of 3 colonies of the mutant shows the 
presence of insoluble aggregates. c-f) The mutant domain exhibits similar properties to the WT domain as assayed by 
our microfluidic assay. The fraction of cells with small aggregates (c, n = 1,779 cells for the WT and 578 cells for the 
mutant), the partitioning errors relative to the loss (e, n = 349 cells for the WT and 125 cells for the mutant), the 
fraction of losses at cell division (e, n = 754 loss events for the WT and 207 loss events for the mutant), and the 
position of the aggregates (f, n = 754 cells for the WT and 207 cells for the mutant) are similar for both PrDs. 
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Fig. S14. Propagation of the Ch SSB prion imposes a slight growth rate penalty on the cells. a) Histogram of 
estimated doubling time in the microfluidic device for cells without the prion (blue), with the small aggregates (red), 
and with the old-pole aggregates (yellow, n = 6,767 time points without the prion, 14,154 with small aggregates, and 
5,952 with old pole aggregates). The median doubling time is ∼1.5 min greater for cells with small aggregates and ∼3 
min greater for cells with old-pole aggregates as compared to cells without prions. (Inset) Cumulative distribution 
function (CDF) of the doubling time. b) Estimated death rate in the microfluidic device of cells without prions (blue), 
with small aggregates (red), and with old pole aggregates (yellow, n = 8 cells deaths without the prion, 23 with small 
aggregates, and 50 with old pole aggregates out of 10,740 min, 55,936 min, and 100,943 min observed, respectively). 
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Fig. S15. The distribution of aggregate size reaches a quasi-stationary state before the time of prion loss in the 
simulations of our stochastic model. a) The distribution of aggregate concentrations is cyclo-stationary prior to 200 
minutes before loss. The division time here is 50 min. The y-axis corresponds to the aggregate size k where k is the 
subscript in Yk. Time is binned in bins of 10 minutes, and average concentrations are computed in each bin taken over 
100,000 simulations. b) The distribution of the fraction of total aggregates is constant prior to loss except for a slight 
growth in aggregate size right before the loss. The fraction of Yk was computed in each time bin i as hy i k i/ P j hy i 
j i. c) The mean total aggregate concentration, P k yk/V , is cyclo-stationary prior to 200 min before loss. Aligning the 
cells at the time of loss effectively aligns the division times because in the model the division time is constant. Mother 
cells that keep the prion at division tend to gain prion concentration at division because the partition is on average 
positive, see Fig. 5i of the main text. d) The average soluble fold protein concentration hX/V i is constant prior to loss 
except for a slight increase right before the loss. e) The model predicts that the prion is more stable in cells with larger 
sizes. This is because in order for the concentrations of molecules to be identical between small and large cells, larger 
cells need to have higher numbers of molecules, thus reducing partitioning errors. Each curve corresponds to 1000 
simulations with a fixed cell division time of 50 min. Model parameters were estimated as described in Fig. 5 and the 
SI 3.2 to model the mother machine experiments where there is no IPTG. f) In the replating experiments, cells are 
grown in 10 µM IPTG. In the model, this corresponds to an increase in the soluble fold protein production parameter 
λ. Setting λ = 10, we find that the difference in prion stability is more stark between small cells and large cells. 
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Fig. S16. A mutant with bigger cell size and similar growth rate propagates the Ch SSB prion with a higher 
stability. a) 60x microscopy image of background strain BLS80 cells in exponential phase. b) 60x microscopy image 
of BLS333 cells (N-terminal truncation of ftsN) in exponential phase, showing elongated cells compared to BLS80 
(as previously reported (1)). c) The mutant strain with bigger cell size propagates the prion with a higher stability 
during replating. A pool of colonies containing Ch SSB prion aggregates were replated to assay stability and assessed 
for the presence of the prion using the PclpB-lacZ assay (dark blue indicates the presence of the prion). The percentage 
of colonies with prion-containing cells is higher in the mutant than in the WT, where ∼60% of WT cells lose the prion 
during the replating compared to ∼35% for the mutant. d) Growth curves for the WT (red) and ftsN mutant (blue) at 
30°C, showing that they grow with similar doubling times (52.1 min for the WT and 52.9 min for the mutant). 
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