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Abstract. The efficient code execution often requires concurrency, so many
programming languages, libraries and framework aim at parallelism. Based
on the granularity and abstraction level, many approaches of concurrency are
available. However, concurrency carries difficulties but modern ways try to
make it more convenient.

A rather new solution is cloud computing which enhances the concurrency
in a way that standalone virtual machines utilize the shared hardware. Con-
tainerization takes advantage of lightweight virtual machines called contain-
ers because they use a shared kernel of the operating system. Conteiner or-
chestration (e.g. Kubernetes) enables containerization among multiple hosts.
Serverless programming supports container orchestration for individual func-
tion so every trigerred function may run in a different container which is
inside a cluster of hosts.

In this paper, we briefly present the modern cloud computing ways of
concurrency. This subtle distributed approach requires a comprehensive eval-
uation. We take advantage of the open source Fission serverless framework
and implement some distributed algorithms in this realm using the Python
programming language. For a deeper comprehension, we measure and eval-
uate the scalability of Fission framework and the entire system. We execute
the distributed algorithms with different sizes of input and we fine-tune the
configuration of the Fission framework.
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1. Introduction
Parallelism and concurrency play an important role in high performance comput-
ing. Based on the granularity, one can choose multithreaded, multicore or manycore
solution for a more efficient application [13]. Grid computing and distributed al-
gorithms are also available for a long time. On the other hand, these approaches
inflict many challenges (for instance, race conditions, deadlock, resource guarantees,
etc.) [6]. Programming languages, libraries and frameworks have been proposed,
but the developers are still eager for a convenient, elegant, safe approach which
supports the efficient concurrent execution of the code.

In recent years, cloud native computing became one of the most dominant
paradigms for building applications. This was sped up with Google releasing Ku-
bernetes in 2014, and the Cloud native trend does not seem to slow down any
time soon. In this rapidly evolving landscape, developers continuously seeking
new ways to optimize their infrastructure while reducing the complexity. One of
the newer forms of developing in this environment is called Function-as-a-Service
(FaaS). It is a so called serverless computing model where developers only write
and run individual functions in the cloud. One of the advantages is that to run
these event driven functions, it is not necessary to manage and understand the
underlying infrastructure. Another great thing about FaaS is the scalability and
reliability. Most of the FaaS platforms, such as AWS Lambda, Azure Functions or
even open source providers such as Fission provide automatic scaling capabilities.
They can dynamically allocate and deallocate resources as needed by the number
of incoming requests. These functions run in an isolated environment, meaning
that each function runs in its own container or pod. This means that the functions
cannot interfere with each other and they are not impacted by other processes and
so the risk of failures due to conflicts are reduced. This approach results in a very
sophisticated concurrency model.

The concurrency has some important questions that belong to the performance.
An intriguing one is how efficient to launch a new computation. What is the
cost of triggering a new subcomputation? What is the cost of the communication
between the subcomputations? A distributed algorithm should perform better,
but the algorithm improves the runtime only if these mentioned costs are cheap
enough [14].

In this paper, we take advantage of an open source FaaS platform called Fission.
We evaluate the concurrency aspect of this FaaS platform with the implementation
and the execution of recursive, distributed algorithms. We focus on the scalability
aspect of the performance. The cost of a triggered new subcomputation is based
on boot of a Docker container and communication over HTTP, thus it is valuable
to check.

The rest of this paper is organized as follows. We introduce the cloud-based
approaches from Docker to FaaS in Section 2. We present the environment of the
evalution in Section 3. We present the implementation details of the distributed
algorithms in Section 4. We discuss the result of the evaluation in Section 5.
Finally, this paper is concluded in Section 6.
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2. Approaches of the cloud computing
Containerization has become an emerging approach in modern software engineering
since it enables the shipping of the software artifacts and products with all required
dependencies in a platform-independent way [2]. Containerization eliminates the
virtualization costs of not used OS services and the kernel itself per container.
Moreover, containerization supports isolation effectively since the containers are
seem to be separate operating systems but they use a shared kernel [10].

The containers are lightweight and they enable the fast and simple deployment
and configurations. However, this approach is limited only one host. Kubernetes
is a container orchestration system which manages Docker containers over multiple
Docker hosts [8].

Function as a Service (FaaS) is a category of cloud computing services that
provides a platform allowing programmers to develop, maintain, operate, scale and
manage application functionalities without the complexity of building and main-
taining the infrastructure typically associated with developing and deploying an
application. This new abstraction approach eliminates further configuration and
deployment cost. Building an application following this model is one way of achiev-
ing a “serverless” architecture [3]. This serverless programming approach provides
the deployment of standalone function without launching any virtual machine or
container [12].

Serverless programming is a rather new approach, however, there are real-world
applications, for instance, Coca-Cola, Santander Bank and Expedia take advantage
of this new paradigm [4].

Many frameworks are available for serverless programming, OpenFaaS, Kube-
less and Fission to name a few open source tools [7]. Earlier, we defined our func-
tional approach for the Kubeless realm [11]. However, it is still an open source ar-
tifact, VMWare has decided to stop driving and updating Kubeless [15]. Moreover,
according to many aspects, Fission was evaluated as the most efficient serverless
framework [9]. Furthermore, it has a wide language support and provides autoscal-
ing which will be useful for measuring the speed of algorithms with different CPU
settings.

3. Environment

3.1. Kubernetes
The environment of this research is created in a Kubernetes cluster. Kubernetes
is the de facto standard in container orchestration systems. This paper might not
be about Kubernetes, but there are some important terms that should be shortly
introduced. Pods are the lowest level abstraction in a Kubernetes cluster. In this
environment, a Docker container basically equals to a pod. It describes one or more
containers in a shared network.

Our research focuses on the scalability of functions. These functions are running
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in pods and for scaling, we need more of these. Kubernetes has a solution for that.
A ReplicaSet is responsible for managing a set of identical Pods. When one creates
a ReplicaSet, the number of replicas is specified, along with a Pod template. The
template describes the specification of each Pod that the ReplicaSet should create
and manage. A ReplicaSet ensures that a specified number of identical Pods are
running at any given time by creating or deleting Pods as needed.

3.2. Fission
Fission is a Kubernetes native serverless framework. Fission can be deployed to any
Kubernetes cluster whether it is on a private cloud or a private computer. Develop-
ers can write short lived functions in multiple programming languages, such as Go,
Python, Java or NodeJS. These functions can be triggered with HTTP requests or
other event triggers. Functions can be easily deployed using one specific command
and the fast cold-start time ensures that the pods get ready quickly. Another fea-
ture of Fission is automatic scaling by CPU usage. This means that the system can
create or destroy instances when needed, so it does not use unnecessary resources.
Figure 1 is a flowchart that presents how Fission works inside a Kubernetes cluster.

Figure 1. The workflow in our environment.

The router can send a HTTP request to a specific function which forwards to the
Fission service. The service sends the HTTP response back to the router and the
router creates the output.
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4. Implementation and code overview

4.1. Karatsuba function
Karatsuba’s algorithm is a fast multiplication algorithm which multiplies two num-
bers while reducing the number of recursive calls that is needed for the default mul-
tiplication [5]. This is achieved by splitting the two numbers into smaller ones, thus
reducing them into subproblems in a divide and conquer manner and solving them
recursively. The algorithm has a time complexity of nlog2 3 instead of n2 for the
traditional multiplication algorithm. The libraries needed for this version of code
are Flask and Requests. The request subclass form flask enables the function to ob-
tain the JSON data containing the two numbers, while the requests library allows
the script to send HTTP requests to another instance of the same script to com-
pute subtasks recursively. The function is split into three subfunctions for better
readability. The main function handles the processing for the multiplication. This
function obtains the two numbers with the get_json() from the request object,
extracts the two numbers and passes both to the karatsuba function. The result
from that is returned as a string. The make_request function takes the JSON
data containing the two numbers and sends them to a URL as a post request.
The karatsuba function is the part that handles the multiplication, it receives the
two numbers and a string that represents the current recursion level. At first, the
function checks whether the two numbers are single digit numbers. If they are,
their product is returned, otherwise it computes the lengths of the two numbers,
finds the maximum length, and splits each number into two parts of roughly equal
length. The reason for this is to have three subproblems:

• Compute the product of the two upper halves of the numbers (ac)

• Compute the product of the two lower halves of the numbers (bd)

• Compute the product of the sum of the two halves of each number minus ac
and bd (ac_plus_bd).

The function then returns the sum of the aforementioned subproblems, shifted
accordingly to the required number of digits. The function has three recursive calls,
but instead of handling these locally, each recursive call makes a HTTP request.

4.2. Merge sort algorithm
Merge sort algorithm developed by John von Neumann is a classic algorithm for
sorting. The performance of this algorithm is typically evaluated in different con-
current situations.

This code also starts by importing the required Flask and requests modules.
When the client sends a POST request to the ’/merge’ route, the Flask app receives
it and triggers the main function. The application returns the sorted array as a
JSON response. The sorting is done by sending POST requests to the same Flask
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app to sort each half of the array in a recursive way, and then merging the sorted
halves using a standard merging algorithm.

The Python source code of the merge sort algorithm:

from flask import Flask, request, jsonify
import requests

app = Flask(__name__)

@app.route(’/merge’, methods=[’POST’])
def main():

data = request.get_json()
array = data[’array’]
call_id = data[’call_id’]
if len(array) > 1:

mid = len(array)
left = array[:mid]
right = array[mid:]
sorted_left = merge_sort_helper(left, f"{call_id}_left")
sorted_right = merge_sort_helper(right, f"{call_id}_right")
return merge(sorted_left, sorted_right)

else:
return jsonify(array)

def merge(sorted_left, sorted_right):
i = j = 0
merged_array = []
while i < len(sorted_left) and j < len(sorted_right):

if sorted_left[i] <= sorted_right[j]:
merged_array.append(sorted_left[i])
i += 1

else:
merged_array.append(sorted_right[j])
j += 1

while i < len(sorted_left):
merged_array.append(sorted_left[i])
i += 1

while j < len(sorted_right):
merged_array.append(sorted_right[j])
j += 1

return jsonify(merged_array)

def merge_sort_helper(array, call_id):
json_data = {’array’: array, "call_id": call_id}
try:
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headers = {’Content-type’: ’application/json’}
response = requests.post(’http://router.fission.svc/merge’,

json=json_data,
headers=headers)

return response.json()
except requests.exceptions.RequestException as e:

print(e)

if __name__ == ’__main__’:
app.run(debug=True)

5. Evaluation
The test environment was running on a home setup, using Windows with WSL,
Docker, Kubernetes and Fission. As of now, we only measured the runtime of each
function with different sized inputs with the time command. The first number
that is going to be printed out is the moment the user hits the Enter key until the
moment the function is completed.

5.1. Scalability
We have already discussed the concept of ReplicaSets. Fission by default creates
three pods for one function but first we scaled it only to one. The functions were
called different sized inputs, Karatsuba’s algorithm with a digit number of 10, 32,
64, 128 and 256 length numbers and the merge sort with an array size of 10, 64,
128, 256 and 512.

The code was implemented so that every recursive call starts a new instance,
this way, the resources are divided and in theory for very large numbers the runtime
should be faster. However, starting these pods have a cost, referred to as a cold
start which is about 100ms [1]. When a function is triggered, Fission starts the
predefined pods, so that time was not accounted for in the measurements. When a
recursive call happened, a new pod was started. Karatsuba’s algorithm has three
recursive calls, so even for small numbers, at least 4 or 5 pods started running,
which equals to about 0.4-0.5 seconds that was wasted. The bigger the number,
the more recursive calls happened which slowed down the algorithm significantly.
With more Replicas, Fission should share the resources. But because of the nature
of the code, the execution still starts more and more instances, as the size of inputs
increases.

5.2. Measurements and results
Evaluating the performance of merge sort, our theory that dividing functions this
way might not be the best approach on a small scale system, seems to prove us
right. Since merge sort only has two recursive calls, the number of instances being
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started lowers significantly, thus the runtime of the function does not grow as much
as with Karatsuba’s algorithm.

Figure 2 and Figure 3 show the runtime of the analized functions and their
runtime with different ReplicaSet configurations and with different input sizes.

Figure 2. The runtime of Karatsuba’s algorithm on multiple in-
stances with different amount of data.

Figure 3. The runtime of merge sort on multiple instances with
different amount of data.

An important thing to note is the starting number of the ReplicaSets. One
would think that more ReplicaSets equal faster runtime, since Fission can divide
the function into more resources. This is true until a certain amount of Replicas.
However, from the Figure 2 and Figure 3, it is clearly visible that after a certain
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number, the runtime does not decrease or might even increase a little bit. This
can occur because it actually takes time to divide the function to these resources.
Interesting to note, that sometimes the more is less. Starting more replicas does
not solve the runtime issue, it can even slow down the function execution a bit.

6. Conclusion
Cloud native computing provides high-level abstractions for concurrency that is
essential for an improved performance. These abstractions assist the developers in
a convenient way. FaaS services allow to deploy, maintain and operate separate
functions in a cloud using containerization and orchestration.

We utilize the Fission serverless programming framework and started to eval-
uate how this granularity of concurrency improves the runtime. We implemented
two classical algorithms (merge sort, Karatsuba’s algorithm) in a recursive manner
using the Python programming language. We measured the runtime with different
sizes of inputs and with different configurations of Fission. However, the compar-
ison and evaluation are not comprehensive, so our future work focuses on a more
detailed analysis. Right now, we found that our cases have a rather high cost of
the new subcomputation’s start and HTTP communication.
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