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#### Abstract

We describe the structure of all continuous algebraic endomorphisms of the open unit ball B of $\mathbb{R}^{3}$ equipped with the Einstein velocity addition. We show that any nonzero such transformation originates from an orthogonal linear transformation on $\mathbb{R}^{3}$.


## 1. Introduction

Velocity addition was defined by Einstein in his famous paper of 1905 which founded the special theory of relativity. In fact, the whole theory is essentially based on Einstein velocity addition law, see [3]. The algebraic structure corresponding to this operation is a particular example of so-called gyrogroups the general theory of which has been developed by Ungar [8].

The Einstein gyrogroup of dimension three is the pair $(\mathbf{B}, \oplus)$, where $\mathbf{B}=\left\{\mathbf{u} \in \mathbb{R}^{3}:\|\mathbf{u}\|<\right.$ $1\}$ and $\oplus$ is the binary operation on $\mathbf{B}$ given by

$$
\begin{equation*}
\oplus: \mathbf{B} \times \mathbf{B} \rightarrow \mathbf{B} ;(\mathbf{u}, \mathbf{v}) \mapsto \mathbf{u} \oplus \mathbf{v}:=\frac{1}{1+\langle\mathbf{u}, \mathbf{v}\rangle}\left(\mathbf{u}+\frac{1}{\gamma_{\mathbf{u}}} \mathbf{v}+\frac{\gamma_{\mathbf{u}}}{1+\gamma_{\mathbf{u}}}\langle\mathbf{u}, \mathbf{v}\rangle \mathbf{u}\right), \tag{1}
\end{equation*}
$$

where $\gamma_{\mathbf{u}}=\left(1-\|\mathbf{u}\|^{2}\right)^{-\frac{1}{2}}$ is the so-called Lorentz factor. The operation $\oplus$ is called Einstein velocity addition or relativistic sum (cf. [1, [4). Here and throughout this paper, $\langle\cdot, \cdot\rangle$ stands for the usual Euclidean inner product and $\|\cdot\|$ denotes the induced norm.

The study of automorphisms (more generally, endomorphisms) of algebraic structures is of special importance in most areas of both mathematics and mathematical physics. The aim of this note is to determine the (continuous) endomorphisms (in particular, automorphisms) of the fundamental structure $(\mathbf{B}, \oplus)$ of special relativity theory. Important information on isomorphisms, automorphisms (symmetries) of quantum structures can be found in [2] and other sorts of so-called preservers on similar structures are discussed in [5], Chapter 2.

The main theorem of this paper is obtained as an application of our recent result on socalled Jordan triple endomorphisms of $2 \times 2$ positive definite matrices [7, Theorem 1]. The other ingredient of our argument is the result [4, Theorem 3.4] of Kim. The discussion below may look rather simple but the mathematical facts and results that we combine are highly nontrivial.

Our main result reads as follows.

[^0]Theorem 1. Let $\beta: \mathbf{B} \rightarrow \mathbf{B}$ be a continuous map. We have $\beta$ is an algebraic endomorphism with respect to the operation $\oplus$, i.e., $\beta$ satisfies

$$
\beta(\mathbf{u} \oplus \mathbf{v})=\beta(\mathbf{u}) \oplus \beta(\mathbf{v}), \quad \mathbf{u}, \mathbf{v} \in \mathbf{B}
$$

if and only if
(i) either there is an orthogonal matrix $O \in \mathbf{M}_{3}(\mathbb{R})$ such that

$$
\beta(\mathbf{v})=O \mathbf{v}, \quad \mathbf{v} \in \mathbf{B}
$$

(ii) or we have

$$
\beta(\mathbf{v})=0, \quad \mathbf{v} \in \mathbf{B} .
$$

Here continuity refers to the usual topology on $\mathbf{B}$ inherited from the Euclidean space $\mathbb{R}^{3}$. For a related comment see the remarks at the end of the paper.

By the above result we have the interesting conclusion that the group of all (continuous) automorphisms of the Einstein gyrogroup $(\mathbf{B}, \oplus)$ coincides with the orthogonal group of $\mathbb{R}^{3}$.

## 2. Open Bloch ball, qubit density matrices, and $2 \times 2$ positive definite MATRICES OF DETERMINANT ONE

To prove our main result we need an important observation made by Kim what we present below.

We denote by $\mathbb{P}_{2}$ the set of all $2 \times 2$ positive definite complex matrices. Let $\mathbb{D}$ stand for the set of all $2 \times 2$ regular density matrices, i.e., the collection of all elements of $\mathbb{P}_{2}$ with trace 1 ,

$$
\mathbb{D}=\left\{A \in \mathbb{P}_{2} \mid \operatorname{Tr} A=1\right\}
$$

From the quantum theoretical point of view, $\mathbb{D}$ is the set of all regular density matrices of the 2-level quantum system. One can define a binary operation $\odot$ on $\mathbb{D}$ as

$$
\odot: \mathbb{D} \times \mathbb{D} \rightarrow \mathbb{D} ;(A, B) \mapsto A \odot B:=\frac{1}{\operatorname{Tr} A B} A^{\frac{1}{2}} B A^{\frac{1}{2}} .
$$

For certain reasons, we call $\odot$ the normalized sequential product.
The well-known Bloch parametrization of regular density matrices is the following map:

$$
\rho: \mathbb{R}^{3} \supset \mathbf{B} \rightarrow \mathbf{M}_{2}(\mathbb{C}) ;\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]=\mathbf{v} \mapsto \rho(\mathbf{v}):=\frac{1}{2}\left[\begin{array}{cc}
1+v_{3} & v_{1}-i v_{2} \\
v_{1}+i v_{2} & 1-v_{3}
\end{array}\right] .
$$

The transformation $\rho$ is clearly a bijection between $\mathbf{B}$ and $\mathbb{D}$, and in fact, by [4, Theorem 3.4], much more is true.

Theorem 2 (S. Kim). The Bloch parametrization $\rho:(\mathbf{B}, \oplus) \rightarrow(\mathbb{D}, \odot) ; \mathbf{v} \mapsto \rho(\mathbf{v})$ is an isomorphism.

Throughout this note the word 'isomorphism' refers to a bijective map between algebraic structures which respects (preserves) the relevant algebraic operation(s).

Let us now consider a structure which is similar to the space of $2 \times 2$ regular density matrices equipped with the normalized sequential product. Namely, Let $\mathbb{P}_{2}^{1}$ be the set of all $2 \times 2$ positive definite matrices with determinant 1 . The sequential product $\square$ on $\mathbb{P}_{2}^{1}$ is defined as

$$
\boxtimes: \mathbb{P}_{2}^{1} \times \mathbb{P}_{2}^{1} \rightarrow \mathbb{P}_{2}^{1} ;(A, B) \mapsto A \unrhd B:=A^{\frac{1}{2}} B A^{\frac{1}{2}}
$$

We show that $(\mathbb{D}, \odot)$ and $\left(\mathbb{P}_{2}^{1}, \triangleleft\right)$ are isomorphic structures.
Proposition 3. The map $\tau:(\mathbb{D}, \odot) \rightarrow\left(\mathbb{P}_{2}^{1}, \odot\right) ; A \mapsto \tau(A):=\frac{1}{\sqrt{\operatorname{Det} A}} A$ is an isomorphism.
Proof: To prove the injectivity assume that $\tau(A)=\tau(B)$ for some $A, B \in \mathbb{D}$. That is, $\frac{1}{\sqrt{\operatorname{Det} A}} A=\frac{1}{\sqrt{\text { Det } B}} B$, which means that $A$ is a positive scalar multiple of $B$. $\mathrm{By} \operatorname{Tr} A=\operatorname{Tr} B=1$ we can deduce that $\sqrt{\operatorname{Det} A}=\sqrt{\operatorname{Det} B}$ and therefore $A=B$.

For any $A \in \mathbb{P}_{2}^{1}$ we have $\frac{1}{\operatorname{Tr} A} A \in \mathbb{D}$. By $\operatorname{Det} A=1$ it follows that

$$
\tau\left(\frac{1}{\operatorname{Tr} A} A\right)=\frac{1}{\sqrt{\operatorname{Det}\left(\frac{1}{\operatorname{Tr} A} A\right)}} \frac{1}{\operatorname{Tr} A} A=\frac{1}{\frac{\sqrt{\operatorname{Det} A}}{\operatorname{Tr} A}} \frac{1}{\operatorname{Tr} A} A=A .
$$

This shows the surjectivity of $\tau$.
Finally, we need to show that $\tau$ respects the operations $\odot, \backsim$. Using the properties of the determinant, for any $A, B \in \mathbb{D}$ we compute

$$
\begin{aligned}
& \tau(A \odot B)=\frac{1}{\sqrt{\operatorname{Det}\left(\frac{1}{\operatorname{Tr} A B} A^{\frac{1}{2}} B A^{\frac{1}{2}}\right)}} \frac{A^{\frac{1}{2}} B A^{\frac{1}{2}}}{\operatorname{Tr} A B}=\frac{\operatorname{Tr} A B}{\sqrt{\operatorname{Det}\left(A^{\frac{1}{2}} B A^{\frac{1}{2}}\right)}} \frac{A^{\frac{1}{2}} B A^{\frac{1}{2}}}{\operatorname{Tr} A B} \\
& =\left(\frac{A}{\sqrt{\operatorname{Det} A}}\right)^{\frac{1}{2}} \frac{B}{\sqrt{\operatorname{Det} B}\left(\frac{A}{\sqrt{\operatorname{Det} A}}\right)^{\frac{1}{2}}}=\frac{A}{\sqrt{\operatorname{Det} A}} \boxtimes \frac{B}{\sqrt{\operatorname{Det} B}}=\tau(A) \boxtimes \tau(B) .
\end{aligned}
$$

This completes the proof.
Observe that the inverse of $\tau$ is given by $\tau^{-1}(A)=\frac{1}{\operatorname{Tr} A} A, A \in \mathbb{P}_{2}$.

## 3. Proof of the main result

To verify the main result of the paper let us recall the following recent result of ours [7, Theorem 1] which, beside Kim's observation, is the second main ingredient of the proof of Theorem 1. It may look surprising but its content, i.e., the description of the structure of the continuous so-called Jordan triple endomorphisms of $\mathbb{P}_{2}$, was an open problem for quite a while and the solution we have finally found is rather complicated resting on highly nontrivial arguments and facts.

Below continuity of maps on matrix structures refers to any one of the equivalent linear norm topologies on the full matrix algebra.
Theorem 4. Let $\phi: \mathbb{P}_{2} \rightarrow \mathbb{P}_{2}$ be a continuous map. Assume that it is Jordan triple endomorphism, i.e., $\phi$ satisfies

$$
\phi(A B A)=\phi(A) \phi(B) \phi(A), \quad A, B \in \mathbb{P}_{2}
$$

Then $\phi$ is of one of the following forms:
(1) there is a unitary matrix $U \in \mathbf{M}_{2}(\mathbb{C})$ and a real number $c$ such that

$$
\phi(A)=(\operatorname{Det} A)^{c} U A U^{*}, \quad A \in \mathbb{P}_{2} ;
$$

(2) there is a unitary matrix $V \in \mathbf{M}_{2}(\mathbb{C})$ and a real number $d$ such that

$$
\phi(A)=(\operatorname{Det} A)^{d} V A^{-1} V^{*}, \quad A \in \mathbb{P}_{2}
$$

(3) there is a unitary matrix $W \in \mathbf{M}_{2}(\mathbb{C})$ and real numbers $c_{1}, c_{2}$ such that

$$
\phi(A)=W \operatorname{Diag}\left[(\operatorname{Det} A)^{c_{1}},(\operatorname{Det} A)^{c_{2}}\right] W^{*}, \quad A \in \mathbb{P}_{2}
$$

Using this theorem the continuous sequential endomorphisms of $\mathbb{P}_{2}^{1}$ can be described as follows.

Corollary 5. Let $\phi: \mathbb{P}_{2}^{1} \rightarrow \mathbb{P}_{2}^{1}$ be a continuous endomorphism with respect to the operation $\square$ meaning that $\phi$ satisfies

$$
\phi(A \backsim B)=\phi(A) \boxtimes \phi(B), \quad A, B \in \mathbb{P}_{2}^{1} .
$$

Then $\phi$ is of one of the following forms:
(1) there is a unitary matrix $U \in \mathbf{M}_{2}(\mathbb{C})$ such that

$$
\phi(A)=U A U^{*}, \quad A \in \mathbb{P}_{2}^{1}
$$

(2) there is a unitary matrix $V \in \mathbf{M}_{2}(\mathbb{C})$ such that

$$
\phi(A)=V A^{-1} V^{*}, \quad A \in \mathbb{P}_{2}^{1} ;
$$

(3) we have

$$
\phi(A)=I, \quad A \in \mathbb{P}_{2}^{1} .
$$

Proof: If $\phi: \mathbb{P}_{2}^{1} \rightarrow \mathbb{P}_{2}^{1}$ is a sequential endomorphism, then it is a Jordan triple endomorphism, as well. Indeed, $\phi\left(A^{2}\right)=\phi(A \backsim A)=\phi(A) \boxtimes \phi(A)=\phi(A)^{2}$ holds for all $A \in \mathbb{P}_{2}^{1}$. It follows that $\phi(A B A)=\phi\left(A^{2} \boxtimes B\right)=\phi\left(A^{2}\right) \boxtimes \phi(B)=\left(\phi(A)^{2}\right)^{\frac{1}{2}} \phi(B)\left(\phi(A)^{2}\right)^{\frac{1}{2}}=\phi(A) \phi(B) \phi(A)$ for all $A, B \in \mathbb{P}_{2}^{1}$.

The map

$$
\psi: \mathbb{P}_{2} \rightarrow \mathbb{P}_{2} ; A \mapsto \psi(A):=\sqrt{\operatorname{Det} A} \cdot \phi\left(\frac{A}{\sqrt{\operatorname{Det} A}}\right)
$$

is clearly a continuous Jordan triple endomorphism of $\mathbb{P}_{2}$ which extends $\phi$ (the idea of the definition of $\psi$ comes from [6, proof of Theorem 3]). Now, the statement is an immediate consequence of the previous theorem.

Using the isomorphism $\tau$ defined in Proposition 3 which is clearly a homeomorphism, too, we can pull back the structural result on the continuous endomorphisms of $\left(\mathbb{P}_{2}^{1}, \odot\right)$ to $(\mathbb{D}, \odot)$. Namely, the continuous endomorphism of $(\mathbb{D}, \odot)$ are exactly the maps of the form

$$
\tau^{-1} \circ \phi \circ \tau
$$

where $\phi$ is a continuous endomorphism of $\left(\mathbb{P}_{2}^{1}, \mho\right)$. The following corollary can be verified by straightforward computations.

Corollary 6. Let $\alpha: \mathbb{D} \rightarrow \mathbb{D}$ be a continuous endomorphism with respect to the operation $\odot$. Then $\alpha$ is of one of the following forms:
(1) there is a unitary matrix $U \in \mathbf{M}_{2}(\mathbb{C})$ such that

$$
\alpha(A)=U A U^{*}, \quad A \in \mathbb{D} ;
$$

(2) there is a unitary matrix $V \in \mathbf{M}_{2}(\mathbb{C})$ such that

$$
\alpha(A)=\frac{V A^{-1} V^{*}}{\operatorname{Tr} A^{-1}}, \quad A \in \mathbb{D}
$$

(3) we have

$$
\alpha(A)=I / 2, \quad A \in \mathbb{D} .
$$

Putting all information we have together, the proof of the main result is now easy.
Proof of Theorem [1: We have learned from the result Theorem [2 due to Kim that the Bloch parametrization $\rho$ is an isomorphism between $(\mathbf{B}, \oplus)$ and $(\mathbb{D}, \odot)$. Clearly, $\rho$ is a homeomorphism, too. Therefore, the continuous endomorphisms of $(\mathbf{B}, \oplus)$ are exactly the maps of the form $\beta=\rho^{-1} \circ \alpha \circ \rho$, where $\alpha$ is a continuous endomorphism of $(\mathbb{D}, \odot)$.

By Corollary 6 there are three possibilities. Assume first that we have a unitary $U \in \mathbf{M}_{2}(\mathbb{C})$ such that $\alpha(A)=U A U^{*}, A \in \mathbb{D}$. Denote by $\mathbf{H}_{2}^{0}(\mathbb{C})$ the linear space of all traceless selfadjoint $2 \times 2$ complex matrices and equip this space with the inner product $\langle A, B\rangle:=\frac{1}{2} \operatorname{Tr} A B$, $A, B \in \mathbf{H}_{2}^{0}(\mathbb{C})$. Define

$$
\gamma: \mathbb{R}^{3} \rightarrow \mathbf{H}_{2}^{0}(\mathbb{C}) ;\left[\begin{array}{l}
v_{1} \\
v_{2} \\
v_{3}
\end{array}\right]=\mathbf{v} \mapsto \gamma(\mathbf{v}):=\left[\begin{array}{cc}
v_{3} & v_{1}-i v_{2} \\
v_{1}+i v_{2} & -v_{3}
\end{array}\right] .
$$

Clearly, $\gamma$ is a linear isomorphism from $\mathbb{R}^{3}$ onto $\mathbf{H}_{2}^{0}(\mathbb{C})$ which preserves the inner product. Define $\tilde{\alpha}: \mathbf{H}_{2}^{0}(\mathbb{C}) \rightarrow \mathbf{H}_{2}^{0}(\mathbb{C})$ by $\tilde{\alpha}(A)=U A U^{*}, A \in \mathbf{H}_{2}^{0}(\mathbb{C})$. Then $O:=\gamma^{-1} \circ \tilde{\alpha} \circ \gamma$ is an orthogonal linear transformation on $\mathbb{R}^{3}$ and using the relation $\gamma(\mathbf{v})=2 \rho(\mathbf{v})-I, \mathbf{v} \in \mathbf{B}$, we easily deduce that $\rho \circ \alpha \circ \rho=O$ holds.

If $\alpha(A)=\frac{V A^{-1} V^{*}}{\operatorname{Tr} A^{-1}}, A \in \mathbb{D}$, then the conclusion follows from the previous case. The only thing we have to observe is that $\frac{(\rho(\mathbf{v}))^{-1}}{\operatorname{Tr}(\rho(\mathbf{v}))^{-1}}=\rho(-\mathbf{v})$ holds which follows from [4, Remark 3.5].

Finally, if $\alpha(A)=I / 2$, then we clearly have $\rho^{-1} \circ \alpha \circ \rho=0$.
The converse statement that the formulas in (i) and (ii) define continuous endomorphisms of the Einstein gyrogroup is just obvious.

Remark. We conclude our note with some remarks.
Above we have given the complete description of all continuous endomorphisms of $\mathbf{B}$ under the operation of Einstein velocity addition. In the recent paper [1] Abe have described the automorphisms of the Einstein gyrovector space [1, Theorem 3.1]. He concludes that those automorphisms are exactly the restrictions of orthogonal linear transformations onto the open unit ball. To see clearly the content of his result which looks very closely related to ours, one needs to be cautious and look at the definition [1, Definition 2.13] of automorphisms of
gyrovector spaces. In fact, that definition includes the assumption about the preservation of the inner product. Hence, Abe's result says that every bijective map of $\mathbf{B}$ which preserves the Einstein addition (plus a sort of scalar multiplication) and also preserves the inner product necessarily originates from an orthogonal linear transformation on $\mathbb{R}^{3}$.

We need to point out that the requirement concerning the inner product preserving property is very strong, it alone implies the above conclusion. Indeed, any inner product preserving map $\phi: \mathbf{B} \rightarrow \mathbf{B}$ easily extends to an inner product preserving map on $\mathbb{R}^{3}$, see the proof of [1, Lemma 4.4]. Moreover, it is well-known that on any inner product space the inner product preserving maps are automatically linear. That means that Abe's result carries no information concerning the automorphism of $\mathbf{B}$ endowed merely with the Einstein addition $\oplus$ and the usual topology. Let us remark at this point that it is not difficult to see that the usual topology coincides with the topology generated by the Einstein gyrometric, see [1, Example 2.10].

So we can tell that our result is much different and in fact much stronger than Abe's but we also have to point out that our result is proved only in three dimension. The main reason for this is that Kim's isomorphic identification between the open unit ball and the set of all regular density matrices is valid only in that low dimensional case. Though, for its physical content, the most important case is certainly this one, it would very be interesting to know what happens in higher dimensions. We propose this as an open problem.
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