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ABSTRACT

The definition of “phoneme boundary timing™ in a speech corpus
affects the quality of concatenative speech synthesis systems. For
example, if the selected speech unit is not appropriately match to
the speech unit of the required phoneme environment, the qual-
ity may be degraded. In this paper, a dynamic segment boundary
definition is proposed. In the definition, the concatenation point
is chosen from the start or end timings of spectral transition de-
pending on the phoneme environment at the boundaries. For a
listening test to compare the naturalness of conventional/proposed
methods, 100 Japanese place names were selected randomly and
synthesized. The ratio of naturalness was 1 to 3.3 (conventional
v.s. proposed) by four subjects.

1. INTRODUCTION

A speech synthesis system is one means by which humans can
communicate smoothly with machines. In the construction of such
a system, two steps are carried out: (1) Record speech data which
includes speech units (phonemes, syllables, etc.) used at the syn-
thesis stage; (2) Analyze the units into acoustical parameters and
register them into a database. At the synthesis stage, required (but
unrecorded) speech is generated by selecting and concatenating
the suitable units with or without signal processing. Recently,
speech concatenative systems [1, 2] are being widely developed,
and speech units are concatenated as they are.

In this method, when appropriate units are selected, the quality
of the synthesized speech is high enough. Additionally, since the
speech is constructed from the original speech sounds, the individ-
uality of the recorded speaker is easily reproduced. The appropri-
ateness or inappropriateness of a speech unit is affected by the fol-
lowing three elements: (1) the size of the speech database, (2) the
algorithm for searching for and selecting the appropriate speech
unit, and (3) the features which are used at the search algorithm.
Paraphrasing, if the size of the speech database is large enough,
then the variation of speech units increases, and appropriate units
can be found easily. If the algorithm and the features describing
the speech unit when searching are suitable, it is possible to evalu-
ate the unit's appropriateness accurately in the synthesized speech,
and the quality of the speech improves. However, these conditions
are not often satisfied. Especially, the size of the speech database
tends to be inadequate, so speech synthesis often takes place using
fewer speech units than required.

A typical example of the inappropriate selection of speech
units is when the phoneme environments of the speech unit pair’s
connection ends do not agree. Kawai et al. proposed a method
in which a list of the connection costs was employed based on the

lase/ — /&) + /Oy, se/
/kesa/ —  /ke/ + /O, sa/
4
fasa)  #  /a/ + /O, sa/
Q)]
fase/ —  /a, Ou/ + /se/
/kaki/ — /ka, Ou/ + /ki/
4
laki/  # /a3, O/ + /kif
(03]

Fig. 1. Problems in conventional synthesis method.
Unit boundary is defined as the start timing (case (1), /asa/
synthesis) or as the end timing (case (2), /aki/) of the transi-
tions.

evaluation of qualitative deterioration of synthesized speech which
were then entered into a unit search algorithm [3]. In the synthesis,
the connection timing information between vowels (‘V’, the last
phoneme of previous unit) and consonants (‘C’, the first phoneme
of the successive unit) is determined rigidly whether the phoneme
environments agree with each other or not. If the environments do
not agree, the problem described below occurs.

For example, in the case of a concatenative synthesis sys-
tem based on mora units (“mora (pl. morae)” is a unit of CV in
Japanese), if the speech /asa/ (“moming” in Japanese) is synthe-
sized from the first mora of /ase/ (“sweat”) and the second mora of
/kesa/ (“this morning™), the connection is executed at the phoneme
boundary between /a/ and /s/ of /asa/ and the boundary between
/e/ and /s/ of /kesa/. If the phoneme boundary is defined as “the
start timing of the fricative sound /s/ in the speech,” then the part
of the transition period (some pitches at the end of /kesa/’s /e/)
is included in the synthesized speech. As the result, the voiced
sound /e/ appears in the synthesized speech slightly, and the qual-
ity degrades. In order to solve this problem, if the definition of the
phoneme boundary is changed to “the end timing when the voiced
component disappears,” the quality of the synthesized speech ex-
plained above would improve. However, in other synthesis cases,
the quality degrades owing to the change of the boundary defi-
nition. For example, in the case of /aki/ (“autumn”) synthesized
from the first mora of /ase/ and the second mora of /kaki/ (*“per-
simmon”), if we adopt the “improved” boundary definition, the
fricative component of /ase/ is included in the synthesized speech,
and again, the quality degrades. These situations are illustrated
in Fig. 1. In the figure, “Opn, pn,” describes the “transition pe-
riod from ph, to ph,.” For example, “O,” is the transition period
from /a/ to /s/ in the case (1). It is clear that these problems are
caused by the rigid use of boundary information. In order to solve
the problems, we can introduce some kind of measure [4, 5] to
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lase/ —  /a/ + /Oyl +/se/
/kesa/ —  /ke/ +/0es/ + /53/
3
lasa/ =  /a/ +/0g/ +/sa/
eV
/ase/ —  /a/ +/0a/ + /se/
/kaki/ —  [ka/ +/Cax/ + /ki/
4
/aki/ ~ /a/ +/Oux/ + /ki/
@
lase/ —  /a/ + /0yl + /sel
/beni/ —  /bel/ +/Qeq/ +/0i/
4
/ani/ = la/ + /ni/
3)

Fig. 2. Concatenation examples with proposed method.
From the top: (1) the first phonemes of the successive units
correspond with /s/, (2) the last phonemes of the previous
units correspond with /a/, and (3) phoneme environments
do not match (/a/ # /e/ and /s/ # /n/).

be applied for the optimization of the concatenation point dynam-
ically. However, if the phoneme environment does not agree at the
concatenation point (e.g. /ani/ from /ase/ and /beni/), the measure
shows a large acoustical distance, and the optimization may not be
executed properly.

2. FLEXIBLE USE OF START/END TIMINGS OF
TRANSITION PERIOD IN SPEECH UNIT
CONCATENATION

In this paper, in order to solve the problems described in the previ-
ous section, we propose a method in which the concatenation tim-
ing of the speech unit is determined not by the phoneme boundary
timing but by the start/end timings of spectral transitions between
phonemes depending on the phoneme environment of concate-
nated units. The transition period is defined as the point when the
post phoneme first appears (start timing), and the end point when
the previous phoneme disappears. The concatenation point is se-
lected from these timings depending on the conformity of the end
phonemes of adjacent speech units which are concatenated. The
remaining part of this section gives some actual examples based
on the proposed method.

In the case of /asa/ synthesis as described in the case (1) of
Fig. 1, the first phonemes of the successive units are the same (/s/),
so concatenation is expected at each end of transition. That is,
from the speech /ase/, the part from the beginning of /a/ to the end
of the transition between the phonemes/a/ and /s/ (/Oas/) is clipped,
and from the speech /kesa/, the part from the end of the transition
/0es/ to the end of the speech is clipped, and they are connected
to each other. Likewise, in the case of /aki/ synthesis from /ase/
and /kaki/ (case (2)), the last phonemes of the previous units are
the same (/a/), and concatenation is executed at both beginning
points of wansition. Additionally, if the phoneme environments at
the boundary do not correspond (like /ani/ from /ase/ and /beni/),
the transition parts (0,5 and O.,) are not used for the concatena-
tion. The procedures are illustrated in Fig. 2. According to the
proposed method, the transition period would be skipped at syn-
thesis in case (3) in Fig. 2. Though it may cause the degradation
of synthesized speech because of the change of phoneme duration,
it is also expected that quality will improve due to the deletion of
the unnecessary transition period.

Table 1. Records in the database from the place name “ao’mori”

current unit  phoneme pos. and tone
ao silB—ao+m  silB-1L,2H+3L
mo 0—mo+r 2H-3L+4L
ol o-Ti+silE 3L4L+silE

3. GENERATION OF SPEECH DATABASE

3.1. Design of recording dataset and speech recording
Japanese place names were chosen as the synthesis target since
such have been used often in template synthesis. The original
data of the names were loaded from a home page of the Japanese
Post Office [6], and accentual information was added using a semi-
automatic method. The original number of names was about 120k,
and the count of unique sequence patterns (phonetic and intona-
tion) was 60,687. We call this the “synthesis target.” Based on
place names, we studied what kinds of speech units were needed
for the task, and designed the recording dataset which was in-
cluded in the units of the place names themselves and words whose
range of length was the same as that of the place names (3-8
morae). We adopted the “greedy method” (7] for the design. Addi-
tionally, we added names which include rare speech units in order
to be able to synthesize all the names in phonetic meaning. In
this way, 4,004 names/words were selected for the recording. The
recording list was constructed from the columns of the sequence
number in the list, Chinese characters with “hiragana (the Japanese
cursive syllabary),” and hiragana with accentual symbol. Speech
data was collected using a female narrator. The recording list was
separated into two parts (2,000 names/words each). The record-
ing of each part took two days. The recording conditions were:
soundproof chamber, monaural, digitally recorded 44.1 kHz sam-
pling frequency, and 16-bit quantization.

3.2. Database production from the recorded speech

The speech data was down-sampled to 22.05 kHz and clipped into
electronic files with 200 ms pauses attached at both ends of the ut-
terances. The total size of the electronic files was 252 MB. Apart
from the processing, the speech data was down-sampled to 16 kHz
for automatic phonetic labeling by a continuous speech recogni-
tion system, Julius [8]. The labeling results were modified by hand
as need arose, and the transition period information was added by
hand according to in-house standards.

These factors were adopted in classifying speech units:

o the sequence of CV* (C + any length of V sequence) [9, 10]
(hereafter “current unit™), pre/post-phoneme,

e the mora position of the current unit,

e and the accentual high/low information of the current unit
and pre/post-mora (‘H’ and ‘L’ were used for the notation.
In the case of type-0 accent which has no downfall of tone
during the word, the higher tone part was notated as ‘M’
in order to distinguish it from ‘H’ of the high tone of non
type-0 accent).

The reason why the CV* was chosen as the nucleus of the speech
unit was to avoid unnatural concatenation midway through the
vowel sequence. Table 1 shows an example of records in the
database for a place name sample “ao’mori.” The apostrophe /°/
denotes the “accent nucleus” when the tone falls from H to L at
the mark. The number and uppercase letter to the left of the “~"
indicate the position and tone of the “previous™ sound, and those
to the right of the “+” indicate these of the “following” sound. The
“silB” and “silE” denote the silence at the beginning/end of the
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speech. The total number of current units was 16,668, and the
number of unique units was 949. The total number of current units
in the synthesis target was 45,219, and its 16.9% (7,644) were in-
cluded in the recorded speech data. In each line of the record, the
start/end timings of the current unit and the length of the unit in
mora were included. If there was transition period at the ends of
the unit boundaries, they were also notated.

Though the number of current unit types tends to be enormous
under normal circumstances, if the target for synthesis is limited
(as in this study), the amount is finite. H/L information and mora
position were introduced as classification factors since the funda-
mental frequency of speech (Fp) is roughly the same in the group
of units which have the same mora position and the same H/L [11].
Additionally, the high/low information of pre/post-mora was intro-
duced for detecting the tendency of Fp changes at the concatena-
tion points.

4. SPEECH SYNTHESIS AND HEARING EXPERIMENTS

4.1. Synthesis procedure

Speech synthesis was executed by using the speech data described
above. The factors described in 3.2 were adopted as criterion for
unit selection. Additionally, the length of the synthesized name
(which includes the current unit) was also adopted as a factor since
the duration of the unit is affected by the length; a short word is
usually uttered slowly, so the phoneme duration is long compared
to a longer word. Though Mizusawa et al. proposed to adopt the
length itself for the selection of unit as a factor {12], the number
of factor classes would become massive and each class size would
be small, so we chose to classify the lengths into a few categories.

In order to decide the number of categories, the relationship
between the length of current unit and the length of word was in-
vestigated in two thousand words of the recorded data. Figure 3
shows the results. The x-axes are the length of the word (which in-
cludes the current unit) in mora, and the y-axes are the duration of
the unit in ms. The three plots describe 1 mora of the current unit,
2 morae, and more than 2 morae, respectively. R [13] is used for
the analysis. According to the analysis, it is revealed that the group
is split into two classes in each plot: (1) less than or equal to “the
length of current unit + 2" morae, and (2) others. In the case where
the current unit is 2 morae (upper right of Fig. 3), one class con-
sists of “less than or equal to (242=) 4 morae word length” with the
duration being 390 ms, and another class consists of “more than 4
morae word length” with the duration 310 ms, approximately. The
classification was adopted in the speech synthesis system as a se-
lection factor.

The speech signal was not touched except in the morphing pro-
cessing (the pitch structure is changed gradually from the previous
unit to the succeeding one) at the concatenated point in order to
suppress the clicking noise caused by waveform concatenation.

4.2. Perceptual experiments

One hundred stimuli pairs were selected from the synthesis tar-
get whose units were the same but whose concatenation points
were different between proposed and conventional methods. The
boundary definition of the current unit in the conventional method
was fixed at the end point of transition. Subjects played the sounds
arbitrarily by pressing corresponding buttons on a HTML based
GUL The order of the methods (proposed or conventional) in a
pair was arranged randomly. The subject was asked to judge which
synthesized speech was natural. If the timing difference between
the methods was not large enough, the difference of synthesized
speech samples would be negligible, so the subjects were allowed
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Fig. 3. The relationship between the current unit length and the
word length.
Upper left: current unit is 1 mora, upper right: 2 morae,
lower: more than 2 morae. The x-axes are the length of
the word (which includes the current unit in mora), and the
y-axes are the duration of the unit in ms.

Table 2. Preference scores of proposed/conventional methods

method mean S.D.
proposed 63.3 8.22
conventional 193  4.65

to judge the samples as having “equal naturalness.” Two male and
two female subjects, who were used to listening to synthesized
speech, were used. The subjects listened with headphones under
the noisy conditions of a business office. They were allowed to
listen to the speech samples as many times as they wanted.

5. RESULTS

The means and standard deviations (S.D.) of preference scores are
shown in Table 2 as percentages. The ratio of naturalness was
1 to 3.3 (conventional v.s. proposed). In the experiments, neu-
tral judgment for the naturalness was allowed, so the sum of the
means does not total 100%. There were 39 cases in which all the
subjects judged that the speech generated by the proposed method
was more natural. Two cases received opposite judgment (all the
subjects preferred the sound of the conventional method in these
two cases). This is discussed in the next section.

6. DISCUSSION

The t-test was adopted to test if the means are significantly differ-
ent. The ¢ value at a degree of freedom of 3 (= 4—1) and a level of
significance of 5% (t3,0.025) is 3.18. The sum of the t3,0.025 X S.D.
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Fig. 4. Patched waveform of synthesized speeches /ech/ of *“ShiNdeNbuke’cho:” and original speech samples.

of each method ((8.22 + 4.65) x 3.18 = 40.93) was not enough
to fill the difference between the means (63.3 — 19.3 = 44.00).
Therefore, the difference was significant at the level; that is, the
proposed method was significantly superior to the conventional
one.

One of the two cases in which all the subjects preferred the
sound of the conventional method was investigated. Figure 4 is the
patched waveform of the case with spectrogram, label, and time
scale in seconds. The left two waveform fragments are part of the
original (recorded) speech samples (/(k) ema/ (rec-1) and /ech (0:)/
(rec-2), ‘> describes that the previous phoneme is a long vowel),
and the right two fragments are the synthesized speech /ech/ in
“ShiNdeNbuke’cho:™ generated by proposed (syn-1) and conven-
tional (syn-2) methods from two recorded speech samples rec-1
and rec-2. Wavesurfer [14] was used for the plotting. In the figure,
label ‘T’ denotes the transition period and ‘TM’ and ‘M’ denote
the morphed part (‘TM’ is in a transition period). Pauses (‘#’)
are inserted between the fragments. Since the following phoneme
of the selected unit /ke/ (/m/) does not correspond to the target
phoneme (/ch/), and the preceding phoneme of the selected unit
/cho:/ (/ef) corresponds to the target phoneme, the transition pe-
riod between /e/ and /ch/ (the ‘T’ part of rec-2) was used in the pro-
posed method. Comparing the spectrograms of synthesized speech
samples syn-1 and syn-2, it can be concluded that the unnatural ap-
‘pearance of the high frequency component (6kHz-10kHz at 0.38s)
might cause the judgment in the experiments. Even though the
component in /ke/ in rec-1 fades away, the component in the tran-
sition period before /ch/ does not fade. This phenomenon sug-
gests that the inconsistent labeling affects the quality of synthe-
sized speech sensitively. Computational alignment may be effec-
tive for dealing with such problems.

7. SUMMARY

In this paper, a new method of label information usage for con-
catenative speech synthesis has been proposed. In this method,
the start end timings of spectral transition between phonemes are
used flexibly depending on the phoneme environment at the ends
of selected speech units in concatenation. Hearing experiments
were carried out using four subjects to evaluate the naturalness of
the synthesized speech compared to the speech produced by the
conventional method. The mean rate of the preference score was
63.3% for the proposed method and 19.3% for the conventional
method. The ratio of naturalness was 1 to 3.3 (conventional v.s.
proposed), and this difference is significant. We plan to improve
the method by studying the mechanism further regarding why the
conventional method was preferred in some samples. Additionally,
it is important to establish a procedure for consistent labeling.
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