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ABSTRACT 

η1IS paper pres巴nts insights gain巴d from op巴rating a public speech
oriented guidance system. A real-environment spe巴ch database (3∞ 
hours) coll巴cted with由e syst巴m over four years is described飢d
analyzed regarding usage frequency， content and diversity. Hav
ing the first two years of the data completely 町anscribed， simula
tion of system development and evaluation of system perform釦ce
over time is possible. The database is employed for acoustic and 
language modeling as well as construction of a question and answer 
database. Since the system input is not text but speech， the database 
enables also research on open-dom出n speech-based information ac
cess. Apart from that research on unsupervised acoustic modeling， 
language modeling and system poロability c釦 be car討ed out. A per
formance evaluation of出e system tn an e訂ly stage as well as late 
stage when using two years of real-environment data for constructing 
all system components shows the relative impo口組ce of developing 
each system component. ηle system's response acc山富cy is 83% for 
ad叫ts and 68% for children 

lndex Terms- Guidance System， Real Environment， ASR 
Models， Q&A Database 

1. 町TRODUCTION

Many researchers have been trying to build spoken dialogue systems 
by implementing a truely in畑山ve human-machine interface， inte
gr叩ng speech reωgnition and language underst釦ding technology 
However， only very few systems have been accepted widely as as a 
conveni巴nt and user-制endly interface to the underlying service 

Spoken dialogue systems may be categoriz沼:d into rather system
命iven， goal-oriented systems and ra出直r open-domain， access
oriented sys飽ms. Examples for goal司oriented systems are ftight 
reservation [1]， train reservation [2] or bus information [3]. The sys
tem's s∞pe is most often defined by the develo伊r and the dialogue 
emerging from using such systems is mωt often system-driven. The 
dialogue grows in length mainly due to rnisunderstanding by the 
system or system s回tegies t冶avoid rnisunderstanding 百e co岨
venience of such systems for the user may be questionable in gen
eral. The陀紅e lmrnense陀:search efforts for automatically learning 
dialo忠le s甘ategIes合'om dialogI腿corpora， e.g. [4]. Since血e opu
mality of a dialogue s町ategy itself depends on出直 user model [5]， it 
is hard to say which s甘ategy to pr官fer.

Access-oriented dialogue systems such as for call routing [6]， 
Speech-activated text 陀出eval [7] or speech-oriented gui伽nce [8] 

Ap訂t of血is work is supported by the MEXT COE and e-Society 
project， Japan 

Fig. 1. Speech-oriented guidance system“Takemaru-kun" installed 
at山e North Comrnunity C巴nter in Ik:oma City， Nara Prefecture， 
Japan 

紅芭m創n1y user-driven and give a much more direct and immediate 
response to the users input. ηús avoids lengthy rnisunderstanding 
初d clarification dialogues. lf the system's response is not as ex
pected，出e user cωimmediately reformulate his request or just give 
it a second位y. An important aspect of such systems is， that they 
are open-dom創n. The scope of such systems is in the end more de
terrnined by the users' inputs and less inftuenced by the developers 
idea�. From these circumst釦ces arises the necessity to update白E
models of the ASR engine and the content database to generate a 
satisfying response for each user input. 

This paper reports about insights g泊ned from development 
and long-term operation of 出e speech-oriented guid組ce system 
Takemaru-kun [8]. After briefty describing the system's architec
ture， an analysis of speech colle氾ted with the system installed in a 
real environment over four years is given. The database opens up re
search opportunities on problems such as language modeling， acous
tic modeling， speech-based information access， system po口ability
and unsupervised model construction. Wi出 the白rst two years of the 
data being completely labeled and transcribed by humans， perfor
mance simulation of由e system over time for various development 
techniques of the system components is also possible. An evaluation 
of血e system when using a few month vs. two years of labeled data 
shows the relative importance of e仔ûrt for cons汀ucting the acoustic 
model， language model and the question and answer database. 
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Figure 3 shows the variation of collected inputs over time. 1.ρcal 
peaks in the number of inputs are reached during the summer holi
days in August 2∞3 and August 2∞4. Most of the inputs 釘E仕om
children showing that出巴Takemaru system is 釦 easy way to collect 
spontaneous children speech. The average number of daily inputs 
during 2005加d 2∞6 is larger than in 2∞3 and 2004目
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Figure 2 shows a block diagram of the spω:ch-oriented guidance sys
tem. User input is recognized in p紅a1lel wi白 a children and adult
d巴pendent acoustic (AM)釦d language model (LM). Voice activity 
detection副m.伽based r明tion of too noisy or nonverba1 in
puts is integrated in出e open-source LVCSR engine Julius (9). 百le
age group of the speaker is detennined based on白e acoustic likeli
hood. A multimoda1 response using voice， grap悩CS， text and anima
tion is selected from a separate Q&A database for each age group. 
Response selection is based on a similarity measure between the n
best recognition hypo出eses and example questions. The response 
score is defined by the number of matching words divided by the 
maximum number of words in a hypothesis and the example ques
tion. More details about the architecture， a performance eva1uation 
of adultlchild discrimination， r，句ぽting unusable input (both having 
組 accuracy greater th釦85%)組d preliminary results of ASR per
formance have been reported in [8， 10) 

2. SYSTEM ARCHITECTURE 

50∞ 

.0-e'&0.令。

。【、
守。。N

ao
 

曲。ト。唱。問。寸O円。NO

仏山

-(〕\寸。。N
m

N【

ι山

コ

山1

担

白

戸、戸、

alu

∞O

Y 

ト。市出。問。守。円CN。-O\円
。。N

N【【-
N
SN

凸U

Fig. 3. Statistics of speech and noise inputs collected during白e first 
two years which is transcribed completely. 

How many inputs are from出e same user or from出e same group
of users is shown in Figure 4. This statistic was detennined auto
matically using only valid speech inputs and assuming a maximum 
inter-utterance pause of 20 seconds between every usage目The graph 
indicates出at most of the users have more than one question. 
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Fig. 2. The system's main b凶lding blocks 

The speech data collected over a1most four ye釘S合om November 
2∞2 to August 2∞6 is shown in Table 1. Inputs collected from 
the beginning until September 2004 are 釘e comp1ete1y transcribed， 
lab巴led wi出 tags (e.g. noise) and c1assified subjectively into five 
speaker groups: preschool children， elementary school children， 
junior-high school children， adults 組d elderly persons目 Given 出e
ratio of speech vs. noise is 5: 1 for the label巴:d dataぉgiven in the ta
ble， it may be assumed that approx. 250 hours of speech and approx 
50 hours of noise data have been collected in tota1. 

3. DATA AND STATISTICS 

25 

Fig. 4. Automatical1y obtained usage statistic. Frequency of utter
釦ce sequences with inter-utter釦ce pauses less than 20 seconds and 
from the s創ne speaker group 

5 10 15 20 
Number of Turns I Usage 

Table 2 shows a classification of va1id spe唱ch inputs into eight 
m勾or categones.百e statistic is given for批四ningぬta (白白rst
two years) based on automatical1y detennined responses and for the 
test data (one month) based on human-made responses. Most of 
the inputs are of genera1 na旬re， greetings or related to出e animated 
character. The possible r凶sons for 出is 1arge share (about 80% for 
children and 65% for adu1ts) are出創出巴 system is user-企iven and it 
employs a computer graphics agent to give出e user a virtua1 oppo
nent to talk to. Apart from that，由e user inputs are mainly informa
tion requests related to出e community center， I.koma city (由e place 

Table 1. Speech data collected with T:法emaru-kun: relative share， 
tota1 number and tota1 duration noise and speech inputs for each 
speaker group. 

巴亙亙
I Preschool Children 

Elementary School 
Junior-high School 
Adults， Elderly 
Noise， Non-Verba1s 

| Labeled I.nputs I 
| Unlabeled I.nputs I 
|お凶# Inpu臼 | 
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Table 3. Contents of the question & answer database for the baseline 
飢d the updated system. 

Table 2. Classi自cation of collected speech inputs by response sen
tences into sub-domains. which were obtained 合om飢 automatJc
evaluation result of由e汀aining， and from a human evaluation of白E
test data. 

Table 4. Takemaru speech data employed for building the baseline 
and updated acoustic models. 

Tr包ning
Method 

hlAP Adaptation 
F-B AIgorithm 

UUerance 2 years / Auto. Test/Hum創3
Classificatio日 Adult I Child Adult I Child 

General， Greeting 4 1.6% 48.0% 38.6% 43.5% 
Takemaru-related 24.0% 32.2% 26.2% 34.2% 
Web-Search， HP 2.4% 2. 1 %  1 .5% 0.7% 
Weather， News 7.8% 3.5% 9.0% 4.4% 
Time， Date 2.6% 3.6% 5. 1 %  5.5% 
Ikoma City 7.4% 3.0% 5.8% 2.9% 
Community Center 1 1 .6% 7. 1 %  12.4% 8.3% 
0出巴r 2.5% 0.5% 1.5% 0.5% 

by humans.百1e updated database is obtained by adding inputs of the 
same surface form with an occurrence frequency 2: 2 among all data， 
and adding missing response sentences. While there is a relatively 
large increase in the number of example question丸山巴 number of 
necessary response types increased only by one自負h from 3∞ to 
358 types 

The number of training data for building the acoustic model is 
given in Table 4. An initial acoustic model is built using a large-scale 
read speech database of Japanese Newspaper Artic1e Sentences [1 1]. 
The baseline models are obtained via MAP adaptation employing 
the first five months of coUected data， the updated models by re
甘aining the initial acoustic model wi出 using the forward-backward 
algorithm 百1e acoustic model is a context-dependent phonetic-tied 
mixture model [12] for real-time decoding. 

Table 5 shows 白巴 training data for building the bigram and 
凶gram language model employed by Julius d町ing first 釦d sec
ond pass decoding. Since only relatively few utter加ce tr釦scrip
tions were available when cons位ucting the baseline model， a large 
amount of text data from webpages of Ikoma city and hypothesized 
user questions were employed additionally. After building a sepa
rate model for each text data source， the models are merged with 
weighting coefflcients 0.4 (web)， 0.4 (questions) and 0.2 (transcrip
tions)飢d perforrning complementary back四O仔as implemented in 
the mergelm t∞1 mentioned in [13]. The updated model is built 
from 白e utter如ce transcriptions of two years employing Kneser
Ney sm∞出ng wi白血e SRILM t∞lkit [14]. Since the number of 
tr創ning data is rather few for language model training， an initia1 
language model using all data is constructed白rsl. The final adult 
and child model is obtained by merging the adult and child-specific 
model with the all data model， respectively 

and area were the system is installed)， wealher， news， time， dale and 
webpage access. 

The diversily of user inpuls can be measured by their entropy 
Figure 5 shows the overall word enlropy when p∞ling lhe words of 
all transcribed speech inpulS from lhe beginning of data collection 
up to certain points in time目Although entropy is increasing steadily， 
the relative increase in the last months of the自rst two years is low 
Furthermore， while the relative share of words occurring the品rst
time is between one and two percent during the 自rst months， the 
share drops below a half percent after two years. This indicates， that 
the relative scope of the open-domain guidance system installed in a 
public place is almost deterrnined after about two years in operation 
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Fig. 5. Word entropy of transcribed sentences. Relative share of 
words occurring由e first time. 

Table 5. Number of 町出ning sentences employed for training the 
baseline and updated language model. 

4. OVERALL EVALUATION 

τò巴 speech-oriented guidance system is evaluated at two stages: The 
baseline system which was b山1t using transcribed data from almost 
five months col1ected until March 2003， and the updated system em
p10ying transcribed data from the自rSl lwo years Language Model 
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Mld Training Data Adult I Child 

Web-Text Data 1，080k 1 ，080k 
Hyp. Questions 6k 6k 
Transcriptions 8k 17k 2 1 k  1 15k 
Vocabulary Size ぉ42k :::::: Ilk 

4.1. System Configuration 

Table 3 shows the contents of the Q&A database. The questions for 
the baselir】e system are taken合om the utterance 甘anscriptions of lhe 
first five months. The corresponding system responses are devised 
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Table 6. Evaluation: baseline system， independent update of山e
acoustic model (AM)， language model (LM)， AM and LM (A+L)， 
questlOn加d answer database (DB)，組d update of all system com
ponents (Updated). 

Results I Base I AM I LM I A+L I DB I Updated 

Word Acc. 84.2 

WordCor 89.8 

Resp. Acc. 75.5 (83.1) 

Word Acc. 66.9 

WordCor. 74.8 

Resp. Acc. 61.1 (67.8) 

4.2. Experimental Result 

The system is evaluated with 1，052 adult and 6，516 children utter
ances collected August 2∞3. About one third of the test sentences 
do not appear in identical form in the Q&A database. The result is 
shown in Table 6. The overall performance is lowest for the baseline 
and highest when updating all system components. When indepen
dently upda回g出e baseline system's components， the relative im
po巾nce of developing each system component can be assessed. The 
largest improvement is obtained by updating the question and an
swer database. The update of the acoustic model is impo口組tm出e
second place. Least important seems to be an updat巴of the language 
model. Although ASR perfoロnance increases， the syst巴m's response 
accuracy did not improve. The synergetic effect when updating all 
system components is most remarkable. The system's response ac
curacy (RA)， i.e 由巴perèentage of co汀ect responses， reaches 76% 
for adults and 61 % for children. Here. the RA is calculated automat
ically based on a one-toーone correspondence of user inputs to system 
responses. The白羽e RA is actually even higher as determined by a 
human evaluation and is given in parenthesis in Table 6. 

5. CONCLUSION 

Achievements and insights from development and long-term oper
ation of a speech-oriented guidanc巴system were repo此ed. A real
environment speech database wi白 300 hours real data has been col
lected. An analysis of the transcribed data shows， that the sys
tem is suitable to collect large amounts of spontaneous children 
speech. The diversity of collected user inputs measured by word 
en町opy does not increase much after two years. Most of白e sys
tem's users have more白an one question， but出e share of utterances 
concemed with gr'巴eting and general interaction is large. An eval
uation was carried out for comp叩son of the baseline system in 釦
early stage against systems with independent updates of each system 
component. Most important seem to be e仔'orts regarding 出eQ&A
database， followed by the acoustic model and the language model 

6. FUTURE WORK 

The speech database was already employed for research on unsu
pervised selective紅白ning of acoustic models [15]. It remains to 
investigate unsupervised language model constructio口組d possibil
ities for automatic derivation of a satisfying user response from the 
world wide web instead of costly efforts by human designers. 
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