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ABSTRACT 

This paper describes two fiexible frameworks of voice conversion 
(VC)， i.e.， one-to-m姐yVC and m組y-to・oneVc. One-to-many VC 
rea1izes the conversion企om a user's voice as a source to arbi住ary
target speakers' ones and m組子to・one VC rea1izesぬe conversion 
vice versa. We apply eigenvoice conversion (EVC) to both VC企血b
works. Using mu1tiple paral1el data sets∞nsisting of utte;ance­
pairs of the user and mu1tiple pre-stored speakers， an eigénvoice 
Gaussian mixture model (EV-Gtv仏のlS紅白ned in adv組�. Unsu­
pervised adaptation of血e EV-GJI.仏-1 is avai1able to con命uct 也E
conversion model for arbitrary t紅get speakers in one・to・mà早yVC
or arbi住ary source speakers in m姐y-to・oneVC using 0凶y a smal1 
amount of白出speech data. Resu1ts of various experim阻ta1 eva1ua­
tions demons位置te 也e effectiveness of血e proposed VC企ameworks

lndex Terms- Speech syn也esis， voice∞nversion， eigenvoice， 
one-to・m組y， many-to・one

1. INTRODUCTION 

Voice conversio也(VC)is a technique for∞，nvertmg a ω巾in speaker's 
voice inωano白er speaker's voice [1]. One of 明日a1 VC企ame­
works is a statistica1 approach using a conversion model such as a 
Gaussi組 mぽture model ( GJI.必1) [2] for repr官senting joint probabil-
ity density of source and target acoustics [3]. The convぽsion model
is bぉical1y 位創ned in advance using a paral1el data set∞nsisting of 
utteran∞-p創rs of the sour∞ 組d血直target speakers. lt suc∞ss血lly
converts any speech sample of血e source speaker into that 0 f血e
target speaker. lt is no doubtfu1 that VC is a usefu1 technique and 
th直re are a lot of applications of using it. However， it is doub泊d
whether the VC企amework requiring para1lel data is acceptable for 
rea1 users. 1t is more convenient to enable the凶er to∞W官rto明n
voices into 白e desired voices even if he doesn't obta血組y spαch 
samples of血直target. VC企om arbitrary speakers inω也.e user a1so 
seems usefu1 for generating vario叫151釦guages as if uttered by 也c
user. In ordぽ to rea1ize handy VC applica出国， it is essentia1 to 
make theVC企amework moαfiexible

One prornising approach for fiexibly∞ns回cting the ∞nver­
sion mode1 for the desired speaker-pair is to e叩loit voices of 0也er
speakers as a prior knowledge. Mouchtaris et a1. [4] pro伊sed a non・
paral1el佐auung me也od based on ma氾mum likelihood ∞m仕ained
adaptation of a G1必4回ined wi也 組E氾s回g para1lel data set of a 
di鈴rent speaker-pair. 1wぬashi and S勾isaka [5] propωed a∞nver­
sion me也od based on sp巴汰er interpolati心nWl也 mu1tiple pre-stored 
spe法ers' voices. By integrating those two ideas such as adapting the 

∞nversion model and using m組y pre-stored speaker's voices into a 
unified VC企amework， Toda et a1. [6] proposed eigenvoic沼conver­
sion (EVC) based on eigenvoiωs 也at was original1y proposed as a 
speaker adaptation techni午1e in speech陀∞gnition [7] 

This paper describes one-to・m釦ゲVC and m釦y-to-one VC as 
aexible VC企'ameworks One-to・manyVC rea1izes也，e conversion 

Thanks to MlC SCOPE-S and MEXT e-Society leading pr句ect for sup­
porting this research凹part

企'om a source speaker's voic唱into arbitrary target speakers' ones 
組d many-to・oneVC rea1izes the conversion vice versa. The e能c・
tiveness of EVC in one-to・many VC has been reported in [6]. It is 
expected血atEVC works in many-to-one VC as well. This paper ap­
plies EVC into not on1y one-to・m組lyVC but a1so many-to-one VC 

Various experimenta1 eva1uations are conducted for demons回回g
曲目佐伯veness of血e proposed VC frameworks based on EVC 

The paper is organized鎚fol1ows. Section 2 describes企ame­
works of one-to・m組yVC and m組y-to・oneVC. Section 3 describes 

EVC. Section 4 describes e却erimenta1 eva1uations. Fina11y， we 
surnmanze 也is paper in Secti佃5.

2. ONE-TO-MANY VC AND MANY-TO-ONE VC 

Frameworks of one-to・m組lyVC 組d many-to・oneVC consi針。f two
main pro∞sses， i.e.， 1 )回ining and 2) adaptation and conver宮ion.
The 回ining pro∞ss employs multiple para1lel也ta sets∞nsisting 
of utterance-pairs of the so町ce speaker， i.e.， a user and many pre­
stored target speakers in one-to・manyVC or vice versa in many-to・
one VC. Namely， those 企ameworks assume出at 白e user utters a 
prepared sentence set 0凶y once. Voices of m組y pre-stored speak­
ers uttering the same sentence set need to be recorded in advance. 
Around 50 phonetical1y ba1anced sentences wou1d work proper1y as 
the sentence set. Those paral1e1 data sets cause the conversion model 
capturing 也E∞πelation between 也E凶er's voice and many speak­
ers' voices， which is e島ctively used as a prior knowledge in the 
model adaptation. 

τ'he conversio且model is adapted to arbi住ary target speakers in 
one-to・many VC or arbitrary sour∞ speakers in many-to・one VC 
using only白eir speech data without 組y linguistic restrictions. And 

白en， VC is performed with the adapted conversion mode1. There­
fore， we don't have to newly prepare a para1lel data set between the 
user and 也e arbi仕ary speakers. Moreover，也e amount of adaptation 
data is considerably reduced by exploiting the prior knowledge 

3. EIGENVOICE CONVERSION (EVC) 

This section describes a framework ofEVC in many-to・oneVC. It is 
s四位由rward to apply EVC to one-to・m組y VC by replacing白
so町ce and the target each other as described in [6] 

3.1. Eigenvoice Gl'岱1(EドGMl'1)

We employ 2D-dimensiona1 acoustic features X t = [æ[， Âæ[] T 

( s口町∞ speake内) and Yt = luJ ，AuJ] T
( ta取t speake内)∞n­

sisting of D-dimensio回1 static 組d今回血ic features， where T de­
notes transposition of 也e vector. An EV-GMM represents 也e )omt 
probability density as fol1ows: 

pば(Xt ， Yれ川 t I 入(但EV円) ) = εと乙1 α向包N(Xt，Ytじ; μ;?X，Y竹)' 2j? X，r川Y町) )，， 
μm 一 IB酎r j? Xい b可ザrj??X幻) (卯州)1 � (X，Y) 一 I:E叫:E;XX) :E判rj?X円包 一| μ;Y刊) l ' “包 -|8;YX) 2jYY)刊l '
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Figure 1 sh.ows mel-ceps位al dist.orti.on when v，紅がng the number .of 
t釘get adaptati.on sentences and the number .of representative vec・
t.ors .of the EV-G�削. When the number .of representative vect.ors 
is small，血mαease .of the number of adaptati.on sent回目:s doesn't 
cause any impr.ovements .of the spec仕al ∞nversi.on-accuracy due t.o 
the small number .of企ee paramet飽e隠tω.0 be adapted. The c∞.onvers1剖1ω.on-. 
accu町racy i包s improved by i血ncαrea笛si血ng t血he number .of repres岱en凶tat“ivee 
vecωtω0跨 M也伽0叩ugゆhi抗tm凹1酔酔tbe 戸附s路SIめble 也血且t 血血E ∞町nve師rsi.on佃n-叫c叩u町rac句y 
i岱sd必egra叫de吋dd伽ue t.o 也e .over-住創ning when using a large number .of 
representa即e vecωrs 組d a small number .of adaptati.on senten∞s， 
such a回nd凶 n.ot .observed even if using all .of representative vec­
t.ors， i.e.， 159 vect.ors. Theref.ore， all .of representative vect.ors were 
used in the f.oll.owing e将erÎments. Whenωing a larger number 
.of pre-st.ored speak白色it seems necessary t.o determine the number 
.of representative vect.ors appropriately ac∞rding t.o the am.ount .of 
adaptati.on data because the number .of available representative vec・
t.ors als.o increases. 

Figure 2 sh.ows mel-ceps仕al dist.orti.on as a functi.on .of the num­
ber .of mixtures when varying the number .of target adaptati.on sen­
tences (.or 位制ning sentence-pairs in也e c.onventi.ona1 VC)日 als.o 

The spectral conversi.on is s回ightf.orwardly perf.ormed with the adapted sh.ows a result .of白∞nversi.on with the target independent 邸側
EV-GMM. This paper empl.oys也e ∞nversi.on meth.od based .on m叙・ (“T百1-圃G勘臥削1"
i血mum likel出i血h.o∞ode凶剖飢s幻凶t“i血ma組U凶0阻n ∞凶凶1地d化ering 偽r唱E岨1おc fea出a凶Eωs [8]. pr.oved by increasing the number .of mixtures beca凶e the j.oint prob ・

where N(z;μ，1::) sh.ows也e n.ormal distributi.on with a me組 vec­
t.orμand a c.ovari組∞ ma回1::. The i也 m油田 weight isα‘ 

The t.otal number of mixtures is M. In m組ly-t.o・one VC，也e s.o町ce
mean vect.or f.or the i血mixture is represented as a linear c.ombina­
ti.on .of a bias vecωr b;X) (0) and representative veωmBjX)= 
[b;X) (1)，' .. ，b;X) (J)J百日阻.ber .of均悶出ative veωrs is 
J. The s.ource speaker individuality is contr.olled with .only the J­
dimensi.ona1 weight vect.orω=[ω(1)，・ 川(JW. This paper 
empl.oys diag.onal c.ovariance matri∞s 

3.2. Training ofEV-GI\処置

Firstly， a s.ource independent G�仏1 is 仕ained using all .of也e m叫­
tiple parallel 白ta sets simultaneously. And then， each source de・
pendent G�仏4凶位創ned by updating .only s.o町∞ mean vect.ors .of 

也e s.our∞ independent G�必1 using each .of the multiple parallel 
data sets. As a s.ource dependent paramet釘， a supervect.or f.or each 
pre-st.ored s.ource speaker is ∞m回cted by ∞ncatenatmg也e s.o町ce
me組 vect.ors of each of the s.ource dependent G�仏1s.The bias and 
representative vect.ors， i.e.， eigenvect.ors are determined with princi・
pal ∞mp.onent 組alysis (PCA) f.or all s.o町ce speakers' supervect.ors 
Finally， the EV-G�仏1 is c.onstructed wi白血e resulting bias and rep­
resentative vect.ors and parameters .of the s.ource independent G恥仏4

1t is essential t.o m.odel ph.onemic features 組d speaker dependent 
features separately wi也白eEV-G�仏1. In order t.o d.o it，也E∞rre­
spondence .of each mixture into a phonemic space sh.ould be the same 
m也e every s.ource dependent GMM. Because the s.ource dependent 
G�仏1s are位ained w悩lefì.泊ng probability density血且cti.on .on血e
target spa∞as menti.oned ab.ove， the ∞rresp.ondences beれlVeen indi・
vidual mixtures and也e target ph.onemic spaces are kept c.onsistent 
in all .of也e GMMs. M.ore.over， because也.e phonemic space .of也e
target is aligned t.o血e same phonemic space .of也e s.o町印due t.o 
parallel data， the every G恥仏1 has the consistent c.orrespondences 
.of individual m.ix知res int.o both the s.our切組d也e target ph.onemic 
spa∞s. C.onsequently， a subspace representing speaker dependent 
features is ∞nstructed with the resulting supervect.ors of which vari­
ati.ons capture n.ot ph.onemic differences but di島rences .of the s.o町ce
speaker individuality. 

3.3. Unsupervised Adaptation ofEV-GMM 

The E平G恥仏1 is adapted f.or arbi回ry speakers by estimating the 
.optimum weight vect.or f.or given the仕speech s岨ples明白.out any 
linguistic inf.ormati.on. F.or example， in m組y-t.o・.one VC， the weight 
vect.or is estimated s.o血at a likelih.o.od .of血e marginal distributi.on 
f.or a time sequence .of也e glven sour∞features .x (加) is m似血由d
[6] as foll.ows・

⑪ =  argmax!p(x(tar)，YI入(EV))dY.
Because the probability density is modeled with a G恥仏企EM al・
g.on血m is used f.or the estimati.on. This paper employs也e spe紘er
independent G}.仏1 f.or perf.orming the fìrst E-step pr.ocess 

In .one-t.o・many VC， EVC realizes the converted speech wi也
vari.o凶 v.oice characteristics by man回目y manipulating the weight 
vect.or. 1t is p.ossible t.o realize the weight vect.or m.odifying vari.ous 
speech ac.oustics simultane.ously by using supervect.ors including tar­
get dependent parameter芭.of the c.onversi.on m.odels f.or the individual 
speech a∞凶t1cs
3.4. Conversion with EV-GI\但刈

4. EXPERI島fENTAL EVALUATIONS 

4.1. Experimental condi“ons 

In .order t.o 位包n EV-G�仏1s in .one-t.o・m釦，y VC 組d m組y-t.o・.one
VC， we used 160 speakers c.o凶isting of 80 male and 80 female 
speakers as the pre-stored speakers τbese speakers were included 
in Japanese Newspaper Article Senten∞s(JNAS)ぬtab蹴[9].Each 
.of them uttered a set .of ph.onetically balanced 50 sentences. We 凶ed
a male speaker n.ot included in JNASぉ血e s.ource speaker in .one­
t.o・many VC .or也e target speaker in many-t.o・.one VC， wh.o uttered 

也e same sentence sets as uttered by the pre-st.ored speakers. More 
detail c.onditi.ons are described in [6]. 

In .order t.o evaluate the perf.ormance .of unsupervised adaptati.on 
.of也eEV-GMM， we ∞mpared EVC wi血 the conventi.onal VC. We 
凶ed ten test speakers c.onsisting .offì.ve male and fì.ve female speak­
ers wh.o were n.ot included in血e pre-st.ored speakers. Th.ose speak­
ers uttered 53 sentences也at were als.o n.ot included in the pre-st.ored 
data se包The number .of a白ptati.on senten∞s was varied企.om 1 t.o 
32. The remaining 21 sentences were used f.or evaluati.onsτbe c.on­
venti.onal VC位創ned GMMs f.or the c.onversi.on between individual 
speaker-pairs using their parallel位aining data sets. 

In .order t.o dem.ons回te白e e島ctiveness .of the manual weight 
con位。1in .one-tcトm組y VC， we investigated changes .of the c.onverted 
parameters when varying the weight se凶ng. F.or contr.olling vari.ous 
speech ac.oustics， supervect.ors wereω凶回cted by c.oncatenating 
n.ot .only target mean vect.ors .of GMMs f.or the spec位al conversi.on 
but als.o vari.ous parameters suchぉtarget me組 vect.ors .of G加岱1s
f.or也e aperi.odic ∞nverslOn， a mean vec伽.of gi.obal variance (GV) 
.of spec回1 features [8]， 組d parameters f.or the Fo c.onversi.on 

We 凶ed mel-ceps住umぉa spec甘al feature. The伽t血r.ough
24凶mel-ceps回1 coe伍cients were ex位acted企.om 16妊王z sampling
speech data. The STRAIGIIT組alys岱me也.od [10 ] was empl.oyed 
f.or the spectral ex回cti.on. A simple linear c.onversi.on 明白 means
組d st組也rd deviati.ons .of!.og-scaled Fo .of也e s.o町∞組d也e target 
speakers was empl.oyed in也e Fo c.onversi.on. 
4.2. Objective evaluations 

4.2.1. Unsupervised adaptation in one-to-ma砂vc

IV・1250

口6no
 



j100 
長50
@ > 
...， 520 '" 
e 10 
'"旬。』

匂・唱。
』'" 

A 
自
国z 2 3 5 10 20 30 

Number oftarget adaptation sentences 

Fig. 1. M el-cepstraI distortion on each combination of the number of 
represent呂町e vectors and the number of target adaptation sentences 
m one-to・m釦y VC. The number ofmixtures is set to 128. 

ability density is accurately represented with more∞mplex models 
However， by fur也er mαeasmgIt，出e∞nversion-acc町acy starts to 
be degraded due to the over-training. Consequently， as也e amount 
of佐aining data凶larger， the optimum number of mixtures increases 
and the∞nversion-accuracy is improved 

One・to・m組.y VC is a conversion process from a single input 
feature into multiple output features. It is reasonぬle白at the target 
independent G1-仏，f doesn't work because白at model just converts 

也e sourωfeatures into血e average features among pre-stored target 
speakers 

EVC works much better 也組 the conventional VC when us・
ing the small amount of target adaptation data because information 
of pre-stored target speakers 凶 effectively used鉛a prior knowl­
edge. The conversion-accuracy is improved by increasing the num­
ber of mixtures. The over-training effect is not observed even if 
using 5 12 mixtures because血e amount of紅白ning data of也eEV­
G陥!I is enough large. A 1也ough a larger細ount of adaptation 
data also causes improvements of the conversion-accuracy， those im­
provements are not so large when increasing over two adaptation 
sentences because of the limited number of adapted par.姐eters

4.2.2. Unsupervised adaptation in many-to・one VC 

Figure 3 shows mel・cepstral 必stortion as a function of the number 
of mixtures in many-to・one VC when varying the number of source 

油.ptation sentences (or岡山ng sentence-p間). It also shows a 
re叫t of勘conversl個別曲the source independent G刷(“SI・
G.t-.仏1").The∞nventional VC has也e same tendencies as shown in 
one-to・manyVC.

We can observe com.pletely di能rent re叫ts between m組y-to・
one VC and one-to・many VC in白e speaker inde.pendent Grv仏!Is，
i.e.， 11・GMM and SI-G1-仏!I. The so町ce inde.pendent G.t-.⑪{ works 
as 也e conversion model in m血y-to・one VC. M組y-to・one VC is 

K∞nversion .pro∞ss from multi.ple input features into a single 
output feature. Therefore，也e conversion reasonably works if 組
in.put feature s.pace including characteristics of various speakers is 
modeled precisely. In fact， the ∞町'erslOn-acc町acy is im.proved by 
increasing the number of mixtures because a more∞mplex model 
is effectively used for representing feature spaces of various source 
speakers. However， different speakers have different acoustics for 
the same .phonemes in general. Therefore， even if acoustic features 
are similar，血ey don't always ca.p旬re也e same .phonemic features 

The so町ce inde.pendent GMM may cause白e ∞nversion between 
di島rent .phonemic s.paces 
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on the other hand， the EV-G.t-.仏，f separately models phonemic 
features and speaker dependent features on the acoustic space with 

白e subspace e箇ciently represen出.g only the speaker in必viduality
Because it is adapted to組 arbitrary so町∞ speaker while keeping a 
∞πespondence of phonemic spaces between也e source and也.e tar­
get features， the conver宮ion-accuracy is better也an也at of the so町ce
independent GMM. A s  described in one-to・many VC， EVC in m組y­
to-one VC also works much better than the conventional VC when 
using a small amount of也e source adaptation data 

4.2.3. Manual weight control in one-ω-ma砂VC

Figure 4 shows組 exa血ple of acoustics of組 input voice組d con­
verted voi∞s when modifシing o凶y血efirst coe缶cient of the weight 
vector while keeping也e o血erszero. Every acoustic feature effec­
tively changes by manipulating only也e single parameter. Spec泊­
cally，組血α'ease of也efirst weight coefficient ca凶es a higher Fo 

ωntoぽ姐d formant 出合s toward higher frequencies. Results of 
an informal listening test showed白紙血efirst representative vector 
seems to capture gender information of 血e target speakers. This 

出nd has also been found in lTh必f・based speech巧rnthesis based on 
elgenvol∞s [ 1 1] 
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Fig. 4. An example of waveforms， Fo∞nto町s，組d spectrograms of in也、rid回1 voices at a sentence fragment“n eQk i n o y∞n a m o n o  
g a m i n a g i r u."伽lythe first weight coe飽clentω(1) is manually varied in one-to・manyVC， where σ is  the first principa1 ωmponent 

4.3. Subjective evaluations 

We ωnducted an opinion test a且d an XAB test for eva1uating the 
perform組ce ofEVC compared with the conventiona1 VC in one-to・
many VC. In也e opinion test， listeners eva1uated speech qua1ity of 
the converted voices using a 5・point sca1e (5: excellent， 4: good， 3: 

fair， 2: poor， 1: bad). In也e XAB test (X: target speech， A and B: 
∞nverted voices with EVC 組d也e conventiona1 VC)， 1凶teners were 
asked which converted speech sounded more simi1ar to the target 
speech. The number of 1isteners was five. The number of mixtures 
of也.eEV-GMM was set to 512. on the other hand， the number of 
m氏側res in the conventiona1 VC was set to the optimum va1ue for 
each t紅get speaker 組d the each number of甘aining senten∞s in the 
sense of也e spec位a1 conversion-accuracy 

The resu1t of the opinion test岱shown in Fig. 5. EVC out­
performs the conventiona1 VC when using the small amount of tar­
get adaptation data. In血e conventiona1 VC， speech qua1ity is ob­
viously improved by increasing也e amo皿.t of 位創出ng data EVC 
successfully synthesizes血e converted speech with eq凶1 qua1ity to 

也at of也e conventiona1 VC even ifusing 32 target sentences. Note 
也at speech qua1ity of白e converted voices is insu血cient because we 
didn't凶e the conversion method considering GV [8] in血is test. It 
is expected to make MOS around 1.0 larger by considering GV as 
reported in [8]. 

τlIe resu1t of the preference test is a1so shown in Fig. 5. It is 
observed伽.tEVC ouゆerforms也e conventiona1 VC when using 2 
target sentences. Even if using 16 target sentences，也e performance 
ofEVC is comp訂able to也at of the conventiona1 VC. A1也ough血e

∞nversion-accuracy of EVC is slight1y inferior to that of也e con­
ventiona1 VC when using 32 target sentences， EVC still has 組 ad­
V組tage of allowing unsuperv悶d adaptation. 

5. CONCLUSIONS 

This paper described flexible合岨eworks of voice conversion ( VC) 
such as one-to・m組yVC 組d m組y-to・one VC. Eigenvoice conver­
sion (EVC) was applied to both 企阻eworks. Results of various 
experimenta1 eva1uations demons住ated也e effectiveness of血e PTO­
posed VC企ameworks. We will apply EVC to m組y-tcトm組yVC
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