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1. Introduction 
We propose a new microphone aηay system to realize a robust hands-f!ee speech recognition under noisy environments 
Many types of microphone aπays， e.g" Óelay-and-Sum (DS) [ 1] and GritÐth-Ji� adaptive-a汀ay (GJ) [2]， have been proposed 
in the past research. Though GJ can �chieve a superior performance relatively to others， GJ requires a huge amount of 
calculations for learning adãptive FIR-lJlters of tho�sands or millions of taps. Iñ order to resolve tÎlÏs problenÎ， we propose 
a spatial subtraction aηay (SSA). In the proposed method， the noise reductLon is achieved by subtracting the estimated noise 
spectrum仕om the target speech spec凶m to be enhanced in the melもcale日Iter bank domain. Moreover， .!?ince the proposed 
method is performed in the mel叫ale Dlter bank domain， the transform into melイrequency cepstrum coetÐcient (MFCC) [3] 
becomes easier， which reduces the amount of calculation in SSA compared to that of GJ. The experimental results obtained 
under a real environment reveal that word accuracy of the proposed method is greater than those of DS and GJ even when the 
target user moves between土200 around the microphone a汀ay.

2. Proposed SSA 
Figure I shows the target speech enhancement Qrocedure in the proposed SSA. In the main pass， the target speech signal is 
partly enhanced in advance by DS in mel-雪印le Ulter bank domain. On the other hand， in the reference pass， the noise signal 
is estimated by null beamformer (NBF) [4] in which the directional null steers in the direction of arrival (DOA) of the user. In 
the proposed method， the noise reQuction is performed by subtracting the estimated noise spectrum from the enhanced target 
speech spectrum in the melぢcale日lter bank domain as follows: 

I(l) = j ztr(l)W(人・ 1) {lYos(んw ーα(/) βIYNBF(k)12}を (if lYos(k)12 - a(l) βIYNBF(k)12 > 0) 
( 1) 

l I:;��/，�，(I) W(I.:: l){γIYos(k)l} (otherwi関)

where l denotes the order of mel-scale Dlter bank， k denotes the frequency bin， k1o(l)_and kh i (l) are the lower and higher 
frequency bins of each triangle window， respectively目 m(l) is the outp�t fro;;' mel-s��ìe

'
Dlter b�nk

'
and W(k; 1) is a triangular 

window. AIso， Yos(k) is the output signal from DS， i.e.， the paロIy enhanced speech signal and YNBF (k) is the output signal 
from NBF in which the directional null steers in DOA of the user， i.e.， the estimated noise si回al. The system switches in 
two models depending on the conditions in Eq. ( 1). rn(l) is a function of the subtraction coetUcient β and parameterα(1) 
which is detemlined duri時speech breaIs，. On the oth�r hand， if the power spectrum takes negative value， m(l) is obtained by 
using Dooring processing �h�reγis the Dooring coetÐcient. Since a

-
commo

-
n speech recognition is not sensiÚ�e against phas� 

information， the proposed SSA which is performing sl!btraction processing in power-domain is more applicable for the speech 
recognition. 9J ;eq�ires the adaptive Ie�ning of FÌR-lJlters of th

-
ousands �r mÙlions of taps. On the oth�r hand， in gener�l， the 

order of the Ulter bank 1 is set to 24 and consequently the proposed method optimizes only 24 parameters. Moreover， since 
the proposed method is performed in the mel-scale Ulter bank domain， the transform into MFCC becomes巴asier without 
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Fi餌Ire 1: Speech enhancement procedure in the proposed SSA. Figure 2: Layout of reverberant room used in experiments. 
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Figure 4: Robustness against user's movement (8 mics.). Figure 3: Results of word accuracy in each method目

the transformation into time-domain waveform. Therefore the amount of calculation of SSA can be signiDcantly reduced 
compared to that of GJ. 

3. Experiments and results 
3.1 Experimental se佃p
Figure 2 shows the layout of the reverberant room used in the experiments. ln this paper， we compare DS ， GJ， and the 
proposed SSA on the basis of a large vocabulary continuous speech recognition task (20・k newspaper dictation). Regarding 
the decoder， JULIUS [5] is used. We use a Phonetic Tied Mixture (PTM) model[6] trained via 260 speakers selected from 
JNAS [7] database. The test sets include 200 sentences. The sampling frequency of the input data is 16 kHz. 
3.2 Results of word accuracy 
First we compare DSl... GJ， and the proposed SSA in word accuracy scores. Fi思lre 3 shows the experimental results， where 
the user' position is Uxed in 合ont of the rnicrophone a町ay “Unprocessed" refers to the result without noise reduction 
processing using one microphone. From these results， the word accuracy of the proposed SSA remarkably overtakes those of 
the conventional methods in both 4-microphone and 8・microphone conditions. This is mainly due to the fact that there are 
differences in subtracting the noise， i.e.， GJ performs the noise subtraction in terms of both amplitude and phase spectra. On 
the other hand， since SSA works in only power-spectrum domain， it becomes robust for estimation of the parameters. 
3.3 Robustness against user's movement 
Figure 4 shows the results of the word accuracy for di仔erent DOAs of user. In this experiment， we use 8 microphones and 
the same parameters of GJ and SSA which were estimated in the experiments of the previous section. From these results， 
the word accuracy of SSA is superior to those of the conventional methods in the case that DOAs of user are w】thin土200•
Therefore the proposed SSA is more applicable compared to the conventional approaches. 

4. Conclusion 
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remarkably reduced. The experimental results obtained under the real environment reveal that word accuracy of the proposed 
method is greater than those of DS and GJ even when target user moves between土200 around the microphone aηay 
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