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1. Introduction

We propose a new microphone array system to realize a robust hands-free speech recognition under noisy environments.
Many types of microphone arrays, e.g., Delay-and-Sum (DS) [1] and Grifllth-Jim adaptive array (GJ) [2], have been proposed
in the past research. Though GJ can achieve a superior performance relatively to others, GJ requires a huge amount of
calculations for learning adaptive FIR-llters of thousands or millions of taps. In order to resolve this problem, we propose
a spatial subtraction array (SSA). In the proposed method, the noise reduction is achieved by subtracting the estimated noise
spectrum from the target speech spectrum to be enhanced in the mel-scale (iter bank domain. Moreover, since the proposed
method is performed in the mel-scale Oiter bank domain, the transform into mel-frequency cepstrum coefllcient (MFCC) (3]
becomes easier, which reduces the amount of calculation in SSA compared to that of GJ. The experimental results obtained
under a real environment reveal that word accuracy of the proposed method is greater than those of DS and GJ even when the
target user moves between +20° around the microphone array.

2. Proposed SSA

Figure 1 shows the target speech enhancement ﬁrocedure in the proposed SSA. In the main pass, the target speech signal is
partly enhanced in advance by DS in mel-scale Lilter bank domain. On the other hand, in the reference pass, the noise signal
is estimated by null beamformer (NBF) [4] in which the directional null steers in the direction of arrival (DOA) of the user. In
the proposed method, the noise reduction is performed by subtracting the estimated noise spectrum from the enhanced target
speech spectrum in the mel-scale Oiter bank domain as follows:
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where | denotes the order of mel-scale Ulter bank, & denotes the frequency bin, k1,(l) and ky;i(l) are the lower and higher
frequency bins of each triangle window, respectively. m(!) is the output from mel-scale (iter bank and W (A: 1) is a triangular
window. Also, Yps(k) is the output signal from DS, i.e., the partly enhanced speech signal and Ynypr (&) is the output signal
from NBF in which the directional null steers in DOA of the user, i.e., the estimated noise signal. The system switches in
two models depending on the conditions in Eq. (1). i (l) is a function of the subtraction coefllcient 3 and parameter «(l)
which is determined during speech break. On the other hand, if the power spectrum takes negative value, m(!) is obtained by
using Uooring processing where + is the Uooring coeflcient. Since a common speech recognition is not sensitive against phase
information, the proposed SSA which is performing subtraction processing in power-domain is more applicable for the speech
recognition. GJ requires the adaptive learning of FIRlIters of thousands or millions of taps. On the other hand, in general, the
order of the [lter bank [ is set to 24 and consequently the proposed method optimizes only 24 parameters. Moreover, since
the proposed method is performed in the mel-scale Ulter bank domain, the transform into MFCC becomes easier without
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Figure 1: Speech enhancement procedure in the proposed SSA.  Figure 2: Layout of reverberant room used in experiments.
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Figure 3: Results of word accuracy in each method. Figure 4: Robustness against user’s movement (8 mics.).

the transformation into time-domain waveform. Therefore the amount of calculation of SSA can be signiﬂcantly reduced
compared to that of GJ.

3. Experiments and results

3.1 Experimental setup

Figure 2 shows the layout of the reverberant room used in the experiments. In this paper, we compare DS, GJ, and the
proposed SSA on the basis of a large vocabulary continuous speech recognition task (20-k newspaper dictation). Regarding
the decoder, JULIUS [5] is used. We use a Phonetic Tied Mixture (PTM) model[6] trained via 260 speakers selected from
JNAS [7] database. The test sets include 200 sentences. The sampling frequency of the input data is 16 kHz.

3.2 Results of word accuracy

First we compare DS, GJ, and the proposed SSA in word accuracy scores. Figure 3 shows the experimental results, where
the user’ position is hxed in front of the microphone array. “Unprocessed” refers to the result without noise reduction
processing using one microphone. From these results, the word accuracy of the proposed SSA remarkably overtakes those of
the conventional methods in both 4-microphone and 8-microphone conditions. This is mainly due to the fact that there are
differences in subtracting the noise, i.e., GJ performs the noise subtraction in terms of both amplitude and phase spectra. On
the other hand, since SSA works in only power-spectrum domain, it becomes robust for estimation of the parameters.

3.3 Robustness against user’s movement

Figure 4 shows the results of the word accuracy for different DOAs of user. In this experiment, we use 8 microphones and
the same parameters of GJ and SSA which were estimated in the experiments of the previous section. From these results,
the word accuracy of SSA is superior to those of the conventional methods in the case that DOAs of user are within +20°.
Therefore the proposed SSA is more applicable compared to the conventional approaches.

4. Conclusion

In this paper, we propose an SSA to realize a robust hands-free speech recognition under noisy environments. Since the noise
reduction of the proposed method is performed in the mel-scale Lilter bank domain, the amounts of calculation of SSA can be
remarkably reduced. The experimental results obtained under the real environment reveal that word accuracy of the proposed
method is greater than those of DS and GJ even when target user moves between +20° around the microphone array.
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