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A B S T R A C T   

A recent, two-parameter version of the thermodynamically derived complementary relationship (CR) of evap-
oration has been tested on a monthly basis at 124 FLUXNET stations around the globe. Local, station-by-station 
calibration explained 91% (R2) of the variance in eddy-covariance (EC) obtained latent-heat fluxes with the same 
Nash-Sutcliffe efficiency (NSE) value. When the dimensionless Priestley-Taylor parameter (α) was expressed as a 
universal function (f) of the estimated wet-environment air temperature (Tw), station-by-station calibration of the 
single dimensionless parameter, b (accounting for moisture advection), yielded an R2 value of 87% and NSE of 
86%. Global calibration (all stations at once) of the two-parameter CR version yielded R2 = 82% and NSE = 81%, 
while the single-parameter version produced R2 

= 81% and NSE = 79%. With a representative value (between 
the locally calibrated mode and mean) of b set equal to two, the thus, calibration-free CR still maintained an R2 of 
80% and NSE of 78%, which is significantly better than Morton’s calibration-free WREVAP model (i.e., 71% and 
55%, respectively). The advantage of the current CR model is that it can be employed in a fully calibration-free 
mode, similar to WREVAP, yet with available EC measurements or water-balance derived latent-heat fluxes the 
single [b, when α = f(Tw) is chosen] or two parameters (α and b) of the model can be easily calibrated within the 
respective 1 – 1.32 and 1 – 10 intervals, for further improved performance.   

1. Introduction 

In our fast-changing climate of the Earth, with more frequent 
droughts, heatwaves, extreme precipitation and floods (often at the 
same location), and with global warming already exceeding 1.1 ◦C 
above the pre-industrialized base line (WMO, 2021), (re)allocation of 
water resources is an ever pressing problem. Just consider the prominent 
examples of Lake Aral in Central-Asia (Huang et al., 2022), Lake Urmia 
in Iran (Rezaei and Gurdak, 2020), or Lake Chad in Sub-Saharan Africa 
(Mahmood and Jia, 2019), places where current lake surface areas are 
just a fraction of their original extent due to climate change and/or 
mismanagement of the water resources in the corresponding water-
sheds. The ongoing dispute over the Nile water between Egypt and 
Ethiopia (Ayyad and Khalifa, 2021), the fast dwindling water resources 
in the reservoirs of California and the South-West in the USA (Carlowicz, 
2022) or, the dramatic situation of Cape Town (population of 4.6 
million) in South Africa when in 2021 the city was only days away from 

running out of water as its major water-supply reservoirs had run almost 
completely dry (Maxmen, 2018), are other prime examples of globally 
occurring water resource management issues often severely exacerbated 
by climate change. 

In a classical civil engineering approach, evapotranspiration (ET) is 
considered as a loss term, since precipitation less ET over an extended 
period (i.e., year, decade) constitutes water remaining on the land as 
direct runoff or recharge to the groundwater for management and 
control. There is a recent tendency to retain as much water as possible on 
the land (and thus eventually reduce runoff due to increased ET) so that 
enough water would be available for societal use and accessible to the 
ecosystems during extended drought periods (Susnik et al., 2022; Ward, 
2022). However, such retention of water will certainly create its own 
problems: altered streamflow regime and the consequent morphological 
changes (including sediment load) in the channel (Kaisheng, 2022), 
vegetational/ecological changes in the flood-plain (Palmer et al., 2014), 
as well as possible declines in groundwater levels in areas adjacent to 
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streams (la Cecilia and Camporese, 2022) with its ensuing further con-
sequences, just to name a few. 

Certainly, all these civil/environmental engineering efforts to modify 
components of the hydrological cycle on a regional or sub-regional scale, 
require an accurate estimate of the ET rates over the area in question 
(typically a watershed as a naturally emerging building block of 
terrestrial hydrological processes) at time increments usually not shorter 
than a month. 

Although there is a plethora of ET models to choose from, there are 
very few available that would not require some kind of a calibration. 
Even those models that are calibration-free, typically contain numerous 
empirical parameters already pre-calibrated and may depend on com-
plex soil (e.g., physical type, hydraulic properties, thickness, layering, 
clay content, etc.) and biophysical parameters (land cover, rooting 
depth, land use) that may change abruptly (due to e.g., land-use change) 
or vary on a longer time scale as a result of climate change, making 
periodical recalibration of the parameters involved a necessity. 

An ET estimation approach that integrates all these possible changes 
by inherently accounting for the complex land–atmosphere interactions 
involved, requires a minimum number of input variables and does not 
need periodic recalibration is certainly worthy of further investigation. 
The complementary relationship (CR) of evaporation, first recognized 
by Bouchet (1963) is such an approach. Complementarity means that as 
the land on a regional extent dries out, actual ET rates, E, decrease, while 
potential ET rates, Ep, from a plot-sized wetland or rather from a hy-
pothetical wet surface within the drying region, concurrently increase. 
As a result, by observing/estimating Ep, E can be predicted via the CR. 
Such a relationship exists because the atmosphere adjusts itself to the 
moisture status of the underlying land via the consequent ET rates as a 
product of complex land–atmosphere interactions (through hard-to- 
quantify physical/biological/chemical processes within the vegetation 
and the soil) and doing so directly affects the concurrent Ep rates. The 
latter predominantly depend only on atmospheric variables and avail-
able energy (Qn) at the land surface, as access to water is not limited 
therefore soil hydraulic processes and the complex regulatory mecha-
nism of the vegetation do not have a role. The atmospheric variables that 
control the Ep rates include air temperature (Ta), humidity (frequently 
expressed via the vapor pressure deficit, VPD), and wind speed (u), while 
Qn is net radiation (Rn) at the surface less heat conduction (G) into the 
ground, all of these variables measured over the drying land (not 
affected by the presence of the wet surface). VPD is the difference be-
tween the saturation, e* (=6.108exp[17.27Ta / {237.3 + Ta}]) and 
actual, ea, vapor pressure. In the present, so-called Teten’s formula (Stull, 
1988), Ta is specified in ◦C and e* results in hPa. 

In the following a recent, thermodynamically-derived version of the 
CR (Szilagyi et al., 2022) is to be applied with monthly input data 

coming potentially from altogether 171 FLUXNET stations (Pastorello 
et al., 2020) around the globe. CR model performance will be tested with 
respect to the i) possible linear, polynomial or power-function rela-
tionship of its dimensionless variables, and; ii) number of parameters 
(from two to none) to calibrate either globally and/or locally. Such a 
systematic testing with eddy-covariance measured data has not been 
performed before. A novel calibration-free version of the CR will even-
tually be proposed for general water resources management applications 
when calibration is not possible due to lack of measured or water- 
balance derived ET rates. 

2. Theory 

2.1. Theoretical background of the thermodynamics-based CR 

Crago and Qualls (2021), as well as Szilagyi (2021), aided by the 
pioneering work of Monteith (1981) realized that when the air is cooled 
down by evaporation during an adiabatic and isobaric (i.e., isenthalpic) 
process, the air (Ta, ea) and surface (Ts, es) value pairs (coordinates of the 
vapor pressure – temperature state diagram) move along two largely 
parallel isenthalpic lines (Fig. 1). In this isenthalpic approach it is 
implicitly assumed that Qn would not change either i) during drying/ 
wetting of the environment at a fixed location (i.e., temporal view), or; 
ii) among locations experiencing different stages of drying/wetting but 
sharing the same Qn value at the same fixed time (i.e., spatial view). The 
temporal view can be met only by invoking a certain compensatory ef-
fect of changing cloudiness with the wetness of the environment to 
changes in surface temperature. As the land dries out, its surface tem-
perature increases and so does its outgoing thermal radiation. But 
concurrently, incoming short-wave radiation increases as well due to 
reduced cloudiness, possibly compensating for the increased thermal 
energy loss, and vice-versa during wetting. In contrast, the spatial view 
does not require any assumption about the temporal evolution of Qn 
(since it is a spatial ‘snapshot’) therefore it is more comprehensive. Also, 
it’s better suited for monthly time-steps where it is rare that Qn would 
remain unchanged between consecutive months, at least in mid- 
latitudes, therefore the isenthalps the air (Ta, ea) and surface (Ts, es) 
value pairs are located on change from month to month. 

Szilagyi (2021) by assuming that the relative speed at which the (T, 
e) coordinates traverse the isenthalps stays constant in time, while Crago 
and Qualls (2021) from dimensional considerations, derived the 
following non-dimensional form of the CR 

E
Ew

=
Edry

p − Ep

Edry
p − Ew

(1) 

Fig. 1. Saturation vapor pressure (e*) curve, air 
(blue) and surface (green) isenthalps (Szilagyi, 
2021; Crago and Qualls, 2021) during a full 
drying-out of the environment from completely 
wet (where the isenthalps join the saturation 
vapor pressure curve) to a completely dry state 
(where vapor pressure is zero). The vertical pro-
jections (denoted by the vertical two-way arrows) 
of the dotted lines are proportional (∝) to the 
different evaporation terms (E ≤ Ew ≤ Ep ≤ Ep

dry) 
discussed below. The green-colored variables 
with an ‘s’ in their subscript denote surface 
values. Td and Twb are the dew-point and wet-bulb 
temperatures, respectively. See below and also 
Szilagyi (2021) for additional definitions and 
explanation. (For interpretation of the references 
to colour in this figure legend, the reader is 
referred to the web version of this article.)   
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The right-hand-side of Eq. (1) is similar to the Normalized Difference 
Temperature Index (NDTI) of McVicar and Jupp (2002) where the 
evaporation terms are represented with the corresponding Advanced 
Very High Resolution Radiometer (AVHRR) measured (for Ep) or 
Resistance Energy Balance Model (REBM) inverted surface temperatures 
(for Ep

dry and Ew). The clear advantage of Eq. (1) over the NDTI approach 
is that it does not need remote sensing data nor additional covariates for 
obtaining E. 

Ep can be specified e.g., by the Penman (1948) equation as 

Ep =
ΔQn

Δ + γ
+

γfu[e*(Ta) − ea ]

Δ + γ
(2)  

where Δ [= 4098e*(Ta + 237.3)-2] denotes the slope of the saturation 
vapor pressure curve (hPa ◦C− 1) at the measured air temperature, Ta. 
The empirical wind function, fu (mm d-1 hPa− 1), is traditionally 
formulated (Brutsaert, 1982) as fu = 0.26(1 + 0.54u2). Here u2 (m s− 1) is 

the horizontal wind speed at 2-m above the ground/canopy surface and 
can be estimated by a power function (Brutsaert, 1982) from measure-
ments (uh) at h meters above the surface as u2 = uh (2 / h)1/7, and γ = cpp 
(0.622L)-1 is the psychrometric constant, where cp the specific heat of air 
under constant pressure, L the latent heat of vaporization and p atmo-
spheric pressure. Ep

dry is the theoretical maximum value of Ep when the 
air/land becomes completely devoid of moisture (i.e., ea is zero). The air 
temperature when this would happen results from the slope of the 
isenthalps as Ta

dry = Ta + ea / γ. Ew in Eq. (1) is Ep under completely wet 
environmental conditions and is often estimated by the Priestley and 
Taylor (1972) equation as 

Ew = α Δ(Tw)Qn

Δ(Tw) + γ
(3)  

where α is the Priestley-Taylor parameter and accounts for the fact that 
even under perfectly wet conditions (i.e., over the oceans) the air stays 
rarely saturated over a daily or longer period, therefore the second term 
in Eq. (2) does not vanish. An α > 1 value incorporates the effect of that 
second (so-called aerodynamic) term of Eq. (2) into the first, so-called 
energy term, under wet-environmental conditions. The wet- 
environment air temperature, Tw, can be estimated by the wet-surface 
temperature, Tws, provided the latter is capped by Ta, as the wet- 
environment air temperature cannot be higher than Ta (under the 
same Qn) due to the cooling effect of evaporation, while Tws can (Szilagyi 
and Jozsa, 2008; Szilagyi, 2014), by the following equation 

Qn − Ep

Ep
= γ

Tws − Ta

e*(Tws) − ea
(4) 

which is implicit for Tws, requiring some iterations to solve. 
The right-hand-side of Eq. (1) behaves as a wetness index (wi); its 

value is zero when the environment is completely dry (Ep = Ep
dry) and 

unity when it is completely wet (Ep = Ew). Actual evaporation rates thus 
can be expressed as 

E = wiEw (5) 

or, in another non-dimensional form (Crago et al., 2016; Szilagyi 
et al., 2017) as 

y ≡
E
Ep

=
wiEw

Ep
≡ X (6) 

The advantage of Eq. (6) over Eq. (1) is in the improved behaviour of 
its nonlinear version below. 

As the environment dries out, the effect of external moisture 
admixing (in the form of direct horizontal moisture transport from 
nearby wetter areas, such as large lakes or a sea, or as entrainment of 
free tropospheric air) into the daytime growing convective boundary 
layer may become gradually stronger with the possibility of fully 
decoupling the moisture content of the air from that of the underlying 
land (Szilagyi et al., 2022). When that happens, changes in X of Eq. (6) 
will not cause any corresponding change in E and thus in y, i.e., i) dy / 
dX → 0 as X  → 0. The polynomial satisfying this boundary condition 
(BC), plus the other three BCs implicit in Eq. (6), i.e., ii) y = 0 when X  =
0; iii) y = 1 when X  = 1; iv) dy / dX = 1 at X  = 1; takes the form (Szilagyi 
et al., 2017; Ma and Szilagyi, 2019; Szilagyi, 2021) 

y = 2X2 − X3 (7) 

similar to Brutsaert’s (2015) nonlinear formulation who defined X 
differently, without thermodynamic considerations. As part of the 
moisture now is from external sources, the same evaporation rate is 
achieved at a larger X (Fig. 2), or conversely, a lower E belongs to the 
same X than in the linear case of Eq. (6), when such moisture import 
effects are absent or negligible. 

The four BCs however can also be satisfied by a power-function 
extension of the polynomial solution of Eq. (7), yielding (Szilagyi 
et al., 2022) 

Fig. 2. The linear and polynomial CR relationships between y = E Ep
-1 and X  =

wi Ew Ep
-1. 

Fig. 3. Graphical representation of Eq. (9) for 1 < b ≤ 10. The polynomial of 
Eq. (7) (b ≡ 2 in Eq. (9)) is the heavier red line. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web 
version of this article.) 
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y = aXb − (a − 1)Xab− 1
a− 1 a, b > 1 (8)  

where a and b are free parameters. Eq. (7) is recaptured, provided a ≡ b 
≡ 2. With the a ≡ 2 and b ≡ 1 choice, Eq. (6) is recovered at the expense 
of violating BC i). Since a ≡ 2 ensures that the new solution can convert 
back to the existing ones (Eqs. (6) and (7)), the value of a is kept fixed at 
two from here on, without any discernible loss in practical value, 
yielding (Szilagyi et al., 2022) 

y = 2Xb − X2b− 1 b > 1 (9) 

Fig. 3 depicts the resulting curves for selected values of b. As the 
value of b increases, the curves move to the right, get pressed closer to 
each other to the same increment in the b value, become generally 
steeper and stay close to zero over longer ranges of X. See Appendix 1 for 
a demonstration of the effect of external moisture admixing on the shape 
of the CR curve with actual measurements. 

Eq. (9) contains two parameters, α and b, to calibrate. Priestley and 
Taylor (1972) tentatively set the value of α to be 1.26, a standard value 
in the majority of applications ever since that employ the Priestley- 
Taylor equation. Past applications of different, heuristic formulations 
of the CR (e.g., Brutsaert and Stricker, 1979; Morton, 1983; Kahler and 
Brutsaert, 2006; Szilagyi, 2015; Han and Tian, 2018; Gao and Xu, 2020) 
typically assigned values to it (via calibration) from the 1 – 1.32 interval. 

2.2. Formulation of a calibration-free CR version 

In continental/global-scale applications of the CR (Szilagyi et al., 
2017; Ma and Szilagyi, 2019; Ma et al., 2019, 2020, 2021) the tempo-
rally and spatially constant value of α was set by the method of Szilagyi 
et al. (2017) that requires gridded data over a large spatial domain thus, 
impeding its site-specific, local application. The value of α, however, can 
be related to the wet-environment air temperature (Andreas et al., 2013; 
Szilagyi et al., 2014). Andreas et al. (2013) found that the Bowen-ratio, 
Bo (=H / LE, where H is the sensible while LE the latent heat flux, the 
latter the evaporation rate multiplied by the latent heat of vaporization, 
L, employing a water density of 1000 kg m− 3), over oceans can be 
expressed as Bo = cBo*. Here c is a universal constant and Bo* is the 
Bowen-ratio of equilibrium evaporation, i.e., when α in Eq. (3) is unity, 
yielding 

α =
Δ(Tw) + γ
Δ(Tw) + cγ

(10) 

Note that equilibrium profiles of temperature/humidity mentioned 
later (and frequently observed) do not require equilibrium evaporation, 
the latter is purely a theoretical term. 

Szilagyi et al. (2014) on the other hand expressed α from Eq. (3) 
employing ERA-Interim (ECMWF, 2007) H and LE reanalysis data over 
the continents and retained α values whenever the Bo-ratio fell into the 
theoretically possible [1, 1 + γ / Δ(Ta)] range, assumed to signify wet 
environmental conditions (i.e., Ta = Tw). When plotting those α values 
against Tw (◦C), the third-order best-fit polynomial yielded the following 
coefficients (in decreasing power order): − 4.84•10-6, 7.07•10-4, 
− 2.96•10-2, and 1.51. With the c = 0.55 choice in Eq. (10), the two 
curves overlap (Fig. 4) within the 15 – 25 ◦C range, the typical mean 
monthly temperature range of the continents under wet conditions of 
the warm season when Ew rates are the largest. As Eq. (10) of Andreas 
et al. (2013) explicitly accounts for altitude (via γ), it should be preferred 
over the polynomial of Szilagyi et al. (2014). 

Note that α in Eq. (10) (similar to the polynomial) does not change 
much [from 1.13 to 1.2 (with c = 0.55) obtaining 1.16 at 20 ◦C] within 
the 15 – 25 ◦C interval. Below 15 ◦C, when the change is more pro-
nounced in either curve, a typically reduced value of Qn is further 
multiplied by an also reduced value of the Δ (Δ + γ)-1 term in Eq. (3), 
making the difference [i.e., between employing a constant α vs Eq. (10) 
or the polynomial of Szilagyi et al. (2014)] in the resulting Ew values 
relatively small in comparison to the warm-season ET rates, the latter 
values exerting the strongest influence on any parameter calibration 
results. That is why previous versions of the CR containing a constant 
but well-chosen α value could still be very successful. 

3. Methods 

3.1. Description of the FLUXNET data 

Monthly and daily meteorological (air pressure, temperature, vapor 
pressure deficit, and wind speed) data were downloaded from the 
FLUXNET web site (fluxnet.org) for 171 eddy-covariance stations (listed 
in Table A2). Latitudes, longitudes, measurement (hm) and canopy 
heights (hc), IGBP land classes (Loveland et al., 2000) were provided for 
these sites by Wang et al. (2020) and were adopted herein. Separate 
wind speed, temperature, and humidity measurement heights were not 
included by Wang et al. (2020), so it is assumed here that they are all 
measured at the single given height. Net radiation, ground heat con-
duction, (uncorrected) eddy-covariance sensible and latent heat fluxes 
were also included in the FLUXNET downloads. All variables employed 
some gap filling using the MDS [Marginal Distribution Sampling 
(Reichstein et al., 2005)] method as described by Pastorello et al. 
(2020). Data flagging, quality assurance and control, and gap-filling for 
all the variables also followed the procedures outlined by Pastorello 
et al. (2020). 

3.2. Data pre-processing and filtering 

Only data for which H > 0, LE > 0, Qn = Rn – G > 0, and hm – hc >

0 were further analysed. Because of the wide variance of measurement 
and canopy heights among the stations, the measured Ta values were 
transformed into potential temperatures (e.g., Stull, 2000) at the canopy 
height via Tp = Ta + g(hm - hc) / cp, where g is the gravitational accel-
eration, and the resulting Tp values then used in place of Ta. This step 
however can be omitted as it has no practically discernible effect on the 
ensuing ET estimates, unlike the power-function transformation of the 
wind speed values by hm – hc for measurement height, which does have 
an effect. The variable G was not measured for some of the sites, and 
missing values of G also occurred. When measurements of G were not 

Fig. 4. The Priestley-Taylor coefficient, α, as a function of the wet-environment 
air temperature (Tw) displayed with its theoretical maximum value (in red) 
employing standard atmospheric pressure (1000 hPa) in γ. (For interpretation 
of the references to colour in this figure legend, the reader is referred to the web 
version of this article.) 
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available, a value of zero was assumed. Over a 24-hour period, G is often 
negligible (Stull, 2000) and it is more so as the averaging time increases. 

The FLUXNET dataset includes the variables “H_CORR” and 
“LE_CORR”, which have been corrected to ensure energy budget closure. 
Issues regarding energy-budget closure techniques with eddy- 
covariance measurements are complicated, as discussed by Mauder 
et al. (2020), therefore the use of such data is avoided in this study. 
Instead, only months where the sum of the uncorrected H and LE 
(“H_F_MDS” and “LE_F_MDS”) values were within 10% of the Qn value 
were retained for the ensuing evaluation of the CR. See Table A2 for the 
stations that had to be excluded because there were fewer than two 
months meeting this requirement. 

At five sites of Table A2 (#43, 44, 47, and 127, all close to the 
Mediterranean Sea in Italy and #49 at high altitude in the Italian Alps) 

external moisture admixing is very strong (unrestricted local calibration 
of α yielding values way below unity), while at an additional three sites 
(#78, 86, and 92), all near the San Joaquin River delta within the 
Central Valley of California the opposite, strong dry and hot air transport 
into the measurement sites (unrestricted local calibration of α yielding 
values in excess of 1.5) is complicating the general application of the 
calibration-free CR which accounts for typically moderate moisture 
admixing and employs 1 < α < 1.36 (via Eq. (10) and c = 0.55) in the 
warm season of Ta > 0 ◦C. At these sites the CR needs local calibration of 
at least one (b) of its two parameters, therefore these locations were also 
excluded, leaving altogether 124 FLUXNET stations (Fig. 5) around the 
globe to work with. There was one site (#45) with a zero value of hm – hc, 
so it also was omitted from further analysis. 

Eventually, Eq. (9) with Eq. (10) for the calibration-free case were 
applied and systematically evaluated for model performance at the 124 
FLUXNET stations displayed in Fig. 5. 

4. Results 

4.1. Local calibration of at least one parameter of the CR model 

4.1.1. Simultaneous local calibration of α and b 
Station-by-station (i.e., local) calibration of α and b in Eq. (9) yielded 

the best model performance (Fig. 6, Table 1) with a root-mean-square 
error (RMSE) of about 12 mm mo-1, Nash-Sutcliffe Efficiency (NSE) of 
91% and explained variance (R2) of also 91%. Relative bias is less than 
3% and the best-fit line has a slope of 0.95. At about 42% of the stations 
the calibrated value of b is unity or very close to it (Fig. 6), suggesting 
that external moisture admixing into the daytime developing boundary 
layer often exerts only a negligible effect on the resulting ET rates during 
drying of the environment. This effect is naturally negligible in humid 
environments where soil moisture status rarely drops below its field 
capacity value due to frequent and abundant precipitation events. 
However, at the remaining (58%) sites, such effects are significant, 
yielding a mean b value of 1.75. The 1.15 average of the calibrated α 
values is very close to what Eq. (10) (with c = 0.55) provides (i.e., 1.16) 
at 20 ◦C (Fig. 4). 

Fig. 5. Global distribution of the 124 FLUXNET stations employed in the data analysis. The Mead, Nebraska (USA) site is circled.  

Fig. 6. i) CR-model performance (Table 1) by locally (station-by-station) cali-
brated α and b values at the 124 FLUXNET stations. ii) Relative histogram of the 
124 calibrated b values. 
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Table 1 
Performance statistics of Eq. (9) with different parameter-calibration choices, as well as that of Morton’s calibration-free WREVAP model. R: linear correlation co-
efficient between measured and estimated ET values; R2: explained variance; RMSE: root-mean-squared-error; RB: relative bias; MAE: mean absolute error; NSE: Nash- 
Sutcliffe model efficiency; RS: ratio of standard deviations of the modeled and measured ET values; x50, 〈x〉: median and mean of the specified variable, x; xopt: globally 
calibrated value of the specified parameter. Qn* is available energy at the surface estimated by Morton’s WREVAP program from global (i.e., incoming solar) radiation 
measurements. Systematic trial-and-error calibration of α and b took place within the 1 – 1.32 and 1 – 10 intervals, respectively. In each class of models, the best 
performance-measure value is boldened.  

Local calibration of at least one parameter R R2 (%) RMSE (mm/mo) RB MAE (mm/mo) NSE (%) RS Best-fit slope 

Fig. 6         
α50 = 1.15 〈α〉 =1.15 0.953 90.91 11.61 − 0.027 8.612 90.53 0.999 0.953 
b50 = 1.4 〈b〉 = 1.75         

Fig. 7         
α = f(Tw) 0.934 87.17 13.86 ¡0.005 10.57 86.5 1.016 0.949 

b50 = 1.9 〈b〉 = 2.3         

Fig. 9         
αopt = 1.12 0.934 87.3 13.82 − 0.039 10.44 86.58 0.993 0.928 

b50 = 1.4 〈b〉 = 1.76         

Fig. 10         
α50 = 1.18, 〈α〉 =1.18, 0.941 88.64 13.53 − 0.048 10.22 87.13 1.038 0.977 

b ≡ 2         
α50 = 1.08, 〈α〉 =1.11, b ≡ 1 0.934 87.16 13.55 0.015 10.08 87.08 0.95 0.887 

Global calibration of at least one parameter         

Fig. 11         
αopt = 1.09 bopt = 1.4 0.904 81.67 16.4 − 0.027 12.47 81.09 0.968 0.875 
α = f(Tw) bopt = 1.8 0.9 81 17.47 0.032 13.3 78.54 1.049 0.944 

Fig. 12         
αopt = 1.15 b ≡ 2 0.902 81.28 18.06 − 0.053 13.94 77.07 1.089 0.982 
αopt = 1.07 b ≡ 1 0.899 80.74 16.59 ¡0.007 12.53 80.65 0.926 0.832 

No calibration         

α = f(Tw) b ≡ 2 0.87 75.76 20.88 − 0.054 15.94 69.34 1.11 0.966 
(with Qn*)         

α = f(Tw) b ≡ 2 0.893 79.74 17.78 − 0.003 13.63 77.77 1.035 0.924 
(u2 ≡ 2 m/s)         

α = f(Tw) b ≡ 2 0.864 74.73 21.06 − 0.049 16.01 68.8 1.096 0.947 
(with Qn*, u2 ≡ 2 m/s)         

Fig. 13         
α = f(Tw) b ≡ 2 0.896 80.37 17.76 − 0.007 13.66 77.82 1.056 0.946 
α = f(Tw) b ≡ 1 0.896 80.28 19.36 0.147 14.56 73.63 1.013 0.907 

Morton’s WREVAP 0.843 71.13 25.36 0.001 18.79 54.76 1.248 1.052  

Fig. 7. i) CR-model performance (Table 1) via locally calibrated b values at the 
124 FLUXNET stations. α is provided by Eq. (10) (c = 0.55). ii) Relative his-
togram of the 124 calibrated b values. 

Fig. 8. Eq. (9), calibrated for station #3 in Table A2. The blue circles represent 
the non-dimensional values of the measurements when αopt = 1.2 in X, while the 
red marks when α = 1, set here arbitrarily. (For interpretation of the references 
to colour in this figure legend, the reader is referred to the web version of 
this article.) 
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4.1.2. Calibration of b only 
By setting the α values via Eq. (10) (c = 0.55), the single-parameter 

CR model still performs well (Fig. 7, Table 1: RMSE of about 14 mm mo- 

1, NSE of 86%, and R2 of 87%) having practically no bias at all and 
retaining a best-fit slope of 0.95. This time, however, at only about 25% 
of the stations can one find negligible effects of external moisture 
admixing on the resulting ET rates, while at around two, the histogram 
of the b values displays a secondary mode, with a median of 1.9 and 
mean of 2.3. This indicates that the existing polynomial model (Eq. (9) 
with b ≡ 2) of Szilagyi et al. (2017) describes the effect of moisture 
admixing on the resulting ET rates properly in an average sense, evi-
denced by the mode, median and mean values of b, all being close to two. 

When α is treated as a free parameter, as for Fig. 6, it will move the 
measured values horizontally in the non-dimensional graph of y vs X 
(Fig. 8). Note that the curve of Eq. (9) remains fixed, independent of the 

value of α, but rather the measurement points when placed on the graph 
move horizontally according to the actual value of α. The larger its value 
the more the measurement points move to the right on the X axis, and 
vice-versa, for declining α values the measurement points move to the 
left. The measurement points, however, do not move by the same extent: 
the y values at larger X move horizontally farther than points found at 
smaller values of X. So in this way, α acts in a manner complementary to 
b. While b changes the general slope of the curve of Eq. (9) (on top of 
moving the curve horizontally as well) to fit the measurements, α 
changes the slope along which the measurement points align in the non- 
dimensional graph, and doing so affects the calibration of b. This is the 
reason why the number of cases with negligible effects of external 
moisture admixing is different between Figs. 6 and 7. Since Eq. (10) 
derives the α values independently of b or the CR in general, it is 
believed that Fig. 7ii represents the distribution of the shape parameter 
value and therefore the number of stations where external moisture 

Fig. 9. i) CR-model performance (Table 1) by globally (all-stations-at-once) 
calibrated α (αopt = 1.12), and locally calibrated b values at the 124 FLUXNET 
stations. ii) Relative histogram of the 124 calibrated b values. 

Fig. 10. CR-model performance (Table 1) by locally calibrated α at the 124 
FLUXNET stations. i) b ≡ 2; ii) b ≡ 1. 

Fig. 11. CR-model performance (Table 1) via global (all stations at once) 
calibration. i) αopt = 1.09 and bopt = 1.4; ii) α from Eq. (10) with c = 0.55, and 
bopt = 1.8. 

Fig. 12. CR-model performance (Table 1) via globally calibrated α. i) αopt =

1.15, b ≡ 2; ii) αopt = 1.07, b ≡ 1. 
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admixing is negligible better than Fig. 6ii. This statement is corrobo-
rated below through the outstanding performance of the polynomial 
version of the CR that employs a b value of two. 

4.1.3. Global calibration of α and local calibration of b 
The value of α can also be set globally, by calibrating it against all 

stations at once. Interestingly, the calibrated value of 1.12 is exactly the 
same as Szilagyi et al. (2017) obtained for Eq. (7), employing water- 
balance data of 334 watersheds covering fully the conterminous US. 
The resulting model performance (Fig. 9 and Table 1) is very close to the 
previous one that employs Eq. (10) for α. 

4.1.4. Calibration of α with prescribed values of b 
As seen so far from the histograms (Figs. 6, 7, and 9), the calibrated 

value of b stays predominantly (>95% of the cases) within the 1 - 4 
interval, with a mean value of about two, and having a value of unity as 
the most frequently calibrated single value. Both observations warrant 
further investigation of these two, already existing versions of the CR, i. 
e., when b ≡ 1 (linear form of Crago et al., 2016) and when b ≡ 2 
(polynomial version of Szilagyi et al., 2017). As discussed above, the b ≡
1 case represents negligible external moisture effects on the resulting ET 
rates, while the b ≡ 2 case an average (moderate) one. Fig. 10 displays 
the resulting model performance for each case. 

Model performance (Table 1) is more-or-less similar to the previous 
two cases, however, the polynomial form (i.e., b ≡ 2) of Eq. (9) explains 
best the variance of the EC measurements with R2 of 89%, RMSE of 14 

mm mo-1, and NSE of 87% of all one- or globally calibrated two- 
parameter cases investigated in this study, with a calibrated α (median 
and mean 1.18) closest to the Priestley and Taylor (1972) value of 1.26, 
and a best-fit slope (0.98) very close to unity. The linear version (b ≡ 1), 
having a median and mean of the calibrated α values as 1.08 and 1.11, 
respectively, is better than the polynomial one only in its relative bias 
and mean absolute error statistics. As discussed previously, the average 
(and median) calibrated value of α has to be lower in the linear case in 
order to move the measurement points to the left since the linear ‘curve’ 
is the farthest to the left in Fig. 3. The polynomial model which attains 
calibrated α values closer to the Priestley and Taylor (1972) obtained 
value of 1.26 and also from within the range of 1.13 – 1.2 in Fig. 4 for Tw 
values within 15 – 25 ◦C, plus yields a best-fit slope closer to unity [and 
corresponding intercept value (Fig. 10) close to zero] should definitely 
be preferred, even without mentioning the better R2, RMSE and NSE 
statistics. 

4.2. Global calibration of at least one parameter of the CR model 

4.2.1. Simultaneous calibration of α and b 
As expected, a move from local to global calibration yields a decrease 

in model efficiency. When both parameters of Eq. (9) are globally cali-
brated (Fig. 11i), the RMSE value increases to 16 mm mo-1, NSE drops to 
81%, and the best-fit slope also suffers (0.87). 

Fig. 13. Performance (Table 1) of the calibration-free CR model via α specified by Eq. (10) with the c = 0.55 choice for i) b ≡ 2, and; ii) b ≡ 1. In comparison, 
performance of Morton’s CR-based calibration-free WREVAP model is also included in iii). 
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4.2.2. Calibration of b only 
When α is expressed by Eq. (10), RMSE increases a bit, to 17 mm mo- 

1, NSE drops slightly to 79%, while the best-fit slope significantly im-
proves to 0.94 (Fig. 11ii). 

4.2.3. Calibration of α with prescribed values of b 
From the two cases when the value of b is set and α is calibrated 

globally (Fig. 12), the linear version (b ≡ 1) practically maintains the 
performance (Table 1) of the two-parameter case in Fig. 11i, on the 
expense of a further degrading best-fit slope value (0.83). 

4.3. The calibration-free CR model 

Finally, the calibration-free polynomial (i.e., b ≡ 2) version of Eq. (9) 
(Fig. 13i) has an RMSE of about 18 mm mo-1, NSE of 78%, and a best-fit 
slope of 0.95. It is only slightly weaker in performance (Table 1) than the 
globally calibrated (for α) linear version in Fig. 12ii or the globally 
calibrated two-parameter one in Fig. 11i, while it is slightly better than 
its globally calibrated version in Fig. 12i. While the calibration-free 
linear version is the weakest of all versions of Eq. (9) tested, all tested 
versions of Eq. (9) in fact perform better than Morton’s calibration-free 
WREVAP model. 

As seen, the calibration-free model results improve significantly 
upon Morton’s WREVAP model (Morton et al., 1985), the only other 
available calibration-free CR-based ET estimation method, requiring 
even fewer input data than the current CR version, as it does not need 
wind measurements and estimates Qn from more widely available 
measurements of solar radiation. The current calibration-free CR version 
still works better than WREVAP, even when wind data is replaced by a 
constant 2 m s− 1 value, as a general substitute for such measurements 
and/or when available energy at the surface is estimated from solar 
radiation measurements (Table 1) by the method of Morton et al. 
(1985). The reason for this improvement lies chiefly in the fact that 
Morton (1983) assumed the CR to be symmetric (i.e., Ew – E = Ep – E), 
which since has been empirically proven to be incorrect in general 
(Kahler and Brutsaert, 2006; Brutsaert, 2015), and most recently, from 
thermodynamical considerations (Crago and Qualls, 2021; Szilagyi, 
2021) as well, even though there are examples when the CR is close to a 
symmetric form (Huntington et al., 2011; Ma et al., 2015). 

5. Summary and conclusions 

The present study aimed to systematically demonstrate the capa-
bility of a recently derived simple complementary-relationship-based 
evapotranspiration estimation method (Szilagyi et al., 2022) that re-
quires a minimum number of input variables only, and versatile in its 
structure (with an optional number of parameters to calibrate between 
zero and two) to allow for its calibration-free application. The 
calibration-free formulation of this CR method (i.e., expressing α with 
Eq. (10)) has never been published nor evaluated before. 

The thermodynamics-based CR equation (i.e., Eq. (9)) was tested 
with monthly data of 124 FLUXNET stations around the globe to see how 
the i) number of calibrated parameters; ii) type of calibration (local and/ 
or global), and; iii) nature of the relationship [i.e., whether it is linear (b 
≡ 1), polynomial (b ≡ 2), or in the form of a power-function] between 
the nondimensional variables affect the estimation results. 

The locally calibrated two-parameter (power-function) CR version 
(Szilagyi et al., 2022) performed the best. It was followed by the locally 
calibrated, single-parameter (α), polynomial CR version of Szilagyi et al. 
(2017), outperforming all other single- or globally calibrated two- 
parameter versions. In the calibration-free category, again the poly-
nomial version outperformed the linear one (Crago et al., 2016), even 
when a constant wind speed was used in the former. The success of the 

polynomial version of Eq. (9) must lie in its ability of efficiently ac-
counting for the average effect of external moisture admixing on the 
resulting drying-environment ET rates, and by doing so making a uni-
versal, calibration-free CR version formulation possible where the 
remaining parameter (α) of Eq. (9) is derived from both physical (as a 
function of the wet-environment air temperature in Eq. (10)) as well as 
empirical considerations (the concrete value of c in Eq. (10)). 

The novel, calibration-free CR can be employed in situations where 
local calibration is unfeasible due to lack of measured flux or water- 
balance component data, provided external moisture admixing is not 
too extreme, such as found near Mediterranean (in the summer), semi- 
desert (e.g., in southern California) or desert (e.g., in Peru or Namibia) 
coastlines where the moisture content of the air, arriving from over the 
sea can be strongly decoupled from the moisture status of the dry/semi- 
dry land. It outperforms the only existing other calibration-free ET- 
estimation method of Morton’s (1985) WREVAP code even when wind 
data is replaced by a constant value of 2 m s− 1 (to bring it on an even 
footing with the latter which does not require wind measurements) and 
Qn is replaced by the WREVAP code’s estimate, derived from global 
radiation data. 

Where calibration is feasible, the two- or single-parameter (b ≡ 2) 
versions of Eq. (9) are recommended. 

Even the existing, single-parameter, polynomial version (Szilagyi 
et al., 2017) of Eq. (9), with the spatially constant value of α set globally 
by the procedure described in Szilagyi et al. (2017) have been shown on 
a continental/global scale (Szilagyi, 2018; Ma and Szilagyi, 2019; Ma 
et al., 2019, 2020, 2021) to outperform or match often complex, and 
data intensive, large-scale evaporation estimation methods (several of 
them employed in the land surface model components of different 
widely used global climate models). The two-parameter version has also 
been demonstrated to outperform (Szilagyi et al., 2022) other CR-based 
two-parameter methods. 

This success can only occur because Eq. (9) is built on atmospheric 
thermodynamics as opposed to largely heuristic approaches of other ET 
estimation techniques whether they are based on earlier formulations of 
the CR or not. 

Any CR formulation in general, is based on an acquired equilibrium 
state between the land and the overlying atmosphere. As such takes time 
to develop (Morton, 1983), the CR is not recommended to be applied 
routinely with time steps shorter than five days to a week. In fact, it has 
already been shown (Crago et al., 2022) that the CR works best on a 
monthly basis, ideal for most water resources applications/ 
investigations. 

Further studies are required to relate the value of b to some large- 
scale measure of wetness-contrast in space. Distance to sea/lake 
shores upstream of the prevailing wind combined with an appropriate 
aridity measure of the site might be one such metric that could also 
identify locations where either the calibration-free version [due to a 
necessary large b (≫ 2) value requirement] or the CR itself (due to b >
10) should not be recommended. 

A crucial original insight by Bouchet (1963) about the complemen-
tary nature of concurrent actual and potential ET rates, with the pio-
neering work of Brutsaert and Stricker (1979), Morton (1983), as well as 
further inspiring ideas by Brutsaert (2015), with additional inputs from 
Szilagyi and Jozsa (2008), Andreas et al. (2013), Szilagyi et al. (2014), 
Crago et al. (2016), Szilagyi et al. (2017), Crago and Qualls (2021), 
Szilagyi (2021), and Szilagyi et al. (2022) have led to the present 
thermodynamics-based, calibration-free version of the CR, formulated 
by Eqs. (9) and (10). Its two parameters, α and b, have clear physical 
meaning as well. While α accounts for the free tropospheric air 
entrainment (e.g., Lhomme, 1997a, b) into the daytime developing 
convective boundary layer during wet-environmental conditions, b does 
the same for moisture admixing during drying conditions. When 
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calibration is feasible and required, it can easily be performed with 
values taken from the 1 – 1.32 and 1 – 10 intervals for α and b, 
respectively. 

It is hoped that Eq. (9) with its minimal data requirement and 
versatility will be employed and further tested during this period of 
climate change for better future management and (re)allocations of 
existing water resources. 
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Appendix 1 

At the Mead, Nebraska (USA) FLUXNET stations (circled in Fig. 5) the deficit-irrigated maize (corn) site is close to the non-irrigated (rainfed) one of 
maize/soybean rotation (maize in one year, soybean the other). Mean monthly ET for the warm months with mean air temperature in excess of 10 ◦C is 
75 mm mo-1 at the irrigated site, while at the rainfed site it is 71 mm mo-1. Both sites are near the south-eastern edge of the large, irrigated corn region 
of Nebraska. When Eq. (9) is calibrated separately for the two sites, the b value (bopt) becomes 1.8 for the rainfed site, and 1.6 for the irrigated one 
(Fig. A1). The larger value of b for the drier, rainfed site is likely caused by the enhanced influence of external moisture admixing from the neighboring 
wetter irrigated fields, relative to what the irrigated FLUXNET site experiences. 

To further illustrate the effect of external moisture import on the value of parameter b in Eq. (9), the months were separated into two groups: a) 
when the difference in irrigated and rainfed ET rates is larger than their average (30 such months) difference, and; b) when it is lower (the remaining 
30 months). In this latter case, when both fields are similarly wet, there is no difference in the effect of moisture admixing on the resulting calibrated 
curves, as seen in Fig. A2. 

However, the effect of external moisture-import diverges when the difference in ET rates between the more moist irrigated and the drier rainfed 
field is amplified (Fig. A3), the former being less influenced by such external moisture admixing, reflected in the reduced value of bopt. 

Fig. A1. Measured and Eq. (9) estimated monthly ET rates at two FLUXNET stations, one irrigated, one rainfed (#63 and 90 in Table A2) near Mead, Nebraska (USA). 
In panel ii) (right one) the curves represent Eq. (9) for the two calibrated, bopt, values. The CR estimates in panel i) result from Eq. (9) multiplied by the corresponding 
monthly Ep rate of Eq. (2). 
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Fig. A2. Same as Fig. A1 except for months with smaller than average difference in irrigated and rainfed ET rates.  

Fig. A3. Same as Fig. A1 except for months with larger than average difference in irrigated and rainfed ET rates.  
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Appendix 2  

Table A2 
List of the 171 FLUXNET sites considered for CR model application. Stations marked with an Asterix were left out of the application of the CR because energy closure 
error in the measured fluxes was>10% for each available month of that station.   

Site Lat Lon Measurement Height (m) Canopy Height (m) IGBP Class 

1 AU-How  − 12.494  131.152 23 15 WSA 
2 AU-Rig  − 36.65  145.576 5 0.4 GRA 
3 AU-Stp  − 17.151  133.35 4.2 0.2 GRA 
4 AU-Tum  − 35.657  148.152 70 40 EBF 
5 AU-Wac*  − 37.426  145.188 95 70 EBF 
6 AU-Whr  − 36.673  145.029 35 28 EBF 
7 AU-Wom  − 37.422  144.094 29 25 EBF 
8 AU-Ync*  − 34.989  146.291 20 0.5 GRA 
9 BE-Lon  50.552  4.746 2.7 0.5 CRO 
10 BR-Sa3  − 3.018  − 54.971 64 27 EBF 
11 CA-Qfo  49.693  − 74.342 24 13.8 ENF 
12 CA-SF1  54.485  − 105.818 12 6 ENF 
13 CA-SF2  54.254  − 105.878 10 4 ENF 
14 AT-Neu  47.117  11.318 2 0.76 GRA 
15 AU-ASM  –22.283  133.249 11.7 6.5 ENF 
16 AU-Cpr  − 34.002  140.589 20 5 SAV 
17 AU-DaP  − 14.063  131.318 18 0.5 GRA 
18 AU-DaS  − 14.159  131.388 20.4 16.4 SAV 
19 AU-Dry  − 15.259  132.371 16.3 12.3 SAV 
20 AU-Emr  –23.859  148.475 6.7 0.4 GRA 
21 AU-Gin  − 31.376  115.714 15 6.8 WSA 
22 CH-Cha  47.21  8.41 2 0.5 GRA 
23 CH-Dav  46.815  9.856 35 18 ENF 
24 CH-Fru  47.116  8.538 2 0.5 GRA 
25 CN-Cng  44.593  123.509 6 0.5 GRA 
26 DE-Geb  51.1  10.914 6 1 CRO 
27 DE-Gri*  50.95  13.513 3 0.5 GRA 
28 DE-Hai  51.079  10.453 43.5 33 DBF 
29 DE-Lkb  49.1  13.305 9 0.4 ENF 
30 DE-Obe  50.787  13.721 42 13.5 ENF 
31 DE-She  50.871  6.45 2 0.5 CRO 
32 DE-Tha  50.962  13.565 42 30 ENF 
33 DK-Sor  55.486  11.645 57 25 DBF 
34 FI-Hyy  61.847  24.295 67.2 15 ENF 
35 FI-Jok*  60.899  23.513 3 0.2 CRO 
36 FI-Sod  67.362  26.639 23 12.7 ENF 
37 FR-Gri  48.844  1.952 2.8 2 CRO 
38 FR-LBr  44.717  − 0.769 25 18 ENF 
39 IT-CA1  42.38  12.027 5 1 DBF 
40 IT-CA2  42.377  12.026 5 0.5 CRO 
41 IT-CA3  42.38  12.022 5 1 DBF 
42 IT-Col  41.849  13.588 25.2 20.2 DBF 
43 IT-Cp2  41.704  12.357 15 12 EBF 
44 IT-Cpz  41.705  12.376 15 12 EBF 
45 IT-Lav  45.956  11.281 28 28 ENF 
46 IT-MBo  46.015  11.046 2.5 0.3 GRA 
47 IT-NOE  40.606  8.151 2 1.75 CSH 
48 IT-PT1  45.201  9.061 33 26.6 DBF 
49 IT-Ren  46.587  11.434 41 31 ENF 
50 IT-SRo*  43.728  10.284 23.5 18 ENF 
51 IT-Tor  45.844  7.578 2.5 0.5 GRA 
52 NL-Loo  52.167  5.744 52 15.9 ENF 
53 RU-Ha1  54.725  90.002 2.5 0.5 GRA 
54 SD-Dem  13.283  30.478 9 5 SAV 
55 US-AR1  36.427  − 99.42 4 1 GRA 
56 US-AR2  36.636  − 99.598 4 1 GRA 
57 US-ARM  36.606  − 97.489 60 0.5 CRO 
58 US-Blo  38.895  − 120.633 8.5 4 ENF 
59 US-GLE  41.367  − 106.24 22.65 18 ENF 
60 US-KS2  28.609  − 80.672 4.1 2 CSH 
61 US-Me2  44.452  − 121.557 32 16 ENF 
62 US-MMS  39.323  − 86.413 46 27 DBF 
63 US-Ne1  41.165  − 96.477 6.2 2 CRO 
64 US-Ne2  41.165  − 96.47 6.2 2 CRO 
65 US-Syv  46.242  − 89.348 36 27 MF 
66 US-Wi9*  46.619  − 91.081 9 2.3 ENF 
67 US-Wi8*  46.722  − 91.252 3 1.5 DBF 
68 US-Wi7*  46.649  − 91.069 3 0.5 OSH 
69 US-Wi6*  46.625  − 91.298 3 0.5 OSH 
70 US-Var  38.413  − 120.951 2 0.3 GRA 
71 US-Wi5*  46.653  − 91.086 6 4 ENF 

(continued on next page) 
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Table A2 (continued )  

Site Lat Lon Measurement Height (m) Canopy Height (m) IGBP Class 

72 US-Wi4*  46.739  − 91.166 23 18 ENF 
73 US-Wi3*  46.635  − 91.099 26 21 DBF 
74 US-WCr  45.806  − 90.08 29.6 24 DBF 
75 US-Wi2*  46.687  − 91.153 9 6 ENF 
76 US-Wi1*  46.73  − 91.233 9 6 DBF 
77 US-UMd  45.563  − 84.698 34 22 DBF 
78 US-Twt  38.109  − 121.653 3.15 0.5 CRO 
79 US-UMB  45.56  − 84.714 46 22 DBF 
80 US-Ton  38.432  − 120.966 23 9.41 WSA 
81 US-Tw3  38.116  − 121.647 2.8 0.5 CRO 
82 US-Tw4*  38.103  − 121.641 3.7 0.1 WET 
83 US-Tw2*  38.105  − 121.643 5.15 2 CRO 
84 US-SRG  31.789  − 110.828 8 2.5 GRA 
85 US-SRM  31.821  − 110.866 6.4 2.5 WSA 
86 US-Tw1  38.107  − 121.647 4.64 0.1 WET 
87 US-SRC*  31.908  − 110.84 4.25 1.7 MF 
88 US-Oho  41.555  − 83.844 32 20 DBF 
89 US-Prr  65.124  − 147.488 11 2.44 ENF 
90 US-Ne3  41.18  − 96.44 6.2 2 CRO 
91 US-ORv  40.02  − 83.018 9.6 0.5 WET 
92 US-Myb  38.05  − 121.765 4.6 0.5 WET 
93 US-Me6*  44.323  − 121.608 12 5.2 ENF 
94 US-Me3  44.315  − 121.608 12 3.1 ENF 
95 US-Me5*  44.437  − 121.567 20 4 ENF 
96 US-Me4  44.499  − 121.622 47 33 ENF 
97 US-LWW*  34.96  − 97.979 3 0.6 GRA 
98 US-Me1  44.579  − 121.5 47 33 ENF 
99 US-Ha1  42.538  − 72.172 30 26 DBF 
100 US-IB2  41.841  − 88.241 3.76 0.5 GRA 
101 US-Ivo  68.487  − 155.75 3 0.5 WET 
102 US-Goo  34.255  − 89.874 4 0.3 GRA 
103 RU-Fyo  56.462  32.922 42.8 34.8 ENF 
104 US-CRT*  41.628  − 83.347 2 1 CRO 
105 US-Atq*  70.47  − 157.409 2.5 0.5 WET 
106 US-GBT  41.366  − 106.24 29 1 ENF 
107 US-Arc  35.546  − 98.04 4 0.5 GRA 
108 SN-Dhr  15.403  − 15.432 9 3 SAV 
109 RU-Cok  70.829  147.494 4.7 0.3 OSH 
110 US-Arb  35.55  − 98.04 4 0.5 GRA 
111 NL-Hor  52.24  5.071 4.3 0.5 GRA 
112 PA-SPs  9.314  − 79.631 3 0.09 GRA 
113 PA-SPn  9.318  − 79.635 15 10 DBF 
114 MY-PSO  2.973  102.306 52 35 EBF 
115 IT-Ro2  42.39  11.921 18.6 17 DBF 
116 IT-Ro1  42.408  11.93 18.6 17 DBF 
117 IT-SR2*  43.732  10.291 23.5 18 ENF 
118 IT-BCi  40.524  14.957 3.8 0.3 CRO 
119 FR-Pue*  43.741  3.596 11 6 EBF 
120 IT-La2  45.954  11.285 33 30 ENF 
121 IT-Isp*  45.813  8.634 24 19 DBF 
122 GF-Guy  5.279  − 52.925 52 32 EBF 
123 FR-Fon  48.476  2.78 35 25 DBF 
124 GH-Ank  5.269  − 2.694 65 30 EBF 
125 FI-Lom*  67.997  24.209 3 0.1 WET 
126 FI-Let  60.642  23.96 2.75 0.1 ENF 
127 ES-Amo  36.834  − 2.252 3.05 0.3 OSH 
128 ES-LgS  37.098  − 2.966 2.25 0.2 OSH 
129 DK-Fou*  56.484  9.587 3.5 2 CRO 
130 DE-RuS  50.866  6.447 2.2 2 CRO 
131 DE-Zrk*  53.876  12.889 2.63 0.1 WET 
132 DE-SfN*  47.806  11.328 6 2 WET 
133 DE-RuR*  50.622  6.304 2.6 0.1 GRA 
134 DE-Lnf  51.328  10.368 44 34 DBF 
135 CZ-wet  49.025  14.77 2.7 0.1 WET 
136 CZ-BK1  49.502  18.537 15 9.5 ENF 
137 CN-Qia  26.741  115.058 39 12 ENF 
138 CN-Sw2*  41.79  111.897 2 0.5 GRA 
139 CN-HaM*  37.37  101.18 2.5 0.2 GRA 
140 CN-Ha2  37.609  101.327 2.5 0.55 WET 
141 CN-Du3  42.055  116.281 4 0.2 GRA 
142 CN-Din  23.173  112.536 27 20 EBF 
143 CN-Du2  42.047  116.284 4 0.45 GRA 
144 CH-Oe1  47.286  7.732 1.2 0.5 GRA 
145 CN-Dan  30.498  91.066 2.2 0.1 GRA 
146 CN-Cha*  42.403  128.096 40 26 MF 
147 CA-TP3  42.707  − 80.348 16 13.1 ENF 

(continued on next page) 
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Table A2 (continued )  

Site Lat Lon Measurement Height (m) Canopy Height (m) IGBP Class 

148 CG-Tch  − 4.289  11.656 3.8 1 SAV 
149 CA-TP4*  42.71  − 80.357 28 21.8 ENF 
150 CA-TPD*  42.635  − 80.558 35.7 25.7 DBF 
151 CA-Obs  53.987  − 105.118 25 7.2 ENF 
152 CA-TP1  42.661  − 80.56 3 2.8 ENF 
153 CA-TP2  42.774  − 80.459 15 11.1 ENF 
154 CA-Oas  53.629  − 106.198 39 22 DBF 
155 CA-NS6*  55.917  − 98.964 8 4 OSH 
156 CA-NS5*  55.863  − 98.485 9 2 ENF 
157 CA-NS7  56.636  − 99.948 4.25 0.25 OSH 
158 CA-NS4  55.914  − 98.381 10 7 ENF 
159 CA-Man  55.88  − 98.481 30 10 ENF 
160 CA-NS3  55.912  − 98.382 10 7 ENF 
161 CA-NS2  55.906  − 98.525 20 16 ENF 
162 CA-NS1  55.879  − 98.484 24 18 ENF 
163 BE-Vie  50.305  5.998 40 35.2 MF 
164 CA-Gro  48.217  − 82.156 43.3 30 MF 
165 BE-Bra  51.308  4.52 42 23 MF 
166 BR-Sa1  − 2.857  − 54.959 57.8 41 EBF 
167 AU-Ade  − 13.077  131.118 16.5 12.5 WSA 
168 AU-TTE  –22.287  133.64 10 4.85 OSH 
169 AU-Rob*  − 17.118  145.63 40 28 EBF 
170 AU-Fog  − 12.545  131.307 5.5 1.5 WET 
171 AU-Cum  –33.615  150.724 29 24 EBF 

The eleven different IGBP land surface classes in this Table include: Wooded Savannas (WSA); Grasslands (GRA); Evergreen Broadleaf Forests (EBF); Crops (CRO); 
Evergreen Needleleaf Forests (ENF); Savannas (Sav); Deciduous Broadleaf Forests, (DBF); Closed Shrublands (CSH); Mixed Forests (MF); Open Shrublands (OSH); and 
Permanent Wetlands (WET). Classes for each site were provided by Wang et al. (2020). 
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