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Aneurysms are a deadly asymptomatic cardiovascular disease that may occur especially 

where there are bends and bifurcations in the cerebral vasculature.  A region where these features 

are especially prominent is the Circle of Willis (COW) in the brain, where aneurysms are known 

to occur.  In the carotid artery, which feeds into the COW, the Reynolds number of blood flow is 

typically around 200-500.  Even with such a low Reynolds number, turbulent-like flow, or 

tortuous flow, can occur due to bends, bifurcations and highly pulsatile flow which lower the 

effective Reynolds number where tortuous flow can occur.  Highly pulsatile flow is unsteady 

flow that is high in magnitude and changes over time. 

Endothelial cells (ECs) line the inner wall of the blood vessel and experience the friction 

force of blood flow.  This work is focused on designing a device that can expose ECs to forces 

they would undergo in an aneurysm-susceptible site. This is accomplished by exposing ECs to 

physiologically relevant Wall Shear Stress (WSS) and vibrations simultaneously.  Vibrations in 

vi



the body occur due to flow separation at the vessel wall, which leads to pressure changes.  These 

pressure changes induce vibrations onto ECs.   

The fluid flow in the designed Parallel Plate Flow Chamber (PPFC) is laminar to induce a 

predictable WSS onto the cells, while the vibrations will induce a rapid cyclical force to simulate 

pressure fluctuations that may occur in vivo.  The aneurysm-susceptible flow will simulate a 

more turbulent-like flow in the carotid artery; higher maximum WSS (around 2.2 Pa) with 

vibrations.  The aneurysm-protective flow will have a lower WSS maximum (around 0.5 Pa). 

The PPFC, made of polycarbonate, is small and light enough to be conveniently vibrated 

using an electromagnetic vibration stage.  The PPFC can be driven by a syringe or peristaltic 

pump, allowing for either steady or transient waveforms.  The PPFC’s fluid domain will not 

change upon vibration, isolating the effect of vibration on the cells.  Also, two side-by-side glass 

slide slots were included to allow for both protein and mRNA quantification from the same 

experiment, increasing experimental efficiency and flow-related consistency between the two 

cell areas.   

Simulations using ANSYS Fluent verified the flow field and WSS waveform on the cells 

for the designed geometry for 3D and 2D cases, as well as verified equal WSS values throughout 

all areas of ECs.  Then, Particle Image Velocimetry (PIV) was done to verify the predicted flow 

rate in the machined PPFC given a steady flow rate driven by a syringe pump.  Preliminary cell 

experiments were performed in an incubator under flow and vibration conditions to demonstrate 

cell survivability.   
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Chapter 1

LITERATURE REVIEW

1.1 Introduction

The likelihood that an adult has an unruptured intracranial aneurysm is approxi-

mately between 2 and 5% assuming they are otherwise healthy with no other cardio-

vascular diseases or health conditions.19,23,60,98,101,120,121 An aneurysm can be defined

as an abnormal growth or dilation in a vascular region. Examples of aneurysms in

the brain can be seen in Figure 1.1. Unruptured aneurysms can grow and eventu-

ally rupture, which is called a subarachnoid hemorrhage (SAH). While unruptured

intracerebral aneurysms that are not growing have around a 0.2% chance of rupture,

growing aneurysms are 12 times more likely to rupture (2.4% chance).120

1



Figure 1.1: Common sites of intracranial aneurysms on the circle of Willis at the
base of the brain, from Schievink et al.98

SAH can be fatal, and approximately 45% of people who experience a SAH die.51,60,101,120

Aneurysms can be asymptomatic until rupture, which is problematic due to the high

mortality rate upon ruptured aneurysms. The asymptomatic nature of aneurysms

makes detection early on in aneurysm development a difficult task, which can lead to

a sudden SAH with no forewarning. This also means that getting an accurate number

for those with aneurysms is difficult.107

Age, sex and genetics (or family history) are other risk factors commonly associated

with aneurysm development.11,22,95,98,107,121 Genetically, one can have autosomal

dominant polycystic kidney disease, Ehlers-Danlos type IV, or fibromuscular dyspla-

sia, which have also been associated with the development of cerebral aneurysms, but

do not guarantee the existence of aneurysms19,22,98 It is difficult, however, to correlate
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these risk factors to aneurysms, for often times these conditions go undiagnosed, as

do aneurysms.98

There are also some other factors that are said to play a role in aneurysm development.

Cigarette smoking has been the most prominent behavioral factor that has been

widely accepted to be related to an increased risk of aneurysm development and even

increases risk as much as three to ten times more than non-smokers.22,96,98 Also,

arterial hypertension, or high blood pressure, is a factor that has been associated

with the development of aneurysms.11,96,98 Hypertension can be a behavioral factor,

but genetically one can be more likely to have hypertension as well.15,46,48

There are a handful of surgical methods to reduce the risk of aneurysm rupture,

but they all have a considerable risk to perform and may cause additional harm or

risk.19,43,98 These methods include surgery (clipping, vascular bypass grafting, en-

dovascular balloon occlusion, or hypothermic cardiac arrest) and endovascular ther-

apy (coil embolization).43,51,82,98

In a literature review of various endovascular treatments, Naggara et al. found that

out of 71 studies of treatments resulted in an overall 1.2% chance of death when

or after being treated for an aneurysm.82 There was also an overall unfavorable

outcome rate of 4.8%. An unfavorable outcome was defined as a procedural mortality

or disability at 1 month. Although their study did not account for how often each

treatment was performed, it still shows how prevalent surgical complications are.

Aneurysms are both difficult to detect and treat.
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1.2 Aneurysm Locations

1.2.1 Arterial Degradation

Little is known about the direct cause(s) of the formation of aneurysms. However,

since aneurysms are abnormalities in the vascular region, it is important to understand

how arteries function, how/why an artery may host an aneurysm and how aneurysms

can develop and rupture. Human arteries consist of three main layers: Adventitia,

media and intima. These three layers consist primarily of collagen fibers, smooth

muscle cells (SMCs) and endothelial cells (ECs) respectively. These layers are shown

in Figure 1.2.

Figure 1.2: Shows the different layers of the artery along with the pressure (p) and
shear stress (τ) that act on the ECs. Image from Hahn et al44

The muscular tone of the artery is defined primarily by SMCs, and also is the means

of which arterial blood pressure is maintained throughout the vasculature.78,116 The

intima is lined by a monolayer of ECs known as the endothelium. It also provides a

fairly smooth surface for blood to flow along the blood vessel wall.

A common histopathological finding in aneurysms is the thinning of the layers in

arteries, leading to arterial wall degradation. This may lead to a severe lack in

structural integrity of an artery, which can lead to abnormal growths, or balloons,
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where this thinning occurs.19,106

Some studies have found that around the apex (or branch point) of the carotid bi-

furcation, significant arterial thinning occurred.21,106 Canham et al. concluded that

there is a relationship between the bifurcation angle and the size of the medial gap

that appears at bifurcations.21 This may be correlated to aneurysm development, as

the carotid artery has been noted as a location susceptible to aneurysms, and arterial

thinning is said to be a known precursor to aneurysm formation.51,98,121 There was

also a notable thinning of the media layer at the entrance of some aneurysms, with

a sharp end to the media layer at the aneurysm neck. This thinning and disappear-

ance of the media layer in aneurysms may also be related to how and why aneurysms

develop.106

The internal elastic lamina has also been said to undergo degradation at a site of

aneurysm formation.79,95,106 The internal elastic lamina, like the media layer, has

been reported to end abruptly at the entrance of aneurysms.106 However, Stehbens

et al. reported a loss in internal elastic lamina integrity independent from media

degradation, which means the internal elastic lamina may also play an important

role in aneurysm development. Others have also reported the importance of elastic

lamina in the structural integrity of arteries.32,95 Circumferentially around arteries

and within the elastic lamina region are sheets of concentric cylinders of elastin.

Elastin is responsible for most of the stretching and retracting behavior of arteries,

as well as in the lungs and skin.33,80 When an artery degenerates, which is known to

happen with age, there can be stiffening of the arterial wall. This could be caused

by the elastin, though able to stretch and allow arteries to dilate, wearing over time

due to cyclic fatigue.33 This may cause weakening in arteries, which may make them

more susceptible to arterial structural degradation or aneurysms.6

Intracranial blood vessels do not have an external elastic lamina.32,98 The main
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structural component of the elastic lamina is elastin, which plays a large role in

terms of load bearing of pressure in arteries.32,33 It is not well known, however, how

the lack of an external elastic lamina effects the structural integrity of the blood

vessel, or how it may affect aneurysm development. Also, Anwar et al. discussed

how circumferential stress may induce aneurysms due to an excessive hoop stress

weakening the vessel wall, which is more catastrophic for thinner vessels such as in

the brain. The fact that there is no external elastic lamina and thus less elastin and

arterial structure in intracranial arteries means that thye may have less structural

elasticity than other parts of the body.95 The structural integrity of an artery may

be compromised in aneurysm-susceptible region.

1.2.2 Aneurysms in the Circle of Willis

Some regions where aneurysms in the brain may occur are the basilar artery, carotid

bifurcation, internal carotid artery (ICA), posterior communicating artery and the

middle cerebral artery trifurcation.26,63,69,79,98 One study, where a review of 19 dif-

ferent studies were analyzed for pediatric patients who had cerebral aneurysms, found

an overall death rate of 28%.51 They found that the most common location for an

aneurysm to occur was the ICA terminus, which occurred in 26% of the pediatric

patients studied. The likelihood of developing an aneurysm is much more likely with

age.11,22,95,98,107,121 However, the location in which people develop aneurysms as

adults is different than children.51 Aneurysms are not only a risk for adults, but also

for children.

Liu et al. found that out of the cerebral arteries studied, the ICA was where 39.8% of

aneurysms were located.75 Also, out of 280 aneurysms analyzed in the internal carotid

artery, 267 (95%) were sidewall aneurysms rather than bifurcation aneurysms.75 Since

there were 353 sidewall aneurysms analyzed in this study, 75% of aneurysms were

in the ICA (267 aneurysms). Considering the anatomy of an artery at and near
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a bifurcation as well as the aforementioned studies, it makes sense that aneurysms

would occur there. However, Liu’s finding leads to the idea that something more

than strictly the arterial layer structure is at play here. Based on Liu’s findings there

may be some other influence as to why aneurysms occur at certain locations along

the sidewall of certain arteries, such as the internal carotid artery, as opposed to

occurrences on an apex of a bifurcation.

These common aneurysm sites in the brain are within the region known as the circle of

Willis (COW), shown in Figure 1.3. The circle of Willis is said to develop aneurysms

more than other regions of the body due to the plethora of bends, bifurcations and

the turbulent-like nature of blood flow that develops in this region. This region

also strays from the calculated optimal angle for work minimization according to

the optimality principle.53,107 It is hypothesized that a possible reason for this stray

from the work minimum optimality is that there are other factors that play a role

in how an artery is shaped other than exclusively fluid dynamics, such as biological

developments, that must occur.53 Figure 1.1 shows a cartoon of the COW in the

brain with aneurysm-susceptible sites from Shievink et al.98

It should be noted that only around 50% of people will have a complete COW.5,59

An example of an incomplete COW is shown in Figure 1.4. There can also be other

variations of blood vessels in the COW. Some other examples of variations are shown

in Figure1.5

In Kapoor’s study, where brains from 1000 autopsy subjects were analyzed, all aneurysms

found were in the anterior portion of the COW. Kapoor et al. also mentioned that

the incidence of aneurysms may be related to the hemodynamic stresses caused by

the variations in the COW.59

It was originally thought that the COW served as a means of compensating for por-

tions that may not be getting enough blood flow.113 However, the conclusion of
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Figure 1.3: Shows the anatomy of the COW, Figure from Vrselja et al.122

Vrselja et al. disagrees with this. Vrselja hypothesizes that the communicating ar-

teries are not compensatory for blood flow between the anterior and posterior sides

because the communicating arteries are usually too small for effective blood trans-

fer. They conclude that the communicating arteries act as a pressure dissipation

system to prevent arterial damage from the asynchronous arrival of pulse waves and

blood flow.122 This agrees with the idea from Kapoor who addresses the potential

relationship between increased hemodynamic stresses and aneurysm development. If

the purpose of the communicating arteries in the COW is pressure dissipation, there

may be consequences of highly pulsatile and higher magnitude flow rates for certain
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Figure 1.4: Shows an example of a missing posterior communicating artery from
Alpers et al.5

Figure 1.5: Shows some variations of the anterior communicating artery from Alpers
et al.5

configurations of the COW.
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1.3 Hemodynamics

A lot of the aforementioned factors are thought to be be related to the hemodynam-

ics, or fluid dynamics of blood, in specific regions. Aneurysm development must be

assessed through not only a purely biological lens, but also from the lens of physics,

and more specifically, fluid mechanics. Many studies have emphasized the importance

of hemodynamics relating to endothelial cells (ECs) when discussing aneurysm de-

velopment because ECs are the inner lining of blood vessels that interact with blood

flow.25,30,37,39 ECs are known to change their gene expression based on the blood

flow directions and magnitudes they are exposed to which will also affect the other

layers of arteries through the release of various enzymes, ions and proteins, known as

a signaling cascade.23

Endothelial cells function as a barrier between the artery and blood to maintain

vascular homeostasis.89 ECs experience the friction force from the blood flowing

through arteries, and that friction force is commonly known as shear stress. ECs will

react differently depending on how much shear stress is applied to them, meaning

ECs are mechanosensitive.25,30,37,39 Mechanotransduction is when many intracellular

pathways are triggered by the mechanoreceptors on ECs. For example, ECs are

known mediators of inflammation, a commonly studied phenotype when studying

arterial disease development, like aneurysms or atherosclerosis.23,25,30

The two different relevant types of fluid flow that will studied are laminar flow, which

is uniform and unidirectional flow, and turbulent flow, which is multi-directional and

non-uniform. The inertial and viscous forces are the two factors that play a role in

whether the flow is laminar (uniform) or turbulent (non-uniform). When the ratio

of inertial forces to viscous forces is very high, the flow will be unstable and multi-

directional (non-uniform). This concept is represented by the Reynolds number and is

shown in Figure 1.6. It should be noted that the turbulent profile shown in Figure 1.6
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is the average profile, and there will be transient deviations from this profile at any

given instant in time.

Re =
ρ ∗ V ∗D

µ
(1.1)

The fluid density is ρ, V is the fluid velocity, D is the diameter of the lumen of

the blood vessel and µ is the fluid viscosity. For rigid straight pipe flow, when the

Reynolds number is below 2100, the flow is considered laminar. With a Reynolds

number over approximately 4000, the flow will be turbulent. When the Reynolds

Number is between 2100 and 4000, the flow is known to be transitional, which means

there can be both turbulent and laminar flow present simultaneously. Typically, in the

carotid artery, which is the focus of this study, the Reynolds number is around 500,83

which is well within the laminar regime if it is assumed that blood is a Newtonian

fluid and arteries are a rigid pipe. However, neither of these assumptions are valid

for blood flow, as blood is non-Newtonian and arteries are not rigid.74

Blood flow in the body changes over the cardiac cycle, and many studies have shown

the importance of pulsatility with blood flow.108 Stoner et al. discussed how both

steady flow and accelerated flow are necessary in order for ECs to function properly

in terms of arterial function, and how flow acceleration may be an important stimulus

in terms of blood flow and mechanotransduction.

Since blood flow in the body is by nature pulsatile, the Reynolds number is constantly

changing throughout the cardiac cycle due to the change in velocity. Also, the arterial

diameter changes from person to person (as well as throughout a cardiac cycle), and

each section of arteries has a changing diameter, thus also changing the Reynolds

number. Therefore, there must be a range of effective Reynolds numbers to consider.

The average diameter of internal carotid arteries are typically between 5.11+-0.87
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mm and 4.66+-0.78 mm for women and men, respectively.67

In terms of blood flow velocity, Hardesty et al. found that out of 11 patients, the

average flow rate in the internal carotid artery was 364 mL per minute.45 However,

another study, where four different velocity measuring methods were used, and MRI

measured ICA flow rate at 215+-82.82 mL/min.86 Tuijl et al. recorded ICA flow

velocities around the inlet of 25 +-5.2 cm/s mean flow velocity.118 Tuijl also found

that the pulsatility increases from the extracranial portion to the intracranial portion,

and then decreases at the more tortuous portion. The pulsatility was calculated by

dividing the range of velocities by the average velocity. This may be a useful metric,

but may also skew the pulsatility value if the magnitude is very large. Nonetheless,

this decrease was discussed to be caused by the tortuous nature of the flow in irregular

geometries, dampening the pulsatile effect on the flow.

Because of the pulsatile nature of blood flow discussed, there is a wide range of

Reynolds numbers that characterize carotid artery flow. Based on the aforementioned

numbers for flow rate and velocity, a typical Reynolds number would be around 200-

450. Kerber found from their in vitro silicone models a maximum Reynolds number

of about 200 for their models of the carotid artery,64 which is considerably lower. It

should also be noted that the viscosity of blood does not change as much as velocity

or diameter, but it is not constant, as blood is a non-Newtonian fluid.

Pulsatile flow, while necessary for proper EC function, can also have a peculiar effect.

When flow decelerates, flow is known to become more unstable, such as at the end

of systole of the cardiac cycle.1 Straatman et al. noted that both the frequency and

amplitude of pulsatile flow can each separately affect flow stability.109

Because of the anatomy of blood vessels specifically in the brain, which include many

various bends, bifurcations, and perturbations within arteries, using a straight pipe

assumption for the Reynolds number equation is inaccurate.4,74,79,102,105 Flow may
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appear to be turbulent within arteries even though the conventional Reynolds Number

would predict laminar flow.94,105 Pulsatile flow has been shown to have a similar

effect, where turbulent-like flow occurs at lower Reynolds numbers than would occur

at steady flow.94,105,129 Also, torsion has been found to have a destabilizing effect on

flow.131

Roach et al, with glass models, studied the importance of hemodynamics in bifur-

cations within the circle of Willis, where vessel bifurcations, flow instabilities and

aneurysms are known to occur.94 One of the aneurysm models is shown in Figure 1.7.

They found that flow pulsatility and a higher bifurcation angle both independently

decreased the critical Reynolds number where they began to see flow instabilities in

their models. This means the flow appeared to be turbulent at a lower Reynolds

number than the classically defined turbulence regime. They also found that these

two aspects, bifurcation angle and velocity fluctuations, combined for an even greater

reduction in the critical Reynolds number. These results are shown in Figure 1.8.

They also found that with their aneurysm models, flow instabilities occurred much

sooner both in and around the aneurysm, at a Reynolds number of 500, which is a

common Reynolds number used in simulating flow in the carotid artery.83,94 The flow

instabilities can also be seen in Figure 1.7, where the flow is not uniform. Roach et

al. also found that, even at low Reynolds numbers of 500, there was significant flow

separation at bifurcations, meaning there were vortices within their models.130

∂u/∂y
∂u/∂y

u(y) u(y)

Laminar (Re<2100) Turbulent (Re>4000)

y

x

Figure 1.6: Shows the difference between laminar and turbulent flow in a rigid pipe.
Laminar flow is more parabolic with a lower velocity gradient near the wall, while
turbulent flow has a higher velocity gradient near the wall.
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Figure 1.7: Aneurysm glass model from Roach et al.94

A similar study by Stehbens et al. showed how the geometry of a fluid domain can

influence the Reynolds number where flow instabilities occur. The idea that geometry

influences the Reynolds number where turbulence occurs has been studied for at least

a century,41 showing that this idea is by no means a new development, but rather a

fundamental component of fluid dynamics applied to a biological perspective.

One feature of typical turbulent flow is the high gradient of velocity near the walls,

which is called wall shear stress (WSS). A large difference between the velocity of

a fluid and a wall creates what is known as a boundary layer, or shear layer. It

has been shown that within the brain, blood flow can be highly unstable.94,129 As

aforementioned, a characteristic of flow instabilities is a higher WSS or WSS gradient.

These have also been suggested to promote aneurysm formation.4,23

Based on the aforementioned studies, it is known that geometry plays a role in the

fluid dynamics of blood vessels. It is also known that even steady flow can have

flow separation on the wall of irregular geometries.24,35,73,112 Flow separation causes
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Figure 1.8: From Roach et al.,94 Shows the effect of a bifurcation angle in glass
artery models on the critical Reynolds number, where flow instabilities are visible in
the glass models. The critical Reynolds number is synergistically lowered with
bifurcation angle and pulsatility.

vortices to develop at the wall of a vessel, which will induce local pressure gradients

along the vessel wall causing vibrations.14,20,42,49,57,126,134 Vibrations within arteries

may lead to arterial damage.29,66 Vibrations in the vessel wall may occur due to fluid

flow through the irregular geometries of blood vessels. Pulsating flow, along with the

bending and splitting geometry of arteries in the brain, are much more susceptible to

these vibrations due to the critical Reynolds number being substantially lower than

that of a straight pipe.94 Not only this, but external forces such as power tools or

even snoring may cause vibrations to the endothelium.7,28,50,62,125

Blood vessels experience two main forces due to blood flow; shear stress from the

flow of blood, and vibrations of the vessel wall from pressure fluctuations. Pressure

fluctuations caused by flow separation in regions of unsteady flow have been shown to

cause poststenotic dilation caused by deformed elastin.17 Also, Curry et al. showed

that prolonged vibration exposure can induce blood vessel deformation, which can

compromise arterial function.29 Also, vibration has been shown to induce vasocon-

striction,103 which decreases blood flow through the vasculature.117
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Because of the anatomy of the brain and cerebral blood flow conditions, where there

is a plethora of bends and bifurcations of arteries causing more unstable flow, there

are natural vibrations that will occur due to local pressure fluctuations. This will

play a role in endothelial cell function because ECs not only react to friction force,

but also the compressive/expansive force, which is sometimes referred to as strain (or

cyclic strain).9

There are two main methods to test how strain induced via acceleration will af-

fect cellular phenotype changes; vibration acceleration and centrifugal force via cen-

trifuge.2,10,40,114,123 The similarity between these two methods is that there is a de-

fined induced acceleration, either centripetal/centrifugal or linearly oscillating, each

of which has been used as an independent variable to test ECs for differential gene

expression. Since ECs are mechanosensitive, it is important to consider the forces

cells would experience under these two conditions.

A centrifuge has been used in a study by Yang et al. who exposed rats to a centrifugal

force and fed some rats a high-fat diet. The effects of acceleration and the high-fat

diet were both found to decrease the nitric oxide level as well as decrease eNOS

expression.133 They found that there was a slight decrease, but not statistically

significant, in blood vessel relaxation when exposed to a centrifugal acceleration of 10

g, which is about 98.1 m/s2. However, the rats that were fed a high-fat diet and were

centrifuged had a synergistic decrease in vessel relaxation in the thoracic aorta that

was statistically significant. Also, they found that there was, again, a slight but not

statistically significant decrease in eNOS expression between the control and either the

high-fat diet or centrifuged rats. The rats that were fed a high-fat diet and exposed

to centrifugal forces had a statistically significant decrease in eNOS expression. This

is shown in Figure 1.9.

They also showed that with rats exposed to only the centrifuge, there was a significant
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Figure 1.9: Results from Yang et al.133 A shows the NO content in the aorta. B
shows the mRNA expression of eNOS in the aorta. C shows the protein expression
of eNOS in the aorta detected using Western blotting. +GZ represents the
centrifuged specimens, HFD represents the high-fat diet specimens, and +Gz +
HFD represents the specimens that were both centrifuged and fed a high-fat diet.

increase in IL-6 and ICAM-1, which are inflammatory markers. It may be that the

very brief exposure to the centripetal force (30 seconds per session, 3 sessions per

week for 8 weeks) at a time-limited the effect on the rats. Nonetheless, centrifuging

rats in this study has been shown to induce significant dysfunctional changes to the

rat aorta.

Furthermore, Wehland et al. compared the effect of altered gravity and induced

vibrations.124 The two conditions were tested in a centrifuge at 1.8 g and up and

down vibrations with a max acceleration of 1.8 g. There were some similarities in

the results, such as a downregulation of VEGFA and CDKN1A, which are known

to be stimulated by stress. In this case, stress is in the perpendicular direction (or

normal vector), which is pressure. However, some proteins, such as pan-actin or

Ezrin, were upregulated by vibration and unchanged by the centrifuge. This shows

that the oscillatory acceleration motion has a different effect on ECs than constant

acceleration. Vibration must, therefore, also be investigated for its physiological

relevance and effect on ECs.
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The endothelium, lining all blood vessels, including those of the brain, has shown

discontinuity and degradation from induced vibrations.29 In a study where 40 rats had

their tails vibrated four hours a day for nine days, there was significant deformation

on the endothelium and the vessel lumen. This abnormality was not only within

the EC monolayer but also SMCs, which expressed more of a migratory phenotype.

There was also thinning of the blood vessel wall. They found that early arterial injury

involves vasoconstriction and deforming the arterial endothelium.

Uryash et al. vibrated a whole rat horizontally and found that under periodic whole

body vibration with a peak acceleration of 2.9 m/s2, the rats’ mean blood pressure

decreased, but the ratio between the peak amplitude and first valley magnitude was

increased.117 They also found that under induced vibrations of 100 Hz, there was

a significant increase in eNOS level from the control. This differs from Yang et al’s

findings, where a centripetal force induced a slight decrease in eNOS. This could be

due to the constant and oscillatory vibrations that each of the studies used by Yang

and Uryash respectively.

White et al. found that the activation of ERK1/2 was linearly increased in HUVECs

when the frequency of vibrations was held constant at 30 Hz, and the accelerations of

1 g and 2 g were compared.125 Krajnak found that rat tails vibrated with a constant

acceleration of 49 m/s2 with ranging frequencies of around 30-250 Hz and yielded a

constricting effect on the smooth muscle cells in arteries.66 This emphasizes the idea

that pressure fluctuations causing vibrations also play a role in the mechanosensitive

activation of ECs in addition to WSS.

However, it has not been defined how specific amplitudes or frequencies relate to EC

dysfunction. There have been studies that show different oscillating pressure/vibration

conditions inducing various changes to ECs, such as activation of ERK1/2 and eNOS,8,9, 52,65

but there is not, to the author’s knowledge, any specific combination for where dys-
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function will begin to occur based off of just amplitude and frequency of induced

vibrations. One way to confine both amplitude and frequency into one variable would

be to use acceleration as the defining parameter. Acceleration of oscillating waves is

commonly defined as follows:

Acceleration = Amplitude ∗ (2 ∗ π ∗ f)2 (1.2)

where f is the frequency in Hz.

A centrifuge will induce acceleration continuously. Vibrations, on the other hand, in-

duce a periodic acceleration, usually defined by the maximum acceleration, in a oscil-

latory manner. Vibration acceleration is more relevant to ECs, as they are constantly

moving and accelerating at varying rates as opposed to continually experiencing a

large constant force for extended periods of time.

Wang et al. shows that there is a linear relationship between acceleration and cell

displacement, shear, and strain in an osteoblast computational analysis.123 Although

this was a somewhat idealized model (isotropic solid), it shows how both normal stress

and strain, which are induced on ECs by pressure and pressure fluctuations, may be

linearly related to the maximum acceleration of vibrations.

Goenka et al., however, showed that even under the same acceleration, there was a

significant difference between experiments for bone cells. They had two experimental

conditions, each with max accelerations of 49 m/s2. One set of mice was exposed

to 125 Hz and the other to 250 Hz, and the corresponding amplitudes of vibrations

according to Equation 1.2 were around 80 and 20 microns for 125 and 250 Hz re-

spectively. They found that there was a statistically significant difference between

the control and the two vibration frequencies for nitrotyrosine,40 which is a known

marker for cell damage and inflammation.81 Also, the higher frequency caused a
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slightly higher nitrotyrosine level, although this was not statistically significant. This

shows that acceleration may very well play a role in arterial damage, but there are

likely other factors than just vibration acceleration.

This can be at least partially explained by one of the findings of Bacabac et al. They

found that the jerk, or the rate of change of acceleration over time, was linearly

correlated to the amount of NO and PGE2 produced by bone cells rather than just

amplitude and frequency of vibrations.10 It is well known that ECs are mechanosen-

sitive and therefore react to strain, and it would make sense that EC gene expression

correlates more with the change in pressure, which can be directly related to the

change in acceleration from a physics perspective because force is proportional to

pressure, as are their respective derivatives over time. Goenka et al.’s results would

align with this idea, how the greater the jerk, the more of a mechanosensitive effect

will be induced on the cells, causing an increase in cell damage and/or inflammation.

Thus, the time derivative of acceleration may be a good parameter along with accel-

eration to guide this study’s experimental setup. It is also important to note that

the periodic acceleration due to vibrations is also correlated with the displacement,

stress, and strain in a linear manner.10

It is more realistic to assume a more periodic acceleration of pressure and pressure

gradients because pressure by nature acts perpendicular (or normal) to the local

cell surface and is constantly changing under physiological blood flow. This means

that it is more reasonable, when discussing the effect of pressure fluctuations due to

turbulent-like flow, to implement vibrations rather than a constant centrifugal force.

1.4 Endothelial Cell Mechanotransduction

Inflammation is said to play a large role in arterial dysfunction, which can originate

from disturbed blood flow conditions that cause an inflammatory phenotype expressed
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by ECs.23,25,39,85 Healthy ECs will be anti-coagulative and anti-thrombotic.89 Many

have studied the effect of shear stress on ECs.30,36,37,55,108,128 EC dysfunction can

also occur when vibrations are induced on ECs.72,123,125 This can change the delicate

characteristics of ECs, such as cell-to-cell junction adhesion, cell proliferation and

migration, cell survival, cell orientation and cell signaling.30,34,39,76,119

These traits are shown by Dai et al, who demonstrated a difference in gene expression

based on different blood flow waveforms in the brain.30 In this study, two different

waveforms are analyzed; athero-protective and athero-prone. These regions were

defined as locations in the carotid artery that were ’resistant’ and ’susceptible’ to

atherosclerotic lesion development. In athero-prone regions, it was hypothesized that

atherosclerosis is more likely to develop. In that study, they found that the region

that experienced athero-prone flow had an upregulation of inflammatory genes than

the athero-protective region, such as IL-8, CLDN11, PTX3, MCP-1 and PGF, which

are considered to be inflammatory markers.30,58,85

ECs response to the mechanical environment instigates much of the function of an

artery, which can be severely consequential when ECs are not functioning properly.54

For example, when ECs express an inflammatory phenotype, this will consequentially

affect smooth muscle cells, which maintain the vascular tone as well as maintain

blood pressure throughout the vasculature.3,13,27,61,87,93 Nitric Oxide (NO) also has

a key impact on the functionality of arteries as a vasodilator and has been studied

in relation to aneurysm development.18,56,91,99,115,132 Endothelial cells emit NO in

the form of endothelial NO synthase (eNOS),31,38,88 which is also sometimes referred

to as Endothelium-derived hyperpolarizing factor (EDHF). Regulating endothelial

permeability is another function of eNOS.90 EC function is vital for proper arterial

function.
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1.5 Hemodynamic Testing Methods

1.5.1 Flow Chambers

There are many fluidic devices to test endothelial cell genetic expression based on flow

exposure. Two common devices used for this application are the Parallel Plate Flow

Chamber (PPFC)77 and the Cone and Plate Viscometer (CPV).30,36,100 A PPFC is

based on Hele-Shaw flow principles for parallel-plate flow, which is flow between two

flat parallel plates where the width is so large compared to the height that the flow

is uniform away from the walls.47 In the context of fluidic devices focused on EC

flow exposure, a PPFC is typically used to induce laminar flow onto ECs, which will

experience respective shear stress from the flow.70,77 This device is much simpler to

design and manufacture, and calculating the shear stress that the cells will experience

based on flow rate is well-defined. An example of a PPFC used in this context is

Song et al, who found significant elongation of ECs exposed to higher WSS values

when compared to cells exposed to low WSS values.104 A limitation of PPFCs is

the difficulty of inducing pulsatile flow that accurately mimics the physiological shear

stress waveforms that ECs experience. A PPFC can induce unsteady waveforms

when driven by a peristaltic pump, but peristaltic pumps are typically not as robust

in terms of inducing highly precise and pulsatile waveforms as a CPV.70 A CPV is

driven directly by a motor, which can yield highly transient WSS waveforms. For

this reason, the CPV seemed like a more reasonable device for this application. An

example of a CPV is shown in Figure 1.10.

Sdougas et al. was one of the first to define many measurable parameters of a CPV,

such as the shear stress based on cone rotational speed and the flow characteriza-

tion parameter, R̃.100 The flow characterization number is similar to the Reynolds

number, which defines whether the flow will be laminar or turbulent. Equation 1.3
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Figure 1.10: A 2D Sketch of a CPV geometry from Franzoni et al.36

is the equation derived by Sdougos for the shear stress on the bottom plate, and

Equation 2.20 is derived for R̃.

Sdougos found that when the parameter R̃ was less than 0.5, the flow would be

tangential and laminar under the cone. When the flow is between 0.5 and 4, there

would be significant radial secondary flows in the system. Above an R̃ value of 4, the

flow transitions to turbulence.

It should be known that Equation 1.3 is very limited, as there should physically be a

gap height between the apex of the cone and the bottom plate, or else damage to the

cone, plate and/or cells seeded on the plate may occur. Therefore, Equation 1.3 has

been further modified to incorporate a fluid gap between the apex of the cone and

the bottom plate for a more practical application in Equation 1.4.110

Another incentive to using a CPV is that there is an assumed constant shear rate

due to the shallow cone angle.100 This enables the use of the small angle identity

for the shear stress derivation, which allows a direct proportion between the angular

velocity of the cone and the shear stress of the bottom layer of cells. For this device,

a motor with a controlled angular velocity can yield a predicted shear stress value

that ECs cultured on the bottom plate will experience. However, the model for shear

stress derived by Sdougos et al. is only valid when R̃ is less than 0.5, where the flow

is purely tangential and laminar. When R̃ becomes greater than 0.5, there will be

significant secondary flow, which will affect both the magnitude and direction of WSS

that the cells will experience.
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There are a few assumptions that have been made in deriving the above expressions.

For one, it is assumed that the fluid is incompressible, and the fluid is non-Newtonian.

This means that the volume of the fluid and the viscosity will be a constant value

for any calculations and simulations. Also, a no-slip condition is assumed at the

boundaries. This means that there will be an assumed fluid velocity of zero at the

bottom (stationary) walls. At the cone, the fluid will be moving at the same velocity

as the cone. It is also assumed that there is no change in thermal energy throughout

the system. Although this does not exactly mimic the environment of the carotid

artery in vivo, it greatly simplifies the model while still yielding a direct analysis of

the effect of WSS on ECs.

Bataineh et al. analyzed the effects of secondary flow on CPVs and how they relate

to R̃, as well as the effect of the edges of the CPV on the flow field. They found

that there are significant effects of the edge boundaries on the flow field, but those

effects decrease further from the wall. Also, they observed that a smaller gap height

between the cone apex and the bottom plane will yield a more consistent WSS value

throughout the fluid domain under the cone.12

ω =
τ ∗ α
µ

(1.3)

ω =
τ ∗ (h0 + r ∗ α)

µ ∗ r
(1.4)
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h0 = 0

r
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ν

Figure 1.11: CPV geometry with no gap height (h0 = 0), corresponds to
Equation 1.3.

h0 > 0

r

α

ν

Figure 1.12: CPV geometry with a gap height (h0 > 0), corresponds to Equation 1.4.
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Equation 1.3 is applicable for a CPV where the cone tip is touching the base where

the cells are hosted. This setup is shown in Figure 1.11. This is an idealized model,

for there are few physical applications where the cone tip is touching the base with no

frictional effect or adverse effect on the cells. Therefore, the second equation, Equa-

tion 1.4 was derived given that a fluid height will exist which is shown in Figure 1.12.

The second equation, like the first, demonstrates the relationship between ω to τ .

The other variables are held as constants for most experiments for this application.

The PPFC, as aforementioned, is a device that is simpler to design and fabricate but

does not typically yield as transient of a waveform to ECs as a CPV because it is

usually driven by a syringe pump or a peristaltic pump. The main trade off between

a PPFC and CPV is that a PPFC is much easier to design, fabricate and assembly

while a CPV is capable of more complex unsteady waveforms. Since one of the main

goals of this work is to have the capability of producing complex waveforms, the CPV

will be analyzed and designed. Also, vibrating the device is necessary to best mimic

the environment of the ECs, which will play role in the analysis and design process.

For additional examples of PPFCs, Nidadavolu et al. provides a review of various

designs of PPFCs and their application.84

1.5.2 Computational Fluid Dynamics (CFD)

To better understand the temporal and spatial effects of a CPV, Computational

Fluid Dynamics (CFD) is used. CFD allows the user to simulate a flow field by

approximating a solution to the equations of motion. It is advantageous to visualize

and quantify how flow develops and changes spatially and temporally. Data points

can also be taken at any location among the fluid body to track any parameter over

time, such as velocity, pressure, and/or shear stress. These data are much more

difficult to obtain, as they require calibrated devices, such as MRI devices.
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Something to note with CFD simulations, however, is that they must be set up

properly, and adequate attention must be put into the setup and execution of each

simulation. It may seem simple or trivial to run a simulation, but if care is not taken

to set up a simulation properly, the results are not as meaningful. There are many

studies that have used CFD to simulate a CPV device.12,36,92

There are some gaps in the literature for how these simulations are set up and exe-

cuted. Few articles have given details on their solver method (SIMPLE, PISO, etc.),

or residuals and why they chose them. These are critical aspects of CFD that seem to

be overlooked by most current research in the field. The reason for the lack of detail

is unknown.

One study, which will be replicated for a proof of concept for this work’s simulations,

provided information about how they set up their simulation, and how they got their

results.36 Their first step was using the results from a previous study by Dai et al.,

which was previously discussed. They then described some of the meshing and solver

details, but not enough detail to replicate their work.

In this study by Franzoni et al, they tested whether their CFD results math with

a physical CPV, and compared the results for both athero-protective and athero-

prone waveforms. They used two different equations throughout the study; both of

which correlate the rotational speed of the cone to the WSS the ECs experience. One

equation, labeled in their study as Equation 1 (Equation 1.3 in this work), does not

account for the cone height above the cells. Equation 2 (Equation 1.4 in this work)

is the equation that does account for cell height. Both of those equations are only

valid when there is no secondary flow present, where the flow is purely tangential as

previously discussed.

Franzoni used Equation 1.3 to calculate the rotational speed needed to apply the

WSS from Dai et al. to their ECs. They also used this as their CFD rotational speed
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input. This input is also what they used for their physical CPV.

For their analytical methodology, they started with the rotational speed input that

was used in their simulation, calculated from the WSS waveform from Dai et al.

using Equation 1.3. Then, for their analytical WSS result, calculated the WSS with

Equation 1.4, using the rotational speed values from the input from their simulation.

This led to a very close match between their computational and numerical model.

They also included in their results their physical CPV device EC orientations. This

gives their results some validity in the sense that the atheroprotective waveform

yielded more aligned cells, and the atheroprone waveform yielded EC that were not

as aligned. Also, for the atheroprotective waveform, the ECs were more aligned over

the course of the 48 hour experiment.

However, there seems to be a flaw in their methodology when comparing their CFD

results to their analytical solutions. For both the CFD and analytical solution, they

started with the WSS from Dai et al., and calculated the rotational speed of the cone

using Equation 1.3. This is not correct, for there is certainly a fluid height, as they

clearly stated in their methodology. They should have used Equation 1.4 for this

step.

Also, after they obtained their rotational speed for the cone, which is the same for

their CFD and analytical model, they used two different equations to find the WSS.

They used Equation 1.3 for their rotational speed input for their CFD simulation,

which would overestimate the actual value of WSS that the cells would experience,

for the fluid height is neglected.

Then, for their analytical solution, after using Equation 1.4 to calculate the rotational

speed, they used Equation 1.4 to recalculate the WSS. They should have compared

their CFD simulation to the WSS waveform from Dai et al, as that is the data they

were trying to compare. Although their results seem like they match very well, their
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methodology is seemingly flawed and these limitations should be taken into account.

However, their main results in terms of verifying the transient capabilities of a CPV,

as well as the cell morphology of ECs is still valid. Overall, Franzoni et al. did have a

methodology and results that were well described and explained, which is necessary

and helpful when performing experiments and running simulations to verify the use

of these methods. It should be noted that the only reason these issues were noticed is

because Franzoni did a good enough job describing the methodology so that it could

be analyzed and reproduced, which is quite beneficial.

Ramadan et al. used CFD to simulate a cone and plate viscometer and had a better

description of their meshing analysis and simulation setup.92 First of all, they did

well in describing the 3D model and exactly how it was made, how the meshing was

defined, and how the setup was performed. They also gave detailed information on

what solution methods were used for their simulation. They gave a well-detailed

description of the decision-making for the simulations, which is helpful when trying

to replicate one’s work and also improve the field. They also showed, for their CPV,

a mesh independence study, which is necessary to show any validity to a CFD model.

They also compared their CFD results to other’s CFD results and mathematical

models, further validating their methodology.

However, they did not compare their results with a physical device. While they did

validate their methods in a couple of ways, the results may not completely represent

reality due to various assumptions made, both computationally and mathematically.

While they did use physiologically relevant values for WSS applied to ECs using a

CPV, they did not use physiologically relevant waveforms, only general magnitudes

and oscillatory trends. Nonetheless, their results are helpful in terms of understanding

how shear rate and rotational cone speed are related, and they did provide some

sufficient detail about their setup.
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Another common gap in the scientific literature is the studies that only analyzed

steady flow for a CPV.16,127 This is by no means a valid assumption for arterial

blood flow, for there are surely temporal changes in flow throughout the cardiac

cycle. This is a necessary component to analyze the genetic expression of ECs under

physiologically relevant waveforms, and should therefore be relevant to any CFD

simulation mimicking a physiologically relevant cardiac cycle.

Sucosky et al. were among the first to implement a numerical model where the

gap height is accounted for.110 Sdougos et al. detailed how a CPV is useful for

applications where the shear stress is constant while having both laminar uniform

flow as well as secondary flow toward the outside of the cone. However, Sucosky et

al. manipulated the dimensions so that only laminar flow is induced in the device,

eliminating secondary flow. CPVs are versatile for transient applications as well as

inducing purely uniform flow, as well as predictable secondary flow.

One of the limitations of Sucosky’s work with respect to our aims is that they used a

sinusoidal flow pattern, which is much more physiologically accurate than a constant

flow pattern, but does not finely mimic the flow of a typical cardiac waveform in terms

of acceleration. Also, they did not measure or verify the WSS on the cell surface,

only estimated based on the cone velocity measurement.

A major gap in the literature that this work aims to address is the effect of both

physiological WSS and vibrations that are simultaneously induced onto ECs in vivo.

Only understanding one of these two, shear or vibrations, can lead to dangerous

conclusions as they both will have their own effects on ECs, and it has not yet been

shown what the effect of inducing both onto ECs would be.
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Chapter 2

METHODS

2.1 Wall Shear Stress Waveforms

The goal of this work is to design a device that can induce a physiologically relevant

shear stress waveform and vibration condition to ECs that mimics an aneurysm-

susceptible site, and compare that to an aneurysm-protective site. This will give

insight to how fluid flow may play a role in the early stages of aneurysm development.

This involves mimicking both the shear stress that the cells experience, as well as

vibrations that the cells experience in vivo, which may occur from rapid acceleration,

turbulence or pressure fluctuations. The first step to do this is to gather the two

distinct WSS waveforms. This is done with previous work of our lab where patient

specific aneurysm models of the ICA were modeled and simulated. Also, the aneurysm

for each model was computationally removed, and the aneurysm site was smoothed

over as seen in Figure 2.1a. The results from those CFD simulations have not yet

been published.

The two distinct waveforms were taken from the two regions highlighted in Fig-

ure 2.1a. The orange highlighted region is where the aneurysm was computationally
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removed, and the blue highlighted region is where steadier laminar flow is known to

occur, which will serve as a control. Then, the average WSS values of those regions

were taken as the WSS waveforms for their respective regions. These waveforms are

shown in Figure 2.1b.

(a) An aneurysm from patient-specific data was computationally removed and smoothed
over. Then two regions of distinct flow conditions where the WSS waveforms will be
analyzed. The orange square is the aneurysm-susceptible site, and the black square is the
aneurysm-protective (upstream) site.
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(b) Spatially averaged transient WSS waveforms for the steadier upstream and
aneurysm locations.

Figure 2.1: WSS waveforms of the steady upstream site and site where an aneurysm
was computationally removed.
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2.2 Cone and Plate Viscometer Analysis

2.2.1 CPV Numerical Analysis

The first device that was analyzed was the Cone and Plate Viscometer (CPV) due to

its ability to induce highly transient WSS waveforms that best mimic blood flow in

the carotid artery.

The input to the CPV CFD simulations will be the transient rotational speed of

the cone which will induce a predictable WSS onto the cells. In order to verify the

derived equation for the shear stress τ that endothelial cells will experience based

on the rotational velocity of the cone, we will start with the viscous stress tensor.

Cylindrical coordinates should be used due to the geometry of the CPV. The viscous

stress tensor in cylindrical coordinates is defined as follows.

σ =


τrr τrθ τrz

τθr τθθ τθz

τzr τzθ τzz

 (2.1)

If we expand each component of the viscous stress tensor we get

σ = 2µ
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Since ur = uz = 0, those terms cancel out.

σ = 2µ
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Then we are left with

σ = µ
∂uθ

∂z
(2.4)

Or commonly seen in Cartesian coordinates:

σ = µ
∂u

∂y
(2.5)

Since the shear stress is constant, it is known that:

∂2uθ

∂z2
= 0 (2.6)

When integrating the above equation, we get

∂uθ

∂z
= C1 (2.7)

Then, integrating again, we have

u(z) = C1z + C2 (2.8)

Solving for the constants, the relevant boundary conditions are applied. First, a no-

slip condition is assumed, which means the velocity at the wall u0 = 0. Then, the

velocity at the cone the input, ucone. This can also be seen in Figure 2.2 for 2D flow.

ucone = ωr (2.9)

ω =
vcone
r

(2.10)
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∂uθ/∂zz

θ

Moving Wall, v=u

Stationary Wall, v=0

v(z)

Figure 2.2: Shows Couette flow with cylindrical coordinates for CPV flow.

ucone can be put in terms of ω, which provides the two boundary conditions: u(0) = 0

and u(h) = uin = ωr. Then, these boundary conditions are put into the original

equation to solve for u(z).

The first condition is u(0) = 0. This yields 0 = 0 + C2, C2 = 0.

Then, using the second condition u(h) = uin = ω
r
it is known that uin = C1h,

C1 =
uin

h
. Finally, plugging in the values for C1 and C2 yields the velocity equation.

u⃗(z) =
uin

h
z (2.11)

Now that the velocity is known, the equation for shear stress is derived using the

equation τ = µ∂uθ

∂z

∂uθ

∂z
= C1 (2.12)

τ = µ
uin

h
(2.13)

τ = µ
ωr

h
(2.14)

It can also be assumed that h = r tanα.
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τ = µ
ωr

r tanα
(2.15)

which simplifies to

τ = µ
ω

tanα
(2.16)

Because α is 0.5◦, the small angle identity is used, where if α << 5, we can assume

that tanα = α. With these simplifications, we get the standard equation for a CPV

with no fluid gap height.

τ =
µω

α
(2.17)

A major limitation that makes this equation more or less unusable in practice is

that there must be some gap height to make this device applicable in reality. Thus,

we must also derive an equation for a CPV device with a fluid height between the

cells and the tip of the cone. Since our assumptions in terms of fluid mechanics are

the same, we can use the same methodology as before, using the stress tensor and

canceling all multi-directional components of flow, leaving off at Equation 2.8. Hence,

we will start from τ = µ∂uθ

∂z
and ∂2uθ

∂z2
= 0.

It is known then, by integrating with respect to z that ∂uθ

∂z
= C1. Integrating again

yields u(z) = C1y + C2. Like before, using the known initial conditions, a no-slip

condition at the walls is assumed. Since u(0) = 0, we know u(0) = C1 ∗ 0 +C2 = C2.

Thus yielding C2 = 0.

It is also known that z = h0 + r ∗ tanα where h0 is the gap height between the cone

and plate. We have uθ in terms of height z, but the velocity in terms of the cone

radius r is the desired equation. Thus, since z = h0 + r ∗ tanα, it can be written as

36



u(r) = C1(h0 + r tanα) + C2. Since C2 = 0, u(r) = C1(h0 + r tanα). Since u = ωr,

ωr = C1(h0 + r tanα). Again using the small angle identity, ωr = C1(h0 + rα). This

yields the second constant C1 = ωr
h0+rα

. Since ∂uθ

∂z
= C1 and τ = µ∂uθ

∂z
, it is known

that τ = µC1. Therefore, our final equation for a CPV with a defined gap height is

the same as Equation 1.4 as follows.

τ = µ
ωr

h0 + rα
(2.18)

It should be noted that only tangential low should occur in this system. If there is

significant radial flow, Equation 2.18 is not valid as it assumes purely tangential flow.

A cartoon of this is shown in Figure 2.3.

Tangential Radial

Figure 2.3: Shows the desired flow direction; tangential flow (left). Significant radial
flow (right) compared to tangential flow would invalidate the derived equations for
the CPV, notably Equation 2.18.

Based on the aforementioned gaps in the scientific literature, the present study will

include a thorough methodology of the 3D model, mesh setup and analysis, case

setup, and the post-processing needed for a complete CFD study.
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2.2.2 CFD Geometry Setup

The first step in any CFD simulation is to define the fluid domain. For ease of

changing the geometry for various simulations if needed, the geometry was made

using the DesignModeler feature in ANSYS. First, the sketch plane was defined as

the XZ plane in DesignModeler so that the Z-axis is the vertical axis and the X-axis

is the horizontal axis. This way data can be taken along the X-axis for centerline

data which would also serve as the radial coordinate. Then, a cross-sectional area of

the desired fluid domain was sketched according to Figure 2.4a. Then, the sketch

was revolved about the Z-axis. A revolve initially of 15 degrees on each side was

used, for a total of 30 degrees. The symmetry revolve choice was made so that the

center-line of the cone was along the X-axis, or radial axis for ease of postprocessing.

The dimensions of the CPV were based on Franzoni et al’s parameters36 initially,

except the cone is slightly smaller (radially) to reduce computation time.

The flow in the CPV should be axisymmetric, meaning the flow field should be the

same tangentially around the domain at any point along the same radial and vertical

coordinates. Before using sliced geometries, however, this concept must be verified

computationally.

To make meshing more efficient, a slice will be made through the fluid domain offset

from the XY plane by 0.75 mm off the Z-axis, shown in Figure 2.5a. This mostly

separates the fluid under the cone and on the side of the cone. Also, a circular cut

will be made in the middle shown in Figure 2.5b.

The radial portion of the domain where the cells will be seeded is between 25 and

40 mm on the bottom of the Petri dish. Therefore, an annular extruded slice will

be made to define the cell area shown in Figure 2.6a. This will also be done for the

whole disc geometry to maintain a consistent geometry and domain when verifying

the axisymmetric slice simulations. This step is also helpful in the meshing stage, as
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will be described in Section 2.2.3. All of the five bodies are preset to solid bodies, so

they should all be changed to fluid bodies in DesignModeler.

Starting from the inner portion of the fluid, the names of the five fluid bodies are Inner,

Inner2, Cells, Outer, and Upper. These are shown in Figure 2.7. Named selections

should also be made to define the bottom, cone, left, right, top, and outer walls,

where left and right named selections would only be made for the sliced geometry.

Maintaining these naming conventions across CPV simulations is important when

exporting data from multiple simulations. The list below shows how to define these

zones geometrically in DesignModeler.

• Inner: Extrude circle on XY plane with a diameter of 10 mm.
• Inner2: The region between ’Inner’ and ’Cells’.
• Cells: Extrude annulus on XY plane defined by two circles of diameters 50 and
80 mm.

• Outer: The region under ’Upper’ and most outward radially.
• Upper: Create a slice through a plane defined as an offset from the XY plane
by 0.75 mm.
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h0=0.1 mm

R=50 mm

r=45 mm

α=0.5°H=5 mm

(a) Not-to-Scale 2D sketch

(b) Fluid Domain Disc
(c) 30◦ Slice

Figure 2.4: Geometry of 2D sketch and 3D revolve for simulation geometries.
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(a) Slice to separate the lower and upper fluid portions for meshing.

(b) Circular Slice for inner fluid portion. ’Inner’ fluid portion is the tip of the slice in
green.

(c) Full disc geometry.

Figure 2.5: Shows DesignModeler steps for geometry definitions for the first two
slices.
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(a) Slice to isolate relevant cell area for the 30◦ slice geometry between 25 and 40mm
radially.

(b) Slice to isolate relevant cell area for full disc geometry between 25 and 40mm radially.

Figure 2.6: Slices for the cell area for the 30◦ slice and disc geometries.

123
4

5

Figure 2.7: CPV fluid domain portions sliced for ease of meshing and
post-processing. In numerical order, zones are named ”Inner”, ”Inner2”, ”Cells”,
”Outer”, and ”Upper”.
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2.2.3 Meshing

The next step for a CFD simulation is the meshing process. This section of the CPV

analysis details the meshing process for the different geometries so that others can

replicate this work easily when working on a CPV similar to the geometries studied.

In order to verify that the mesh is sufficient, a few criteria should be met. First,

the element quality as well as orthogonal quality of the mesh should typically be

greater than 0.2 as a general rule of thumb. Also, a Richardson extrapolation was

performed to verify that the mesh used will sufficiently converge. The methodology

of the Richardson extrapolation for mesh independence is described in more detail

in Section 2.3.2 and is effectively the same application from the CPV to PPFC, so

it will not be discussed in detail here. These will be taken into account as well as

comparing the WSS values to the numerical model. This meshing analysis will be

performed for a stationary bottom plate (no dynamic mesh). Later simulations will

involve a dynamic mesh to simulate vibrations on the bottom plate.

There are two main goals of meshing for CFD simulations: having fine enough ele-

ments to best approximate the nature of the fluid flow field, and reducing the number

of elements in order to minimize computational time. As the number of elements

increases the results typically approach the exact solutions, but the computing time

increases as well. In order to maximize accuracy and minimize time, an optimal mesh

must be determined and assessed.

First, the full disc was meshed. The main mesh was defined as an element size of

0.5mm. A face meshing was applied to the inner face of the ’Inner2’ and ’Cells’
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bodies. The internal number of divisions was set to four. This means there will be

four elements equal in height throughout the affected portions of the fluid domain.

This is advantageous to ensure a consistent vertically sized mesh under the cone

region. A cross-section of this is shown in Figure 2.8.

Figure 2.8: Shows a mesh under the cone with four divisions. There are four
vertically stacked elements of equal height at any radial point under the cone.

A multiZone method was applied to the ’Cells’ body and the ’sweep size behavior’

was set to ’sweep edges’. The sweep edge was set as the outer top edge of the circular

’Cells’ body. To define this, hiding all other bodies except for the ’Cells’ region was

necessary to prevent selecting an edge that looked like it was the correct edge but

was actually the inner edge of the ’Outer’ body. The MultiZone method forces more

of a radially organized mesh, as opposed to a more cubic mesh that may have aspect

ratio issues due to the circular geometry.

Another MultiZone method was applied to the ’Inner2’ body. The sweep size behavior

was again set to sweep edges, and this time both of the top side edges around the

Inner2 body were selected. Body sizings were added to ’Inner2’ and ’Cells’ bodies

with a 0.15 mm element size.
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A third MultiZone method was added to the ’Outer’ body. The sweep size behavior

was again a sweep edge. A body sizing was also added to the Outer body with an

element size of 0.15 mm. The reason this body was not compatible with a face mesh

was most likely due to the inconsistent radial shape of the body closer to the edge of

the cone. Therefore, a body sizing was implemented instead. The sizing was chosen

to ensure the same number of layers under the cone (in this case 4) as the rest of the

fluid domain.

Then, named selections were defined for all visible walls (all walls except for con-

tact regions). All named selections should be the same across all simulations for

consistency and ease of post-processing.

Then, the meshing for the 30 degree slice was performed. The meshing method was

slightly different than the full disc because there were no left or right boundaries, so

the face meshings were replaced by edge sizings at the relevant edges. They effectively

accomplish the same thing for this application; to define a number of divisions height-

wise throughout the domain.

The main mesh size was set to 0.25 mm. A method for ’Inner2’ was set to Multizone

with a sweep element size of 0.04 mm. An edge sizing on 11 edges was added; four

on the corners of each ’Inner2’ and ’Cells’ bodies, two on the inner edges of ’Outer’,

and one on the center of the domain on ’Inner’. The number of divisions was set to

four to match the full disc simulations. A body sizing on ’Inner2’ was set to 0.15 mm

element size. Another Mulitzone method was induced on ’Cells’ and ’Outer’, with

a sweep element size of 0.25 mm. A face sizing on ’InnerBottom’ had a 0.05 mm
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(a) Top view of 30◦ slice mesh

(b) Right view of 30◦ slice mesh

Figure 2.9: Images of 30◦ slice mesh.

element size. Lastly, named selections were defined for each outer wall; each bottom,

cone, left, right, outer, and top was defined as a named selection for ease of use in

Fluent. Figure 2.9 shows some examples of what the mesh looks like.

Lastly, the 1 degree slice is meshed. The main mesh is selected to be 0.4mm. Then,

a MulitZone method is applied to the ’Inner2’ body with a sweep element size of 0.3

mm. An edge sizing to the same 11 edges described in the 30 degree slice meshing is

applied with four divisions. A body sizing on the ’Inner2’ body was set to 0.1 mm.
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This is smaller than the 30 degree slice for this sizing because the element quality

should be kept above 0.2 for this region. A multiZone method was applied to the

’Cells’ and ’Outer’ bodies with a sweep element size of 0.25 mm. A body sizing of

0.05 was applied to the ’Inner’ body.

Because of the 1◦ angle, the innermost cells are very sharp, and the element quality

is very poor (around 0.03). However, the only region with lower than the acceptable

0.2 element quality is within the innermost 0.4 mm of the domain. This means that

the other regions of the domain, and most importantly the cell region, are sufficient

and the simulation should still be conducted and be considered valid. If the results

do not match with the other disc and slice simulations, it may be an issue with the

mesh. However, as will be discussed, this does not happen and all of these simulations

yielded nearly identical results.

The named selections for the 1 degree slice are the same as the 30 degree slice. When

the number of elements for each case is compared, it becomes obvious that there is a

large advantage to using a smaller portion of the fluid domain (see Table 2.1). This

is also not a perfect ratio because the 1 degree slice was refined to ensure sufficient

quality throughout almost all of the domain.

Table 2.1: Number of mesh elements for each case.

Case Elements (Thousands)

Full Disc 1,600
30◦ Slice 127
1◦ Slice 5.5
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2.2.4 Fluent Setup

In Fluent, gravity was set to -9.81 m/s2 in the z-direction. The pressure-based solver

should be selected. The viscous (laminar model) is used for all simulations. The

fluid material simulated is EGM-2. A new fluid with a density of 1015 kg/m3 and

viscosity of 0.007 kg/(m s) was defined as ’dex10’ representing EGM-2 with 10%

dextran added to increase the viscosity. All cell zone conditions should be set to

fluid, not solid, and all cell zones are to be the ’dex10’ fluid material. All contact

regions are then set to matching, which ensures whatever one of the contact regions

experiences, the matched contact region will yield the same results. It ensures a

continuous fluid domain through contact regions.

For the methods of the solver, the SIMPLE scheme is implemented for steady sim-

ulations while PISO is used for transient cases. Under the ’Spatial Discretization’

section, the node based, second order, and second order upwind methods are used for

solving the gradients, pressure, and momentum respectively. All residuals were set to

1e-10 to ensure convergence for continuity as well as x, y, and z velocities. Residuals

are a means of quantifying the error of the solver, and a simulation is typically run

until the residual, or error, is below a certain threshold. The standard initialization

method is selected.

Each boundary condition is defined to best represent what will be occurring to ECs

in vitro. The geometry of the CPV fluid domain consists of the fluid that is between
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the cone and the Petri dish. There will be fluid beneath the cone as well as on the

side of the cone, simulating the fluid in the gap between the side of the cone and the

Petri dish as seen in Figure 2.4a. All boundary conditions for the cone slice will be

summarized in Table 2.2 and Figure 2.10. The only difference between the slice and

the full disc is that the full disc will not have the left or right boundaries.

Table 2.2: Boundary Conditions of CPV Fluid Domain Slice. For the entire disc
simulations, the left and right boundaries do not exist.

Face Boundary Condition

Left/Right Periodic
Bottom Stationary Wall
Top Outlet Vent
Cone Rotating Wall

Outer Wall Stationary Wall

Figure 2.10: Boundary Conditions for CPV Simulations

The outermost wall will be a stationary wall, as that is simulating the inner wall

of the Petri dish. The bottom will be a stationary wall when there are no induced
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vibrations, as the cells/Petri dish will not be moving or rotating. For preliminary

verification of the setup, this will be the case. When the cells are vibrating for later

simulations, the wall will be treated as a stationary wall, but a dynamic mesh will be

implemented to simulate the upward and downward motion of the Petri dish/cells.

The uppermost flat and horizontal portion of the geometry is the fluid domain exposed

to the environment. Because there will be a change in volume of the fluid domain

under the cone for later simulations, an outlet vent condition is imposed on the portion

of fluid exposed to the environment. This is distinct from a symmetry boundary,

which would mean fluid would not be able to enter or exit that boundary, which is

not the case. While a symmetry boundary may yield an accurate WSS profile for the

bottom boundary, it would not make physical sense to impose such a boundary in a

location where fluid may displace in and out of, as a symmetry boundary implies no

fluid will enter or exit. Also, for future simulations where the bottom boundary will

have imposed vibrations, continuity is not conserved when the volume is changing

and a symmetry boundary condition is used. Therefore a vent condition must used

for this application.

The ’cone’ is the top of the angled portion of the fluid as well as the inner side wall.

This will be the rotating cone acting on the fluid, assuming a no-slip condition. A

no-slip condition allows us to assume V (cone) = V (TopF luid). All cone surfaces will

have the same rotational speed at any given point.

In order to simulate just a slice of the fluid domain, a periodic boundary condition

is used. A periodic boundary condition simulates a repeating pattern in the fluid
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geometry. These boundary conditions can either be translational or rotational and

in this case, a rotational boundary condition will be used. All of the left and right

walls should be assigned as interfaces to define the periodic boundary conditions.

This is necessary for assigning these boundary conditions in ANSYS. Then, adding a

new mesh interface and selecting ”manual create” will enable the defining of periodic

boundaries. Each corresponding left boundary should be paired with its respective

right boundary (InnerLeft and InnerRight, CellsLeft and CellsRight, etc.). Then ’Pe-

riodic Boundary Condition’ is selected, as well as rotational rather than translational.

Auto compute is selected to auto-compute the offset angle of the two boundaries but

can be overwritten if needed.

2.2.5 Axisymmetric Test

As discussed, showing that the simulations are axisymmetric will enable the utilization

of periodic boundary conditions, allowing us to simulate only a slice of the full fluid

domain, greatly reducing the computational time. There will be three cases compared

for this analysis: the full disc domain, a 30 degree slice, and a 1 degree slice to

show numerical equality between multiple different domain segments. The driving

rotational speed for all of the steady simulations will be constant at 4 rad/s. This

rotational speed yields a maximum of around 2.5 Pa for the bottom plate, which is

a little more than the 2.2 Pa that will be the target WSS for cell experiments. If the

goal is to only achieve a maximum of 2.2 Pa, about 3.5 rad/s should be applied to

the cone.
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The full disc simulation was not converging well in terms of the residuals, so the WSS

at two distinct points was measured. Typically, it is advisable to let the simulation

run for around 1000 iterations to give the simulation enough iterations to lead to a

converged solution. As seen in Figure 2.12, the WSS values seem to have converged,

which indicates the simulation has most likely converged even though the residuals are

higher than desirable. Therefore the WSS at a handful of distinct points is monitored

for assurance of convergence. After 1000 iterations, the simulation was stopped.

For the full disc simulation, the residuals for continuity, x, y and z velocities were

relatively constant around 0.3, 1.7e-5, 1.7e-5 and 2.2e-5 respectively. These are not

very good residuals in terms of convergence, but the WSS values did converge over

many iterations. Also, both of the slice simulations did converge to 1e-10 (which is

more than sufficient) after about 1200 and 640 iterations for the 30 and 1 degree slices

respectively. A vector field of the WSS at the bottom plate is shown for the full disc

in Figure 2.11.

The WSS values at two distinct points, 35 and 20 mm in the x and y direction for

the slices and full disc are shown in Table 2.4. Also a WSS contour can be seen in

Figure 2.13. Figure 2.12 shows that there is no significant difference between the

WSS profiles along the x and y axes, which further verifies axisymmetry.

It was found that the full disc, 30 degree slice and 1 degree slice yielded the same
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Table 2.3: WSS comparison for full disc and theoretical WSS value from Equation
1.4. A grid independence study is still needed to verify the mesh.

Radial Position(mm) Theoretical WSS (Pa) Full Disc(Pa)

20 x 2.03 2.03
20 y 2.03 2.03
35 x 2.41 2.41
35 y 2.41 2.41

Table 2.4: WSS comparison between the full disc, 30 and 1 degree slice

Radial Position(mm) Full Disc(Pa) 30◦ Slice 1◦ slice

20 x 2.03 2.03 2.03
20 y 2.03 - -
35 x 2.41 2.41 2.41
35 y 2.41 - -

results in terms of a WSS profile, and all matched the theoretically derived WSS value

well. This was compared using steady simulations with a driving cone rotational speed

of 4 rad/sec. The fluid was EGM-2 with 10% dextran to increase the viscosity. EGM-

2 with 10% dextran has a density of 1015 kg/m3 and a dynamic viscosity of 0.007

Pa s. The viscosity was increased so that the Reynolds number for the CPV would

be well below 0.5, where secondary flows become significant. Secondary flows are not

desirable for this application. Figure 2.13 shows a contour plot of the WSS for the 30

degree slice. The vector fields for the 30 and 1 degree slices are shown in Figure 2.14.

The WSS values were tracked at 35 and 20 mm along the X-axis (and Y-axis for the

full disc) to compare the WSS profile consistency in terms of the radial coordinate

of the domain. The X-axis is a midline through the slice geometries representing

the radial coordinate. It should be noted that the slice geometries will not have

measurements in the y-axis, as they are only small angles centered about the x-axis.
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Since the WSS values are the same for the corresponding radial coordinates, it can

be assumed that the simulations are axisymmetric. This shows that the use of only

a small slice of the fluid domain is valid, and will tremendously help in reducing

computational time for further simulations. Thus, the 1 degree slice will be used for

further analysis.

Figure 2.11: Shows a WSS vector field for the full disc simulation with an expected
maximum WSS of about 2.5 Pa.

54



0.01 0.02 0.03 0.04 0.050

0.5

1

1.5

2

2.5

3
X Direction
Y Direction

Radial Coordinate (m)

W
S

S
 (

P
a)

Figure 2.12: Comparison of WSS magnitude vs radial coordinate for the full disc
simulation after 1000 iterations. This shows that the WSS magnitudes are the same
along the X and Y radial coordinates verifying the axisymmetric assumption.
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Figure 2.13: WSS contour of the steady case for the 30degree slice. This compares
well to the max theoretical WSS value (at 45mm) of 2.549 Pa (0.6% error).
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Figure 2.14: WSS vector field of the bottom plate for the 30 and 1 degree slices on
the top and bottom respectively.
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2.2.6 Steady Vs Transient Results

Next, we will check the validity of a transient case compared to the steady case. Since

the cone slice of 1 degree takes the least time to simulate, that will be the geometry

used in further simulations for the CPV.

When performing transient simulations, the time step must be small enough to fully

capture what is happening each time step. In order to do this, fluid should not travel

more than one mesh element throughout any one time step. This concept is quantified

by the Courant number, defined as follows.

C =
v∆t

∆x
(2.19)

The Courant number is effectively a ratio between the velocity and a combination

of the respective time and displacement, where C, when less than 1, is a constant

that ensures a fluid particle will not travel more than one element in any one time

step. For the best results of a transient simulation, it is recommended to maintain

the Courant number less than 0.7. This is to ensure that a theoretical ’particle’ would

not travel more than one cell over any one time step. For example, a Courant number

greater than 1 means that a particle would ’skip’ a cell within one time step. Since

a simulation will converge substantially better when a particle travels less than one

cell per time step, a Courant number of 0.7 is desirable. With the given parameters

of ∆x = 0.2 mm, v = wr = 4 rad/s ∗0.04 = 0.16 m/s and a Courant number of 0.7,

∆t =8.75e-4 seconds, which will be rounded down to 5e-4 seconds to make time steps
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in multiples that go into 1 second for ease of post-processing.

Because this will be a transient simulation, the PISO solver will be used. Also, for

the transient formulation, the second order implicit is selected. As seen in Table 2.5

there is no significant difference between the steady and transient simulations with a

constant 4 rad/s rotational cone speed once converged. At 20 and 35 mm in the radial

direction of the bottom boundary, there was no notable difference between cases.

Table 2.5: Wall Shear Stress Comparison for Transient Vs Steady for a 1 degree
slice.

X (mm) Steady WSS (Pa) Transient WSS (Pa)

20 2.03 2.03
35 2.41 2.41

Something to keep in mind is that these simulations are performed prior to a proper

mesh analysis, so although the results seem correct compared to the theoretical equa-

tion and to each other, there still must be an analysis done to show independence

between the mesh and the simulated result. These simulations are only performed to

show how they compare to each other and whether the various angle slices yield the

same results. The accuracy of the simulations will most likely be a function of the

number of divisions between the cone and plate because the wall shear stress can be

more accurately calculated with more cell layers.

As explained previously, the 2D rotational velocity profile with respect to the vertical

direction is Couette flow because the cone is uniformly rotating and the bottom

boundary is stationary. This means that no matter how many vertical divisions there
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are in the fluid domain, the resulting WSS value should be the same due to the same

velocity gradient. This idea is similar to linearly interpolating a straight line; It will

always be the same slope no matter where in the line you are measuring. This makes a

mesh analysis much more difficult for a steady simulation because all of the meshes, so

long as the element quality, aspect ratio and orthogonal quality are sufficient, should

yield the same WSS values. Thus, the transient cases will be the basis for our mesh

independence test.

2.2.7 Mesh Independence Test

In order to verify that the mesh is sufficiently providing accurate results, a mesh

independence test will be performed. A Richardson extrapolation was done, and the

method of how this is carried out can be seen in Section 2.3.2.

To ensure the velocity profile is as expected, a different mesh setup was used, this

time with a domain consisting of 10 divisions rather than four. This was to increase

the number of data points in the vertical (or z) direction. The velocity profile, as dis-

cussed previously should represent Couette flow, where the velocity profile is linearly

decreasing from the cone to the bottom boundary, where the velocity should be zero

(see Figure 2.2).

The mesh should be finer to ensure the flow field is representing what will be occurring

physically. The mesh was adjusted to maintain an element quality of at least 0.2 with

10 divisions rather than 4. This resulted in a mesh with about 50k elements for a 1

degree slice. As a check, the WSS at 35mm was 2.41 Pa, the same as the other cases.
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The normalized velocity profile can be seen in Figure 2.15. Since the R2 value is

1, there is a clear linear correlation between the velocity and vertical coordinate.

Therefore it is indeed Couette flow, which is expected.

Figure 2.15: Normalized tangential velocity with respect along the Z-axis. An R2

value of 1 shows a perfect linear trend in the data, showing the flow of the CPV
with respect to the vertical dimension is Couette flow.

It is again important to note the importance of using a vent condition at the top

boundary rather than a symmetry boundary. A symmetry boundary condition would

assume that no flow can travel through the symmetry boundary, but fluid should be

able to do so in the top portion of the CPV due to the centrifugal force. In preliminary

simulations where the bottom boundary was not vibrating, there was no difference in

the resulting WSS profile along the bottom of the device, but there was a difference

in the flow fields on the side of the cone. This is especially important when the R̃

is greater than 0.5 or when the cone is moving up and down relative to the plate, as

will be discussed in Section 2.2.10. It is crucial to keep in mind what is physically

occurring in the device and how specific boundaries should be defined.
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2.2.8 Replicate Literature

As another test to determine whether the setup for the CPV geometry is valid for

transient cases as well, the results from Franzoni et al. were duplicated.36 Both types

of waveforms, atheroprone and atheroprotective, were analyzed and replicated. The

25 and 45mm cone radius ’CFD Model’ solid line from Figure 5(a) (Figure 2.16 in this

work) from Franzoni et al. was traced as a starting point to calculate the required

rotational speed input for the cone using Equation 2 (or Equation 1.4 in this work)

from Franzoni et al. See Equation 1.4 for the WSS equation of a CPV that accounts

for the gap height.

Tracing the plots was done with the online tool WebPlotDigitizer. This yielded the

transient waveforms for WSS, for both the atheroprone and atheroprotective cases.

Then, a transient rotational speed file was formatted as a readable input for ANSYS.

The first couple of rows show the syntax ANSYS needs to properly read the input

file. The syntax for the input file are shown as follows:

ProtPprRoteq2 2 42 1
time Roteq2
0 4.1
0.014 4.87
00.026 5.75
...

In the file, ”ProtPprRoteq2” is the name of the rotational speed data that Fluent

inputs as a text file. This is the named expression used on the cone boundaries. The

’2’ after the file name defines how many inputs are to be read by Ansys. In this case,
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rotational speed and time. The number 42 is the number of points in the file that

were traced. Only three are shown here as an example, but there were a total of 42

data points taken for this waveform. The ’1’ in the first line shows that this file is

to be read cyclically. If only one cycle is desired, it should be a 0 instead of a 1. It

does not matter if the time steps are evenly spaced or not, as Fluent interprets the

rotational speed input with respect to the inputted corresponding time steps with

linear interpolation.

It was found that the methodology in Franzoni et al. was not consistent with their

physical setup. They first used Equation 1.3 (not accounting for the cone gap height)

to derive the cone velocity based on Dai et al’s waveforms for WSS that was based

on MRI data. Then, after using Equation 1.3, Franzoni used Equation 1.4 to define

their theoretical result for WSS (accounting for the gap height). This is inconsistent

because they should have used Equation 1.4 for both steps, for in both steps a defined

cone height must exist for the physical and numerical data to be relevant to each other

given the fact that their physical apparatus had a gap height present. However, when

their methodology is used, the data of this work and Franzoni’s matches well to verify

this work’s CFD setup. As another verification, other simulations are compared to

the theoretical WSS values.

As Franzoni et al. discussed in their work, there will be a time delay that will occur

because of the high acceleration of the cone at certain points of the cardiac waveform

cycle. This accounts for the slight delay for the 45mm curves of this work compared

with Franzoni’s work. The time delay, as is evident by the equation for the time delay
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that Franzoni described, will have a greater effect as the radial coordinate increases.

However, the amplitudes and trace of the curves from this work and Franzoni’s sim-

ulations are not significantly different. To eliminate any simulation startup errors,

the second cycle was recorded for comparison to Franzoni. This is why the resulting

plots will start at about 0.8 seconds; the period of roughly 0.8 seconds that was used

in Dai et al’s. work, the author who obtained the original MRI patient-specific data.

There was next to no variation between the magnitudes of the atheroprotective cases

between this work and Franzoni’s work, with the largest error of less than 2%, as seen

in Figure 2.17.

The atheroprotective simulation results also compared well to the numerical model as

seen in Figure 2.18. There is little difference between the theoretical and simulation

results. Keep in mind that the results from comparing this work’s simulations to the

theoretical model will have a different magnitude than the comparison to Franzoni’s

work because of Franzoni’s methodology. Figure 2.18 provides a simulation comparing

to the theoretical model of Equation 1.4, while Figure 2.17 replicates part of the work

of Franzoni. Both atheroprotective simulations match the respective desired WSS,

showing the inputs and setup for simulations are thus far valid and correct.

The atheroprone simulation results also compared well to Franzoni’s simulations.

There were however two locations, where the fluid acceleration is highest, where the

WSS waveforms deviate. The reason for this is the time delay that takes effect which

is described and addressed by Franzoni. There is a transient delay between the cone

rotating and the bottom plate experiencing the respective WSS. If there is a high
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acceleration in cone speed, the response may be dampened as seen in Figure 2.19

for the larger radius and in Figure 2.20. Effectively, Franzoni accounted for the time

delay to better match the theoretical WSS value. As aforementioned, the oscillating

acceleration of the cone will result in a slight dampening of WSS magnitude on the

bottom plate. Also, all other sections of the waveform match very well in terms

of magnitude in Figure 2.19. Both the replicated work of Franzoni as well as the

comparison to the numerical model match well for both the atheroprotective and

atheroprone waveforms.

Since this work will not be focusing on flow with as high acceleration, this will not

be an issue for this study. This work is focused on providing a waveform that will

be more represented by the atheroprotective waveform in the sense that the WSS

is fully positive with relatively high magnitude as opposed to low oscillating WSS

with high acceleration. Nonetheless, both the atheroprotective and atheroprone cases

match fairly well with their respective theoretical WSS values for these simulations,

especially for the waveform that is more relevant to this study, the atheroprotective

case.
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Figure 2.16: WSS profiles from Franzoni et al. The 25 and 45 mm curves were used
for further analysis
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Figure 2.17: Shows WSS comparison to Franzoni et al. at 25 and 45mm along the
bottom plane for the atheroprotective simulation.
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Figure 2.18: Comparison of the theoretical Equation 1.4 and simulations at
r=45mm.
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Figure 2.19: Comparison of atheroprone simulations at 25 and 45mm.
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Figure 2.20: Comparison of the theoritical Equation 1.4 and simulations at r=45mm
for an atheroprone simulation.
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2.2.9 Dimensional Analysis

Now that it has been shown that the CPV simulated agrees with the general defining

equations for the WSS of this device for both steady and unsteady cases, the CPV

parameters will be optimized for this application. The parameters that should be

optimized are based on Equation 2.20 derived in Sdougos et al, and Equation 1.4

inspired by Sdougos et al. but including a set gap height. Based on the findings of

Sdougos et al, R̃ for a CPV without significant secondary flows should be under 0.5.

It is also important to keep in mind that a design requirement of this device is to

implement oscillating vibrations of a displacement of 100 µm (or 50 µm amplitude

sinusoidal motion). With this in mind, the gap height should be greater than 50 µm

to avoid hard contact with the cone tip, which may cause damage to the device or ECs

seeded on the plate as well as deviate from the desired vibration motion as opposed

to a hard stop. Also, a larger gap height would result in a larger time delay between

the cone and plate, potentially dampening the WSS magnitude desired. Thus, a gap

height of 100 µm is chosen as a gap height.

Another physical restraint is the cone radius. The largest reasonable round petri dish

that is used is 100 mm in diameter, or 50 mm in radius. This means the radius of

the cone must be less than 50 mm. Therefore the radius of the cone will be at most

45 mm to avoid any wall effects. It is also desirable that the cone radius is as large

as possible so that there is as constant of a WSS profile over the radius as possible.

This idea is shown in Figure 2.21, where the slope of WSS approaches 0 as the radius

approaches infinity. With these considerations in mind, a radius of 45 mm is chosen
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for the cone.

One feature of the CPV analyzed was the effect of secondary flows, or radial flows,

in the system. According to Sdougos et al. the effects of secondary flows become

significant when R̃ is around 0.5.100 However, the derivation of Sdougos et al. did not

account for the gap height between the cone apex and the plate. This will certainly

have an effect on R̃, much like it did with the WSS derivation.

A CPV was simulated where R̃ of the fluid was less than 0.5 at 0.04 mm, where the

edge of the cells will be. This, however, caused issues in the flow field and distorted

the tangential component of WSS. It has been conventionally assumed by a plethora

of authors that as long as R̃ is less than 0.5, the flow is purely tangential and uniform.

This is not a valid assumption, as Sdougos et al. state that there will be secondary

flows, and it is just a matter of whether or not they will significantly affect the flow

field. Also, Sdougos et al’s analysis was performed under the assumption that there

is no gap between the cone tip and the bottom plate. This is not the case in almost

all of the cone and plate applications performed in this field. This is not an error of

Sdougos’ analysis, but rather a misapplication of it.

In almost all CPV applications, there is a cone gap, which alters the numerical model

that some have analyzed for the shear stress, but few have used this logic for adjusting

R̃. For example, Sucosky was one of the first to derive the shear stress for a CPV

with a set gap height but did not translate this analysis to R̃.110 This should be taken

into consideration when determining what the desirable Reynolds number should be.

By nature, the cone and plate, as discussed, will have a radial secondary flow compo-
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nent. A goal of this work is to minimize that radial component to ensure consistent

WSS values, and therefore secondary flow is an important feature of these devices

to keep in mind when designing one. The radial mass due to secondary flows will

cause the fluid on the outer edge to rise. This causes a vortical motion in the upper

and outer regions as seen in Figure 2.22. This is important because physically, a

symmetry boundary may yield the same WSS results as a vent condition, but does

not properly simulate what the CPV will be actually doing at this boundary. This

will be apparent when the fluid volume changes over time due to vibrations.

Figure 2.23 shows an example of when R̃ is 0.5 and yields an improper WSS profile

according to Equation 1.4. It can be seen that on the outer edge of the cone, there

is a spike in WSS. This spike appears to be an indicator that secondary flows are

significant, but the exact reason for this peculiar profile is unknown. This is not to

say that secondary flows are only significant when this spike in WSS is present, but

it can help indicate that they most likely are present. Although the magnitude of the

WSS seems to be relatively correct as seen in Figure 2.23, the radial component is

significant thus the tangential component is lower than desired.

Also, the radial component of WSS is about a third of the magnitude of WSS. This

means the flow cannot be assumed as purely tangential at this value for R̃. It can also

be seen that when there is a significant secondary flow effect, the WSS has a peak

around 25 mm radius, and then the tangential WSS will begin to decline. It is an

issue that the tangential component of flow no longer dominates, and it can no longer

be assumed that the tangential WSS follows Equation 1.4. The effect of accounting
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for the gap height for R̃ is shown in Figure 2.26 as well as the following derivation.

R̃ =
r2α2ω

12ν
(2.20)

Then, substituting r2α2, which is the gap height, for (h0 + rα)2 to account for h0we

get

R̃ =
(h0 + rα)2ω

12ν
(2.21)

According to this model, R̃ at 40 mm, where it was previously 0.5, is now 0.75 when

accounting for the gap height. However, even when R̃ is 0.5 using Equation 2.21,

there are still significant secondary (radial) flow effects, as shown in Figure 2.24.

This means that for a CPV with a fixed initial gap height, R̃ of 0.5 according to

this model cannot be the cutoff for where secondary flows seem to begin to become

significant using either Equation 2.20 or 2.21.

Therefore R̃ of less than 0.2 will be the acceptable criteria for this study because that

seems to be a Reynolds number where secondary flow does not adversely affect the

flow field according to the simulations. The result of this is shown in Figure 2.25.

This work is not focused on determining the cutoff Re where secondary flows start to

become significant but only utilizes a setting where secondary flows are insignificant.

The main purpose for analyzing R̃ is to ensure that the CPV geometry and fluid

parameters will not yield excessive secondary flows.
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Equation 2.21 shows that as the rotational speed decreases, R̃ will decrease propor-

tionally. Also, when the rotational speed, and thus R̃, decreases, the tangential WSS

is closer to the WSS magnitude as well as the numerical solution, and the radial WSS

is reduced.

Because R̃ of 0.2 is chosen as the acceptable minimum rather than 0.5 based on

Equation 2.21, the rotational speed of the system was decreased. This effectively

means that this fluid, EGM-2, is not suitable for this application given its density

and viscosity. One solution to this issue is to add dextran to EGM-2, which increases

the viscosity of the fluid. When looking at Equation 1.4, as the viscosity increases,

the rotational speed, which is the only other non-geometric variable, must decrease

proportionally. When the viscosity increases and the rotational speed decreases, R̃

decreases exponentially based on Equation 2.21. This means increasing the viscosity

is beneficial in reducing secondary flows. Thus, dextran will be added to the fluid to

increase the viscosity of the fluid from about 0.0007 to 0.007 kg/(m*s).

The only parameter not discussed thus far is the cone angle. The cone angle will,

according to Equation 1.4, increase or decrease more or less proportionally to the cone

rotational speed. The consequence of increasing the cone angle and rotational speed

proportionally is that R̃ will increase exponentially. This is problematic and thus the

cone angle should be as small as possible so that R̃ is minimized. This means the

cone angle will be 0.5 degrees, as it is the smallest reasonable non-negligible angle.

TheWSS range yielded from these experiments will be between about 0 to 2.2 Pa. The

known input parameters are the maximum WSS (2.2 Pa) and the maximum value for
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R̃ (0.2) assuming a known gap height. The radius of the cone should be large enough

so that the cell area is exposed to a relatively constant WSS magnitude and direction.

The cells should be located in a specific range that spans about 15mm radially for

confluence and imaging purposes. There also should be at least 2 mm between the

edge of the cone and the outer radius of the cell area so that the cone-edge effects

would not influence the flow field over the cells. The radius of the cone should be

small for the sake of ease and cost of assembly, manufacturing, and experimentation.

The cells exposed to flow should experience the same WSS as much as possible for

experimental consistency. The range of WSS that is considered relatively constant

must be defined to analyze the cutoff for the acceptable WSS range. The red circles

in Figure 2.21 show the point where the WSS is 15% of the maximum value, which

is considered to be the acceptable cutoff range for WSS magnitude. From this, it can

be determined that given the 100 µm gap height, that a cone radius of 45mm would

be sufficient when the cells are seeded between 25 and 40 mm. A gap height larger

than this would yield too high of a WSS range. Table 2.6 shows the dimensions of

the flow camber as well as the relevant fluid properties.

Table 2.6: Parameters of the CPV

Feature Value

Gap Height (h0) 100 µm
Cone Radius (r) 45 mm
Cone Angle (α) 0.5◦

Fluid Viscosity (µ) 0.007 kg/(m*s)
Fluid Density (ρ 1015 kg/(m3)
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Figure 2.21: Shows the effect of gap height on the WSS profile as a function of
radius. The red dot represents where the WSS is within 15% of the maximum WSS
value for a 45 mm radius cone.
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Figure 2.22: Vortex developed from a side view perspective to show the importance
of vent boundary condition as opposed to symmetry on top.
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Figure 2.23: Shows component of WSS when R̃=0.5 at 40 mm. Vertical lines
indicate where cells would be seeded. Spike seems to signify that secondary flows
are significant.
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Figure 2.24: Shows the components of WSS when R̃ = 0.5. There is still a
significant secondary (radial) flow, demonstrating the acceptable cutoff value for R̃
is less than 0.5.
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Figure 2.25: Shows the components of WSS when R̃ = 0.2 using the same fluid but
decreasing the rotational speed of the cone. Radial WSS is no longer significant and
the tangential WSS matches the magnitude of WSS well.
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Figure 2.26: Compares R̃ with and without accounting for the gap height as a
function of cone radius.

78



(a) Upward (b) Downward

Figure 2.27: Secondary Flow Concept with the effect of bottom boundary up and
down vibration.

2.2.10 Secondary Flow Due to Vibrations

Since the bottom boundary is moving up and down, there will be displacement and

replacement of fluid underneath the cone. It was learned from simulations that there

will be a significant mass flow under the cone as the petri dish vibrates. This displace-

ment of fluid will travel radially toward the outer wall of the Petri dish as the petri

dish moves up, and toward the center as the petri dish goes down. It was found in

preliminary simulations that under the current parameters, listed in Table 2.6, radial

flow due to the vibrating bottom boundary dominates over the tangential flow from

the cone. This is severely problematic, as this will only induce sinusoidal radial flow,

which is not at all desirable. The flow field concept from this effect is visualized in

Figure 2.27.

Not only is the radial shear the dominating direction of shear stress, but the magni-

tude is also largely problematic. The magnitude of WSS for this simulation was about

150 Pa and almost entirely in the radial direction. The goal is to obtain a maximum

WSS magnitude of about 2.2 Pa with the flow mostly in the tangential direction.

This means that the direction and magnitude are not at all close to representative of
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the flow in the ICA.

Since this set of parameters is not sufficient for representing the flow in the ICA, a

different set of amplitude and frequency will be found where the tangential shear,

the desired shear direction, is the most prominent component. Since it has been

shown that jerk, the time derivative of acceleration, is a factor that may play a

significant role in genetic expression for mechanosensitive cells,10 the maximum jerk

will remain constant across simulation cases and the amplitude and frequency will be

set accordingly.

The maximum jerk the cells will experience due to vibrations is defined as the follow-

ing.

j = ω3 ∗ a (2.22)

Where ω is frequency and a is amplitude.

Since it is challenging to track a specific point on a moving wall for simulations in

Fluent, the entire cell area was used to determine the average WSS over the area where

the cells would be seeded. Also, the radial velocity at the interface walls located at 25

and 40 mm radially is tracked to analyze the velocity profiles at these areas throughout

the simulations. From this, the theoretical WSS will be analyzed and compared so

that the ideal parameters for amplitude and frequency can be estimated.

The goal of this section is to derive an equation for the radial velocity caused by

vibrations with the intention of determining what vibration parameters are necessary
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to induce low enough radial shear stress to induce relevant shear stress magnitudes

as well as direction onto ECs. Because preliminary simulations done by our lab show

an angle of sudden changes in the WSS direction of about 10 degrees, this will be our

acceptable threshold; +- 10 degrees. These results have not yet been published.

In order to derive an equation for the radial velocity based on the changing volume

of the fluid domain under the cone, the integral form of continuity will be assessed

to determine the average radial velocity with respect to the vibration frequency and

amplitude. For this analysis, only the portion of fluid under the cone will be analyzed.

This means the two parameters to look at in the continuity equation are the change

in fluid volume and the change in cross-sectional area normal to the radial flow.

∂

∂t

∫
CV

ρrdV– +
∫
CS

ρ(V⃗ · n⃗)rdA = 0 (2.23)

Since the radial flow is to be isolated and analyzed, tangential flow will be neglected

for this equation. Thus, V⃗ = Vrr̂ + Vθθ̂ + Vz ẑ = Vrr̂. Then, when the integrals in

equation 2.23 are expanded in 3D cylindrical coordinates, we get the following.

∂

∂t

∫ h0+rα+a cos(ωt)

0

∫ r

0

∫ 2π

0
ρrdθdrdz +

∫ h0+rα+a cos(ωt)

0

∫ 2π

0
ρVrrdθdz (2.24)

Where r is the radial coordinate of the cone, and the change in height due to vibrations

is h0 + rα+ asin(ωt), where a is the amplitude of vibration (half the displacement),

ω is the frequency, and t is time.
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The two components of equation 2.24 will be separated and analyzed individually for

convenience.

When focusing on the control volume side (left) of the equation:

∂

∂t

∫ h0+rα+a cos(ωt)

0

∫ r

0
2πρdrdz (2.25)

∂

∂t

∫ h0+rα+a cos(ωt)

0
r2ρπdz (2.26)

r2ρπ
∂

∂t

(
h0 + rα + a cos(ωt)

)
(2.27)

−r2ρπωa sin(ωt) (2.28)

Now the right side, the control surface side, will be solved for.

2
∫ h0+rα+a cos(ωt)

0
ρVrrπdz (2.29)

2ρVrrπ
(
h0 + rα + a cos(ωt)

)
(2.30)

Then substituting in the simplified equations into continuity yields
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2ρVrrπ
(
h0 + rα + a cos(ωt)

)
− r2ρπωa sin(ωt) = 0 (2.31)

Cancelling like terms yields

2Vr

(
h0 + rα + a cos(ωt)

)
= rωa sin(ωt) (2.32)

Then solving for Vr

Vr =
−raω sin(ωt)

2
(
h0 + rα + a cos(ωt)

) (2.33)

The transient average velocity based on Equation 2.33 is plotted for the two bounding

radii where cells will be seeded as well as a radial coordinate in the middle (33mm)

in Figure 2.29. The location of these points on the cone and plate are shown in

Figure 2.28. It is seen in Figure 2.29 that the velocity is greater for larger radial

coordinates. This agrees with Figure 2.30, which shows an increase in velocity as the

radius increases.

There are three radial coordinates that will be focused on for the remainder of this

analysis: 0.025, 0.033 and 0.04 m radially. The bounds of the ECs will be 25 to

40mm, and 33mm is the centroid of the area where the cells will be (and therefore

where the average WSS will be measured).

Two simulations with different vibration amplitudes are compared. The amplitudes

of these cases are 50 and 10 µm (for total bottom plate sinusoidal displacement of

100 and 20 µm). Any spatially dependent plots are based off of the time point where

83



the radial velocity is highest. This makes it simpler to take a specific time point in

the simulations and compare it to the numerical model yielding Equation 2.33.

Figure 2.29 shows two periods of the theoretical radial velocity of the fluid along

the fluid domain exposed to 100 Hz vibrations at 50 µm amplitude (100 µm total

displacement). In addition, the 20 µm displacement case is compared to the 100

µm displacement case in Figure 2.33. The 100 µm case has a much higher average

velocity. This is expected, as the maximum level of jerk is constant across simulations,

and will therefore be increasing the frequency in order to decrease the amplitude of

vibrations, as seen in and Equation 2.22.

It can also be seen in Figures 2.33 and 2.34 that the velocity at r=40 mm will be

greater than the velocity at r=25 mm. As aforementioned, because of the fact that

maximum jerk is being held constant across all simulations, and thus the maximum

speed of the bottom boundary is greater, there is an increasing maximum average

velocity as the amplitude of vibration increases.

Also, the average velocity and WSS on the bottom surface as functions of the radial

coordinate are shown in Figure 2.30 and Figure 2.31 respectively. The velocity profile

shown in Figure 2.32 shows the theoretical velocity profile at this time step using

the parallel plate Poiseuille flow definition for velocity shown in Equation 2.39. A

parallel plate assumption is made in order to use a simplified equation that will

provide a useful estimate for the amplitude and frequency of vibrations needed to

reduce the amount of radial flow. A limitation of this equation being used is of course

that these are not parallel plates, but the equation was modified to account for this
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changing height along the radius for a more accurate estimate of the radial velocity.

Since the bottom boundary is moving, it is much less trivial to track the WSS at a

specific point throughout the simulation in ANSYS, as the bottom plane is changing

its vertical position each time step. Therefore, the average velocity over the entire

cell surface is tracked over time. The centroid of the area of the cells is about 0.033 m

radially. The simulations have a maximum average WSS of 152 and 52 Pa in the cell

area for 100 and 20 µm displacement respectively. When compared to the theoretical

WSS value from Equation 2.35 at 0.033 m of 152 Pa, there is a a 5.2% error for the

100 µm case. For the 20 µm case there was a 7.5% error at 0.033 m. This may be

due to the fact that the CPV geometry is not a parallel plate and that there will be a

consequential acceleration of the fluid increasing toward the center of the cone. This

may cause the solution to slightly deviate from the theoretical profile.

As seen in Figure 2.37, the theoretical and actual profiles for the cone area match

very well. The slight deviation is most likely due to the transient effects of the

system, as that will cause a slight delay between the edge and center of the fluid

domain. Nonetheless, the results match well and show the numerical model accurately

approximates the flow and WSS of the fluid domain.

Now, the critical amplitude where the WSS is dominated by tangential flow is calcu-

lated by a maximum allowable radial flow of 10% of the desired tangential flow. Thus

the maximum radial flow can be 2.2 ∗ 0.1 = 0.22 Pa for the defined parameters.

It is known from Figure 2.35 that the maximum WSS value where the cells will be

seeded is at 0.025m. Maximum jerk is constant across simulations, so with a given
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range of amplitudes, the frequencies are also known. It is necessary to know what

the critical amplitude would be at the point in time where velocity is maximized for

a worst-case scenario condition of radial flow. Thus, a fourth of the period is used

for each frequency, for the maximum of a sine wave is at a fourth of the frequency.

With those values, the velocity was calculated with Equation 2.33 as a function of

amplitude. Then, the WSS as a function of amplitude was calculated with Equation

2.34, and is also shown in Figure 2.38.

It may be possible to vibrate the entire CPV apparatus to prevent any flow field effects

from the vibrations, but this would require a very precise and fine-tuned system that

is not adversely affected by vibrations, such as a motor and encoder which are known

to have issues with vibrations, making this device not a realistic solution. Since it

is not feasible to use this device for this application, a PPFC will be designed for

this application instead. A PPFC is not only able to vibrate as a whole device but

is also much simpler to design and manufacture. The downside of using a PPFC

rather than a CPV is that the PPFC is driven by a peristaltic pump, which induces

slightly less robust waveforms than a CPV is capable of inducing. Another benefit of

the PPFC is that the size is typically smaller than a CPV system. Nonetheless, the

trade-off of ease of design and manufacturing as well as inducing relevant vibrations

without adversely affecting the flow field makes the PPFC a more suitable device for

this application.

τ =
6µVr

h0 + rα + A
(2.34)
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Again, the radius for Equation 2.34 will be 25 mm (0.025 m), as that is the radial

coordinate where the maximum WSS will be where cells would be seeded as seen in

Figure 2.31.

The critical amplitude was calculated as the maximum vibration amplitude that

would result in less than 0.22 Pa of radial WSS so that the tangential direction of flow

velocity would dominate the radial direction. The critical amplitude was found to be

4.4 nanometers as seen in Figure 2.38, resulting in 8.8nm of displacement, where the

tangential flow will dominate the fluid flow rather than the radial flow to best mimic

the flow in the ICA. This is by no means a realistic amplitude to practically induce, as

controlling vibrations on the order of nanometers is extremely challenging, as well as

the challenge of accurately calibrating such a fine-tuned system. Also, at that level,

the amplitude of vibrations may even be so small that the cells won’t experience any

effect.

r = 25 mm
r = 33 mm
r = 40 mm

Figure 2.28: CPV Radial coordinates analyzed.
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Figure 2.29: Theoretical average velocities over two periods of vibration at 100 Hz
and 50 µm amplitude (100 µm displacement) for 25, 33, and 40 mm.
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Figure 2.30: Average radial velocity as a function of the cone radius with a
vibration amplitude of 100 µm and frequency of 100 Hz.
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Figure 2.31: WSS as a function of cone radius with a vibration amplitude of 100 µm
at maximum radial average velocity.

Figure 2.32: Velocity as a function of axial coordinate (height).
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Figure 2.33: Theoretical average velocities over two periods of vibration at 100 Hz
and 100 and 20 µm displacement (50 µm and 10 µm amplitude) for 25, 33, and 40
mm.

Figure 2.34: Maximum radial velocity as a function of radius for 100 and 20 µm.
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Figure 2.35: Maximum WSS as a function of radius for 100 and 20 µm.

Figure 2.36: Velocity as a function of axial coordinate (height) for 100 and 20 µm.
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Figure 2.37: Compares theoretical (red line) to simulation (blue circles) WSS as a
function of the radial coordinate with 20 upµm displacement at time t=0.0162
seconds.

Figure 2.38: Radial WSS as a function of vibration amplitude for the CPV.
Amplitude ranges from 0 to 50 µm (top) for a maximum total displacement of 100
µm. A red dotted line in the zoomed in plot (bottom) shows the vibration
amplitude for the maximum acceptable radial WSS (bottom).
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2.3 PPFC

A PPFC is designed, simulated and fabricated instead of a CPV primarily because of

the necessary advantage that vibrations can be induced without any volumetric flow

or compromising the fluid flow field, as was found in the CPV. The tradeoff is that

a more complex pump system will be required to induce pulsatile waveforms from a

peristaltic pump, but that is compromise well worth taking for a functioning setup.

The WSS in a CPV that does not vibrate is driven simply by motor speed (assuming

the test fluid is Newtonian), while a peristaltic pump will most likely have some error

in the flowrate waveform because of the impulsive changes from the rotors driving the

flow. This effect of the pump will not be characterized in this research as this study

is focused on the device design, proof of concept, and fabrication. The shear stress

between two wide parallel plates away from all walls is defined as follows:

τ =
6µQ

wh2
(2.35)

where Q is flowrate, w is chamber width, and h is chamber height. Then the average

velocity is calculated with Q = AV where A is the cross-sectional area (m2) of the

PPFC and V is the average velocity (m/s).

The design goals of this device should be clearly defined in order to provide a clear

and productive design process. The design requirements are as follows:

93



1. Can be vibrated without flow field distortion
2. Relevant components can survive the autoclave for sterilization (max tempera-

ture of 105◦C
3. Bio-compatibility of components that may contact cells or fluid
4. Uniform flow for consistent WSS over the cell area
5. Portion of the cell region visible for PIV
6. Small enough to fit into a 12 inch3 incubator

Parallel Plate Flow Chambers are a common choice for hemodynamic

analyses.68,70,84,104,123 When the flow is laminar, it can be approximated by Poiseuille

flow for parallel plates, which is shown in Figure 2.39 and the velocity is shown in

Equation 2.39, and shear stress in 2.35.

The main goal of this device, as was with the CPV, is to expose ECs to a predictable,

transient, and physiologically relevant shear stress waveform as well as vibrations.

The entire PPFC will be vibrated in order to maintain a constant fluid domain and

expose ECs to physiologically relevant vibration amplitude and frequencies that may

occur in aneurysm-susceptible locations such as the internal carotid artery.

Many have used these devices for the specific application of exposing ECs to relevant

shear stress magnitudes.68,70,84,104,123 Typically, a PPFC cannot induce as robust

waveforms as a cone and plate, leading to most studies implementing steady or slightly

transient waveforms.

A practical goal in designing a PPFC is to minimize the entrance length of the flow,

where the flow is not fully developed, in order to maximize the effective space of

flow while minimizing the size of the device. In many flow chambers the inlet feeds
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directly into the main chamber, causing a greater entrance length because the flow

must become uniform across the width of the chamber. The entrance length will be

minimized by forcing the flow into small ovular pools that span the width of the device

and cause fluid to divert across the width of the chamber before flowing across the

main chamber area. The general schematic of the device can be seen in Figure 2.41.

The flow will enter in the inlet side which is labeled by an asymmetrical cut in the

corners of the device as seen in Figure 2.41. It technically does not matter which side

is the inlet or outlet, as the fluid mechanics are equivalent either way, but for the sake

of experimental consistency, the inlet is labeled. Then flow will distribute across the

ovular pools outward and be forced into the main area of the chamber where the cells

are seeded. The Reynolds number for fully developed parallel plate flow away from

the walls is defined as follows.

Re =
Qρ

bh2
(2.36)

Where Q is the flow rate (2.9e-6 m3/s), ρ is the fluid density (1015 kg/m3), b is the

width of the chamber (0.0635 m) and h is the height of the flow chamber (0.001 m).

This leads to a Reynolds number of 7.5, which is in the laminar regime.

The outer 5 mm on each side wall will not be seeded with cells due to the large

velocity gradient near the wall. The wall shear stress should be constant along cell

areas. The cells will be seeded at least 10 mm from the edge of the inlet and outlet

pools so that the cells will experience uniform shear stress and avoid the entrance

95



length where the flow is not fully developed. The theoretical entrance length is about

0.3mm for the current design parameters assuming the average velocity is constant

along the cross-section of the device based on the following equation.

Le = 0.04h ∗Re (2.37)

Where Re is the Reynolds number and h is the chamber height.

This is also assuming the inlet is the same shape as the main channel of the flow

chamber, which it is not. The inlet comes in through a circular tube and diverts the

flow across the channel to develop the flow. The entrance length will therefore be

greater than the theoretical value. Based on the 3D simulations, there is less than a

2% difference between the minimum and maximum values for WSS in the cell area

based on Figure 2.44. This means the cells will experience approximately the same

WSS independent of location on the glass slide, demonstrating the flow has developed.

In order to machine the PPFC, all of the dimensions are in US customary units

because the UMass machine shop uses US customary unit tools. Figure 2.40 and

Table 2.7 show the dimensions of the PPFC for the fluid channel. There will be an

O-ring seal around the device. Originally the O-ring was also going to serve as the

height of the flow chamber, but it was determined that having a rigid wall as the

offset would offer a more consistent height throughout the chamber. If the O-ring

were to serve as the height of the chamber when compressed a certain percentage,

there is a chance that some portions would be more compressed than others, resulting
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Figure 2.39: Poiseuille flow for 2D parallel plate laminar flow.

in an inconsistent height and thus an inconsistent flow field.

Another goal of this device is to, in one experiment, obtain both the protein and

mRNA expression of the cells. Thus, there will be two side-by-side glass slides exposed

to the same flow field. This means the chamber will have to be more than 50 mm

wide and 75 mm long to fit two side-by-side glass slides that are each about 75x25

mm along with some clearance away from the walls to ensure a uniform WSS across

the cells. It is also desirable to have a ridge between the glass slides so they are not

touching.

Table 2.7: Dimensions of the PPFC

Feature Inches mm

L1 4 101.6
L2 4.5 114.3
L3 0.375 9.53
W 2.35 59.7
R 0.125 3.18
H 0.0394 1
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Figure 2.40: PPFC dimensions top and side view
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Figure 2.41: PPFC CAD model. Shows how fluid flows through the chamber. Green
rectangles represent glass slides with cells. The square cutout is for a glass window
for PIV.
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2.3.1 2D Simulation Verification

In order to increase computational efficiency, a 2D case will be compared to the 3D

case to investigate whether a 2D approximation can be made in order to only simulate

the cross-sectional region where the cells will be seeded. First of all, the same number

of height-wise mesh elements should be used, meaning the number of layers will be

8 for the 2D and 3D simulations, and the element and orthogonal quality will again

be at least 0.2. This will make the 3D and 2D cases approximate in terms of the

meshing. In terms of the 2D simulation setup, the inlet will be simulated as coming

down from the top of the inlet pool, as will happen in vitro.

Since it is not yet known whether this specific mesh will be considered an asymptot-

ically relevant solution according to a mesh independence test, the numerical results

will not be used as a proof of accuracy, but rather a proof of concept to show that the

2D and 3D cases are consistent across the cell area, which is the region of interest.

Once the 8-layer mesh is shown to match in terms of the 2D and 3D case results, a

mesh analysis will be performed on the 2D case. The different lines where WSS data

is being extracted are shown in Figure 2.42.

Since the flow should be laminar Poiseuille flow in the cell area, the inputted mass

flow rate can be calculated from the average velocity. The average velocity value that

corresponds with a wall shear stress value of 2.2 Pa for the given dimensions of the

PPFC will be 0.052 m/s based on Equation 2.35. This leads to an inlet mass flow rate

of 0.053 and 0.0034 kg/m3 for the 2D and 3D cases respectively based on Equation

2.38.
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ṁ =
τwh2ρ

6µ
(2.38)

Mass flow is needed because Fluent uses mass flow as an input. It is known that

the velocity profile through a straight rigid duct with distance between walls H as a

function of height is defined in Equation 2.39.

u(z) = umax

[
1−

(
2z

H

)2
]

(2.39)

where z is the mid-line of the flow.

There cannot be a significant difference in the WSS profile perpendicular to the flow

in the relevant area where the cells will be in order to safely assume a 2D case can

be used and is relevant for this application. The perpendicular WSS profiles are

compared in Figure 2.43. Also, as seen in Figure 2.45 the WSS across the cell area

is nearly constant. Given that the maximum range of WSS magnitudes at relevant

sites is less than 5% of the magnitude, the difference is not significant and a 2D

approximation can be used based on the steady simulations. A WSS vector field is

shown in Figure 2.47 for visualization of the WSS across the bottom of the chamber.

Even though the WSS magnitude is slightly different along the cell area, this would

not have an adverse effect on cells, as the magnitude range is rather small as seen in

Figure 2.43 (less than 0.1 Pa).

The velocity profile was found to fit well with the theoretical velocity profile, con-
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firming Poiseuille flow for two parallel plates. According to the curve in Figure 2.46,

the maximum velocity of the flow will be 0.077 m/s. This leads to a 1.8% error with

the theoretical maximum velocity for parallel plate Poiseuille flow for the 3D case.

There is a 0.68% difference between maximum velocities for the 2D and 3D cases;

0.0764 (see Figure 2.48) and 0.0769 (see Figure 2.46) m/s respectively. Also, there

was a 1.6% difference between the average WSS over the cell area for 2D and 3D

cases; 2.113 (see Figure 2.49) and 2.148 (see Figure 2.44) Pa respectively. It can then

be assumed that the 2D and 3D cases will yield approximately the same result, so

2D simulations will be used for transient simulations.

Figure 2.42: WSS data exported for 3D case. The blue line is the mid-line of the
flow chamber axially along the flow. The green lines are the mid-lines for the two
glass slides that span 75 mm across the flow chamber. The orange lines are
perpendicular to the flow to verify the ECs are not too close to the walls at any
axial location.
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Figure 2.43: WSS data perpindicular to flow every 10mm near where ECs will be.
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Figure 2.49: WSS along PPFC for the 2D simulation. The dotted line is the
theoretical value of 2.2 Pa and the green lines show the bounds within which the
ECs will be. 103
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Figure 2.44: WSS along PPFC for 3D simulation. Between the green lines are where
cells will be seeded.
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104



Figure 2.46: Velocity profile in PPFC to verify Poiseuille flow for the 3D simulation.

Figure 2.47: Shows a vector field of the WSS on the bottom plate for the 3D
simulation. Little to no variation is visible away from the walls, inlet or outlet
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Figure 2.48: Velocity profile for 2d simulation.
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2.3.2 Mesh Independence Test

In order to ensure the use of a sufficient mesh, the Richardson Extrapolation method

will be used as well as tracking variables over space. In order to see whether the

WSS converged based on the mesh, the average WSS over the mid line along the

flow will be the compared parameter. Three meshes will be compared at a time to

determine when a group of meshes is considered to converge to a solution according

to the calculations of a Richardson extrapolation. The Richardson extrapolation has

been used in various CFD applications.71,111

A grid refinement in a Richardson extrapolation should generally be greater than

1.1 to ensure that any convergence or computational rounding are not effecting the

solution. For that reason, a grid refinement of 1.5 is used.

The starting mesh is 7 layers dividing the fluid domain vertically in the main chamber

area, and when multiplied by the grid refinement ratio of 1.5 once and twice, that

yields 11 and 16 layers (rounding up from 10.5 and 15.75 respectively). This led to a

7 layer mesh being the coarsest acceptable mesh according to the steady simulations

because there is less than a 1% error in the Grid Convergence Index (GCI) values

compared. However, it would be beneficial to extract data from the mid-line for a

max velocity data point, so 8 divisions will be implemented so that a line of nodes

is in the mid-line of the flow field because of an even number of layers in the mesh.

This will also provide a safety factor for grid convergence, as the mesh is finer than

necessary. Solving for the ratio of convergence is shown in Figure 2.50.
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Figure 2.50: Richardson extrapolation calculations for mesh independence. A ratio
of convergence (ROC) close to 1 shows the solution is asymptotic.

2.3.3 Transient Mass Flow

The relevant mass flow waveforms for both the upstream flow and aneurysm-susceptible

flow were calculated from the WSS values from previous work in our lab that have

not yet been published. Then, those mass flow waveforms are formatted and inputted

to ANSYS as a transient mass flow inlet condition. This is the same process as the

rotational speed waveforms for the CPV input boundary condition, except for the

PPFC it will be a mass flow inlet condition. The waveforms for these two conditions

can be seen in Figure 2.51.

As seen in Figure 2.52, there is little to no variation between cycles, and the maximum

WSS is 2.145 Pa which is a 2.5% error with the theoretical max value of 2.2 Pa. This

demonstrates that for the aneurysm-susceptible WSS transient case, the results are
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consistent and predictable. There was also no effect of frame motion on the resulting

WSS waveform to simulate vibrations of 100 µm and 100 Hz.
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Figure 2.51: Mass flow profiles for the two test conditions; Aneurysm-susceptible
(blue) and aneurysm-protective (upstream, green).
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Figure 2.52: WSS on cells over five cycles of aneursym-susceptible flow. The dotted
line indicates 2.2 Pa, the theoretical maximum for this waveform.
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Chapter 3

RESULTS

3.1 PPFC Design and Fabrication

This chapter will focus on the physical flow chamber that was made and some of the

design process that was involved as well as PIV to verify a portion of the flow field.

One of the requirements of the design is that cells seeded on glass slides are mountable

to the flow chamber. Upon examination, it was realized that the glass slides were

not exactly 75x25x1 mm as advertised but were 3”x1”x1.1 mm. This is a very slight

difference but it will have an adverse effect in this case, as the glass slides won’t fit

into the groove that was precisely cut for the size of these slides. Thus more exact

dimensions of the glass slides must be used. The glass slides must fit into the grooves

without too much extra space to avoid perturbing the flow with a gap. A small nylon

countersunk screw is placed such that the circular head of the screw just barely covers

a small portion of the glass slide to secure it in place. It is not anticipated that this
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will have an adverse effect on the flow field or the cells, as it does not significantly

protrude into the flow field and is only about 0.17 inches in diameter.

The inlets were placed on the lengthwise sides of the chamber as opposed to the

width-wise sides. Although putting the inlet and outlet on the lengthwise sides does

add more length than putting them on the width-wise sides, the fluid flow is more

unidirectional when they are on the lengthwise sides as opposed to the width-wise

sides, which is desirable for optimal performance.

After manufacturing of the first device, there was an incomplete seal due to the lack

of pressure around the O-ring at the inlet and outlet. There were screws along the

lengthwise dimension, but none on the far sides of the device length-wise. This caused

the polycarbonate to slightly bend in the middle of the device width-wise at the inlet

and outlet, as seen in Figure 3.1. Because of this, a new PPFC was made with two

additional screws on each side of the device on the inlet and outlet sides. This caused

the overall length of the device to increase to 7 inches to accommodate the additional

screws. Doing this did not affect the fluid flow area, only the outer portion that serves

as a rigid support that defines the fluid height of the domain. This version is longer

but still fits in the incubator.

The resulting PPFC device assembly is shown in Figure 3.2, and there was no leakage

detectable. This was done with hand-applied pressure with a syringe, which is most

likely far more than the device will be applying with the peristaltic/syringe pump.

There were also two glass slides, one in each glass slide groove, to test whether or

not the slides will be stationary throughout an experiment. The device was turned
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over multiple times to test the robustness of the glass slide placement. There was no

movement detected. Also, it can be seen in Figure 3.3 that the bowing effect that

was previously seen was no longer present due to the additional two screws on each

side.

A chamfer of 0.07 inches was implemented into the inlet and outlet facing the middle

of the chamber so that the flow will reach the middle of the chamber sooner (width-

wise, not length-wise). This will result in a more consistent WSS in the middle area

closer to the inlet and outlet. This way, the flow will be uniform over more of the

length of the chamber. The chamfers are shown in Figure 3.4.

Also shown in Figure 3.4 are stainless steel threaded inserts that were put in so that

there was no need for protruding wing nuts. This allows for the countersunk screws

to be below the PPFC face on both sides, making the chamber more low profile.

Figure 3.5 shows an image of assembled the PPFC in an incubator.
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(a) Shows the slight bowing of the PPFC due to the lack of screws on the outer portion of
the O-ring on the outside toward the inlet.

(b) Shows the side of the chamber where the O-ring is sealed properly, shown for
comparison.

Figure 3.1: Warping of inlet and outlet side of O-ring.
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Figure 3.2: Test assembly, no leakage visible when one side is plugged and the other
pressurized.

Figure 3.3: Test assembly, no gap or bowing visible.
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Figure 3.4: Shows the chamfered areas in the center of the inlet/outlet flow diverter
region. This allows for the flow to more smoothly enter the chamber, decreasing the
entrance length. Also shown are stainless steel threaded inserts which replace the
wing nuts for a lower profile PPFC.
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Figure 3.5: Designed PPFC in an incubator with fluid flowing through.
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3.2 PIV Testing

PIV is conducted to verify the predictability of the flow rate inside the flow chamber.

A syringe pump drives steady flow into the device, and a high-speed camera is used

to image the particles. Silver-coated glass particles were used. The location of this

point with respect to the PPFC geometry is shown in Figure 3.6.

Given a 3 mL/min constant flow rate driven by a syringe pump, the average velocity

measured with PIV was 0.0012 m/s. Based on the equation Q = AV , which yielded

a theoretical average velocity of 0.0011 m/s, there is a 7.5% error. It is desirable to

determine whether there are large errors temporally, axially, or width-wise for the PIV

measurements. First, to determine the transient error at each measurement point,

a time-averaged vector field was created and is shown in Figure 3.9. The average

transient standard deviation between all 210 measurement points was 4.6e-5 m/s.

There is certainly an expected error in PIV over time, as there will be changes in

seeding density throughout different images in the imaging interrogation area. That

is a reason why having many images (100 for this study) to obtain an average is

desirable.

Then, the data are averaged axially with a corresponding standard deviation to deter-

mine if there are differences spatially along the flow direction (axially). The average

standard deviation for each was 2.9e-6 m/s, which is negligible. Lastly, to assess

whether the flow profile changes across the flow, the average and standard deviation

were calculated for the single column of averaged data, yielding an average of 0.0012

m/s with a standard deviation of 1.0e-6 m/s. This data is shown in Figure 3.10.
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These data show that the flow field appears to be acting as expected, with a slightly

higher average velocity measurement than expected by about 7.5%. Also, the RMS

error is about 3e-5 m/s, which is only 1.6% of the final averaged velocity, which is

not significant. Therefore, it can be assumed that there are no substantial sources

of error from either transient or spatial dimensions. The 3 mL/min flow rate case

had the highest percent difference between the PIV and theoretical average velocity

among the 5 and 7 mL/min cases, which had 3.6 and 4.2% differences respectively.

The setup for the PPFC in an incubator driven by a peristaltic pump is shown in

Figure 3.11. Under the white incubator, there is an electromagnetic vibration stage

that drives the vibrations of the PPFC. The electromagnet has a stack of magnets

glued to a long plastic 3D-printed shaft with a base that the PPFC sits on. The

base that the PPFC sits on can be seen through the chamber in Figure 3.12 and the

electromagnetic coil can be seen in Figure 3.13. In preliminary experiments using

the peristaltic pump, cell survivability was verified and the flow chamber was able to

induce both flow and vibrations onto ECs.
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Figure 3.6: Location of PIV imaging is the red dot, at coordinates (52,15) mm,
where the origin is at the center of the inlet side of the fluid domain.
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Figure 3.7: PIV setup, PPFC is taped down to avoid motion during imaging. The
red device on the bottom left of the image is the syringe pump.
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Figure 3.8: Example of one image in a set. A magnetic-base mixing station is
frequently turned on throughout testing to mix particles with fluid to keep the
seeding density more even throughout the tests.
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Figure 3.9: Time averaged vector field from all 100 images taken. There is little
variation in any vector lengths of velocity.
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Figure 3.10: Time and axially averaged data. Although there is a difference in
velocity magnitude between PIV data and the theoretical solution from Q = AV , it
can still be seen that there is a consistent flow field across the flow field.

Figure 3.11: PPFC in an incubator driven by a peristaltic pump.
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Figure 3.12: PPFC in an incubator secured to the vibration stage base.
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Figure 3.13: Shows the electromagnet that drives the vibrations of the PPFC. The
round magnets are placed just above the top plane of the electromagnetic coil
(orange at the bottom). The long vibration shaft (gray) goes through the incubator
and up to the PPFC. The electromagnetic coil must be far from the ECs due to the
effect of the electromagnet on the gene expression of ECs (data not shown).
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Chapter 4

CONCLUSION AND FUTURE

WORK

This work has demonstrated the design and use of a flow chamber to induce WSS

waveforms onto ECs that mimic in vivo fluid flow conditions in vitro. The CPV

was not suitable for this application as ECs in that setup could not be realistically

vibrated without undesirable secondary flows. A PPFC was analyzed numerically

and computationally to verify the design. The flow field tested was laminar Poiseuille

flow and the cells are far from walls to avoid any high velocity gradients. A portion

of the flow field was verified using PIV.

A limitation of this work is the rigid PPFC base. An artery is compliant, thus

any pressure fluctuations caused by unsteady flow would vibrate the artery. In the

current design, the vibrations of the flwo chamber account for this, but it would be

more representative of the in vivo condition if the ECs were seeded in a cylindrical
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compliant membrane, such as silicone or PDMS. This way, the pulsatile flow and the

geometry of the device would induce more relevant vibrations caused by the flow. A

PPFC was used due to its simple and well-defined geometry and flow field.

Another limitation of this work is using a Newtonian fluid, EGM-2. While this

allows many convenient assumptions practically and mathematically, blood is a non-

Newtonian fluid. Therefore this work should be expanded to incorporate the effects

of non-Newtonian fluid mechanics to better mimic what occurs in vivo.

A topic that should be studied more extensively is the effect of secondary flows on

a cone and plate where there is a defined gap height between the cone apex and the

bottom plate. This would give a more accurate model for a typical CPV used in this

context.

Rather than putting a flw chamber in an incubator for thermal control, Kriesi et

al. developed a heating system within a flow chamber that does not require tools to

assemble or exchange the cell area.68 This is advantageous because using an incubator

forces the entire flow chamber along with the rest of the assembly to fit and be hosted

in the incubator during an experiment. Kriesi’s solution was an innovative method

where an incubator was replaced with a feedback-controlled heater. The fact that

there is little interaction required, hence ease of use, makes it more advantageous.

Also, the ease of observing the cells over the course of an experiment is a large benefit

of Kriesi’s device due to its small size. The trouble in implementing some of these

features, such as continuous observability under a microscope, is the fact that the

current device must be vibrated, and this would be very challenging to keep in focus
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under a microscope.

Hence, for the current model, there still remains a need to have a live cell observation

method that does not require removal from the apparatus. Although Kriesi et al.

did not demonstrate pulsatile flow, they still defined a comprehensive design model

that was well implemented, and their heating, assembly design, and live observation

methods are worth taking note of and should be implemented into a future model of

this work.

In terms of observation, the polycarbonate was not as favorable as predicted due to

the lower tolerance in the stock material. Since the material had to be machined to

be squared off, there was a foggy appearance on the surface from the machine marks.

Therefore, the cells were not able to be clearly observed as intended. Overall, having

a cutout for a glass window for observation is preferable so that the focal lens of the

microscope used for PIV can be closer to the particles observed. Also, polycarbonate

is very scratchable and soft, so the lifetime of the material is questionable when

compared to a more robust yet more expensive material like PEEK. Although it is

expensive, it is a great material candidate for this application. Also, since the driving

reason for using polycarbonate was the benefit of transparency, and in the end, a

window groove was cut out, there is no longer a beneficial reason to use polycarbonate

over a material like PEEK or aluminum. Overall polycarbonate is a passable option

but may not be ideal.

Nowicki et al. implemented a more physiologically relevant geometry for an aneurysm

application to a pseudo-PPFC. This idea may be beneficial to understand how var-
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ious geometries effect EC response. A useful expansion of their work would be to

implement pulsatile flow in their device.85 The geometry was slightly different, thus

diverging from the theoretical solution for a typical PPFC, but the concept of imple-

menting concepts of a PPFC to a relevant pro-aneurysmal geometry is appealing.

Another fascinating finding that should be expanded on more is the work of Salman

et al., where an acoustic pressure sensor was designed to sense the acoustic vibra-

tions, tracking them by frequency, and using this data to interpret stenosis status

in patients.97 Something like this would enable the tracking of vibration amplitude

and frequency of vibrations for ECs, which could provide patient-specific data for

vibration amplitudes and frequencies.

A fascinating expansion of this work would include obtaining patient-specific data

on aneurysm development and how various circle of Willis configurations may be

more or less aneurysm-susceptible based on the differences in hemodynamics of such

varieties. Vrselja and Kapoor concluded the primary function of the COW was to

dissipate pressure rather than distribute blood to/from various parts of the COW.

Based on this, Kapoor noted the critical function of these arteries to prevent extreme

hemodynamic stresses. There may be much value in understanding the impact of

hemodynamics on aneurysm development based on specific configurations of the circle

of Willis.
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nosis of vibration-induced vascular injury. Scandinavian Journal of Work, Envi-
ronment Health 13, 4 (1987), 337–342.

8Awolesi, M. A., Sessa, W. C., and Sumpio, B. E. Cyclic strain upregulates
nitric oxide synthase in cultured bovine aortic endothelial cells. The Journal of
Clinical Investigation 96, 3 (9 1995), 1449–1454.

9Azuma, N., Duzgun, S., Ikeda, M., Kito, H., Akasaka, N., Sasajima,
T., and Sumpio, B. E. Endothelial cell response to different mechanical forces.
Journal of Vascular Surgery 32, 4 (2000), 789–794.

129



10Bacabac, R. G., Smit, T. H., Van Loon, J. J. W. A., Doulabi, B. Z.,
Helder, M., and Klein-Nulend, J. Bone cell responses to high-frequency
vibration stress: does the nucleus oscillate within the cytoplasm? The FASEB
Journal 20, 7 (2006), 858–864.

11Backes, D., Rinkel, G. J., Greving, J. P., Velthuis, B. K., Murayama,
Y., Takao, H., Ishibashi, T., Igase, M., terBrugge, K. G., Agid, R.,
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14Bearman, P., and Branković, M. Experimental studies of passive control of
vortex-induced vibration. European Journal of Mechanics - B/Fluids 23, 1 (2004),
9–15. Bluff Body Wakes and Vortex-Induced Vibrations.

15Bochud, M., Bovet, P., Elston, R. C., Paccaud, F., Falconnet, C.,
Maillard, M., Shamlaye, C., and Burnier, M. High heritability of ambu-
latory blood pressure in families of east african descent. Hypertension 45, 3 (2005),
445–450.

16Bodin, P., and Burnstock, G. Increased release of atp from endothelial cells
during acute inflammation. Inflammation Research 47 (1998), 351–354.

17Boughner, D. R., and Roach, M. R. Effect of low frequency vibration on the
arterial wall. Circulation Research 29, 2 (1971), 136–144.

18Brian, J. E., Heistad, D. D., and Faraci, F. M. Effect of carbon monoxide
on rabbit cerebral arteries. Stroke 25, 3 (1994), 639–643.

19Brisman, J. L., Song, J. K., and Newell, D. W. Cerebral aneurysms. New
England Journal of Medicine 355, 9 (2006), 928–939. PMID: 16943405.

20Bull, M. Wall-pressure fluctuations beneath turbulent boundary layers: Some
reflections on forty years of research. Journal of Sound and Vibration 190, 3 (1996),
299–315.

21Canham, P. B., and Finlay, H. M. Morphometry of medial gaps of human
brain artery branches. Stroke 35, 5 (2004), 1153–1157.

22Chalouhi, N., Chitale, R., Jabbour, P., Tjoumakaris, S., Dumont,
A. S., Rosenwasser, R., and Gonzalez, L. F. The case for family screening
for intracranial aneurysms. Neurosurgical Focus FOC 31, 6 (2011), E8.

130



23Chalouhi, N., Hoh, B. L., and Hasan, D. Review of cerebral aneurysm
formation, growth, and rupture. Stroke 44, 12 (2013), 3613–3622.

24Chang, P. K. Separation of flow. Elsevier, 2014.

25Chatzizisis, Y. S., Coskun, A. U., Jonas, M., Edelman, E. R., Feldman,
C. L., and Stone, P. H. Role of endothelial shear stress in the natural history of
coronary atherosclerosis and vascular remodeling: Molecular, cellular, and vascular
behavior. Journal of the American College of Cardiology 49, 25 (2007), 2379–2393.

26Chien, A., Castro, M., Tateshima, S., Sayre, J., Cebral, J., and
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