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ABSTRACT

ANALOG CANCELLATION OF A KNOWN REMOTE
INTERFERENCE:

HARDWARE REALIZATION AND ANALYSIS

SEPTEMBER 2023

JAMES M. DOTY

B.S., UNIVERSITY OF MASSACHUSETTS AMHERST

M.S.E.C.E., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Robert W. Jackson and Professor Dennis L. Goeckel

The onset of quantum computing threatens commonly used schemes for informa-

tion secrecy across wireless communication channels, particularly key-based data-level

encryption. This calls for secrecy schemes that can provide everlasting secrecy resis-

tant to increased computational power of an adversary. One novel physical layer

scheme proposes that an intended receiver capable of performing analog cancellation

of a known key-based interference would hold a significant advantage in recover-

ing small underlying messages versus an eavesdropper performing cancellation after

analog-to-digital conversion. This advantage holds even in the event that an eaves-

dropper can recover and use the original key in their digital cancellation. Inspired by

this scheme, a flexible software-defined radio receiver design capable of maintaining

analog cancellation ratios consistently over 40 dB, reaching up to and over 50 dB, is

implemented in this thesis. Maintaining this analog cancellation requires very precise

time-frequency synchronization along with accurate modeling and simulation of the
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channel effects on the interference. The key sources of synchronization error prevent-

ing this test bed from achieving and maintaining perfect interference cancellation,

sub-sample period timing errors and limited radio frequency stability, are explored

for possible improvements.

To further prove robustness of the implemented secrecy scheme, the testbed is

shown to operate with both phase-shift keying and frequency-modulated waveforms.

Differences in the synchronization algorithm used for the two waveforms are high-

lighted. Interference cancellation performance is measured for increasing interference

bandwidth and shown to decrease with such.

The implications this testbed has on security approaches based on intentional in-

terference employed to confuse eavesdroppers is approached from the framework pro-

posed in the motivating everlasting secrecy scheme. Using analog cancellation levels

from the hardware testbed, it is calculated that secrecy rates up to 2.3 bits/sym-

bol are gained by receivers (intended or not) performing interference cancellation in

analog rather than on a digital signal processor.

Inspired by the positive gains in secrecy over systems not performing analog can-

cellation prior to signal reception, a novel secrecy scheme that focuses on the advan-

tage an analog canceller holds in receiver amplifier compression is proposed here. The

adversary amplifier is assumed to perform linear cancellation after the interference

has passed through their nonlinear amplifier. This is accomplished by deriving the

distribution of the interference residual after undergoing an inverse tangent transfer

function and perfect linear cancellation. Parameters of this scheme are fit for the ra-

dios and cancellation ratios observed in the testbed, resulting in a secrecy gain of 0.95

bits/symbol. The model shows that larger message powers can still be kept secure for

the achieved levels of cancellation, thus providing an even greater secrecy gain with

increased message transmission power.
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CHAPTER 1

INTRODUCTION

In the age of information exchange over wireless communication channels, there

will always be a need for increased information security over wrongdoers attempting

to steal information. In the standard system model, the three entities at play are

referred to by Alice - the information source or transmitter, Bob - the intended

recipient of Alice’s information, and Eve - an adversary eavesdropper on the broadly

described communication channel. The most commonly known method of information

security is encryption, where Alice’s information is transformed at a data level by some

encryption key such that the transformation can be easily undone by a key-informed

Bob, but an uniformed Eve would need to perform computational processing well

beyond current capabilities to recover that same information. However, unless the

system is able to bound Eve’s computational power for breaking the transformation,

Alice cannot guarantee that her information was actually kept secret from Eve [8] [2].

The study of how secretive and resilient a communication system can be is a cru-

cial area of information theory [1]. Fathered by Claude Shannon, it puts forth strict

requirements for what may be defined as information-theoretic secrecy. These require-

ments can be summarized as the information in a transmission being entirely secure

from an eavesdropper with unlimited resources, including time, power, and computa-

tional abilities. As stated above, the most common form of information security, en-

cryption, is not resilient against an eavesdropper with a significant computational ad-

vantage over Alice and Bob. This means that encryption is not information-theoretic

secure, only conditionally secure.
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Figure 1.1: Block diagram of a standard cooperative jamming communication system.

Schemes that do provide information-theoretic secrecy over adversaries with un-

limited resources have been extensively studied. Most notable is wiretap coding [9].

Unfortunately, the secrecy obtained through wiretap coding only holds under the as-

sumption that the intended receiver, Bob, has some channel advantage, such as a

higher received signal power, over the eavesdropper, Eve. This cannot be guaranteed

for any practical system as the position of Eve is not bounded relative to Alice and

Bob. If Eve is closer to Alice than Bob, i.e. closer to the information signal source,

then Eve will actually have a channel advantage over Bob. This is commonly referred

to as the “near Eve” scenario.

Physical layer security has been of significant interest in recent years to solve

this issue at the signal level [10]. One proposed method of physical layer security,

cooperative jamming (Figure 1.1), helps prevent Eve from ever hearing the message

intended for Bob. This is accomplished by reducing the signal-to-noise (SNR) ratio

of the channel as a whole (both Bob’s and Eve’s) by transmission of a large simul-

taneous interference. This interference is generated from a shared-key known by the

2



jammer and Bob, allowing Bob to exploit this knowledge to employ interference can-

cellation on their received signal prior to information recovery [11]. The powerful

uncancelled interferer acts as an additional noise source in Eve’s reception, masking

the much smaller (lower power) information signal that they are attempting to re-

cover. Performing reasonable cancellation of an intentionally-generated interferer at

the intended receiver is a critical aspect of the aforementioned schemes. The greater

the cancellation that Bob is able to maintain means a greater channel SNR advantage

over Eve. This artificial gain in channel advantage held by Bob in the cooperative

jamming scenario can be used to overcome the “near Eve” issue.

Interference cancellation encapsulates two distinct methodologies which can be

used in isolation or conjunction. The first of the two, analog cancellation, often takes

place at radio-frequency (RF) before downconversion and digitization by an analog-

to-digital converter (ADC). Conversely, digital cancellation would occur in a discrete

domain following conversion by an ADC. Work in known-interference cancellation for

cooperative jamming has focused on architectures that employ digital cancellation,

but full-duplex receiver research has shown various analog and hybrid analog/digital

cancellation methods can work just as effectively [12]. Analog cancellation requires

the additional step of interpolating and upconverting the generated cancellation signal

to an analog carrier for RF cancellation, increasing complexity of the receiver design

and adding an additional source of synchronization error.

Despite requiring a more complex receiver design, implementing cancellation be-

fore an ADC has significant advantages. It has been shown that the nonlinearity and

finite resolution of an ADC - strict hardware limitations - can be taken advantage

of by transmitting a message signal of interest (SoI) in the presence of much larger

interference that is capable of saturating an eavesdropper’s ADC. Forcing the eaves-

dropping ADC to operate at its full dynamic range leads to loss and distortion of

lower energy received signals in the converter’s digital output. This can also drive

3



a receiver’s front-end amplifier into nonlinear operation, resulting in compression.

Since compression is detrimental to any receiver, intended or not, on the cooperative

jamming channel anyone who can prevent it via analog cancellation will have a signif-

icant. One way these advantages can be utilized is through design of the SoI such that

it can be hidden by the interference and is entirely lost in the receiver’s quantization

noise. This non-invertible and thus permanent deformation of the digital reception

provides everlasting secrecy even under the scenario in which an eavesdropper is able

to obtain the interference sequence at a later time and utilize it with their digitized

copy of the original transmission [2].

The work done in this thesis focuses on a practical implementation of such a

secrecy scheme. Utilizing software-defined radios (SDRs), a hardware testbed sup-

porting analog interference cancellation has been implemented. Signal processing

methods used to achieve the necessary synchronization between interference and can-

celler will be described. Using this system, empirical results for cancellation ratios

have been found for a binary phase-shift keying (BPSK) modulated interference and

used to calculate applicable limits of everlasting secrecy rates theorized in [2]. In

order to accommodate the necessity of a powerful transmitter for the interference

source, dual use of an existing radar is suggested; therefore, differing synchronization

methods and results will be presented for a frequency-modulated continuous-wave

implementations as well. Lastly, the current theory for everlasting security will be

expanded upon by considering the system model in which everlasting secrecy can be

derived from the compression effects of an eavesdropper’s receiver amplifier as it nears

saturation due to the powerful incoming interference signal.

The contributions of this thesis are as follows.

• SDR-based analog interference cancellation hardware testbed: A receiver capa-

ble of performing over 40 dB of analog known-interference cancellation at RF

was implemented using low-cost SDRs and external test equipment. The flexi-
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bility of an SDR receiver is highlighted through the use of multiple interference

waveforms.

• Everlasting secrecy results for a practical realization: This receiver was mo-

tivated by a previously developed theory for everlasting information-theoretic

secrecy. It is based on analog cancellation of known interference prior to digiti-

zation. Using the cancellation results found here, realistic values for a system’s

secrecy rate are calculated that include hardware limitations in interference

cancellation.

• Improvements to existing cooperative jamming systems : It is shown that secrecy

can be achieved by an intended receiver performing analog cancellation of a large

interferer prior to their receive amplifier, versus an eavesdropper performing

cancellation later in the receiver chain with digital signal processing. Given

that current cooperative jamming schemes often utilize digital cancellation after

receiving and recording a signal, this provides a potential gain to any system

performing interference cancellation after digitization if they were to instead

perform their cancellation in the analog domain.
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CHAPTER 2

BACKGROUND

2.1 Cryptographic Secrecy Systems

The type of secrecy systems most people will be familiar with is cryptographic

secrecy. These systems will disguise their information or message, M , by performing

some type of functional operation, T , upon it to transform it into something else. This

function will be defined by a key, K, shared between the transmitter and intended

receiver and will output the cryptogram E as defined in general below.

E = TKM (2.1)

The selection of this function TK is critical. If an intended receiver hopes to

have any chance of recovering the message itself, it must be possible to invert the

transformation using the shared key. In a mathematical sense, this means that for

the function TK a unique inverse must exist such that TKT
−1
K = I where I is the

identity matrix. This allows for the message recovery shown below.

M = T−1
K E (2.2)

In this definition from Shannon [1], it is assumed that an enemy cryptanalyst

has knowledge of the type of transform being utilized, Ti, but not the particular

shared key, K. This pessimistic assumption is used, because it must be assumed

that eventually the enemy will figure out the workings of the cryptographic system.

Therefore, the resiliency of a cryptographic secrecy system is only dependent on the
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distribution of possible keys, with a large number of possibilities having uniform

probability of use being the strongest.

2.2 Shared Key Exchange

In both the cryptographic secrecy system model as well as the cooperative jam-

ming system, having shared information in the form of a key between Alice and Bob

is crucial to developing an advantage over the adversary. While this key can sim-

ply be exchanged in some physical fashion prior to use, such as previous face-to-face

communications, continued use of the same key increases the likelihood of the adver-

sary figuring out the key and the secrecy system being broken. On the other hand,

regularly having face-to-face communications to exchange new keys would defeat the

purpose of wireless communication over distance. So the problem at hand is how can

Alice and Bob develop a shared key over the wireless channel with an eavesdropper

listening.

Luckily a number of solutions for this exist that involve nonlinear or assymetric

operations. Examples include the Rivest–Shamir–Adleman (RSA) and Diffie-Hellman

key systems [13,14]. In this paper we suggest and will focus on the latter.

Diffie-Hellman works by the use of two separate sequences, a public key and a

private key. Each Alice and Bob generate their own private key, A and B respectively,

and use those keys in order to generate a public key, eA and eB. The two then will

freely exchange the exponential based public keys with each other. This means that

Eve now has access to the public keys as well. With that exchange, Alice and Bob

agree to use the shared key eAB. As shown in the equations below, Alice and Bob can

generate this new key from the information they have and exponentiation, but Eve

is required to compute a discrete logarithm in order to gain access to the same key.

This process is computationally expensive for Eve to perform, meaning that while not

secure against an adversary with unlimited time and computational power, regular
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key exchanges between Alice and Bob can provide a shared key kept secret from Eve

for the time it takes them to compute the logarithm.

Alice: (eB)A = eB∗A = eAB

Bob: (eA)B = eA∗B = eAB

Eve: eA∗ln eB = eAB

2.3 Information-Theoretic Secrecy

Because of assumed computational limitations at Eve, most secrecy systems are

not by definition theoretically secure, only conditionally. This is because they are sus-

ceptible to an adversary with unlimited resources. In order to be considered perfectly

secret, information must not only be secure from the eavesdropper at the time of shar-

ing, but also indefinitely from that point on. Shannon defines this as the notion that

an adversary gains no advantage in trying to determine the secret message, M , from

their intercepted signal, E. In other words, the eavesdropper on the channel receives

no knowledge gain from listening to the cryptogram. Since an advanced adversary

would be working with probabilities of the message content, information-theoretic

secrecy can be summarized by Bayes Theorem.

P (M |E) =
P (M)P (E|M)

P (E)
(2.3)

There exists two cases that meet the Bayes Theorem condition for perfect secrecy.

The first of these is the trivial case in which P (M) = 0. This case is not actually

valid since the message should have positive probability for any possible M . The only

other case that meets this condition, therefore making it a necessary and sufficient

condition for information-theoretic secrecy is:

P (E|M) = P (E) (2.4)
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For perfect secrecy this condition must hold for all messages and intercepted sig-

nals, M and E, respectively. This would mean E is independent of M . This indepen-

dence, by definition, means an adversary who intercepts the signal E learns nothing

about the probability of the message M , providing no advantage in identifying the

original message over another adversary who did not intercept E.

In terms of keys, this condition can be summarized as the requirement that the

total probabilities of any key defined transformation Tk transforming a message Mi

into the cryptogram E, must also be the same as the total probabilities of all keys

transforming a different message Mj into the same exact cryptogram E. This must

be true for all possible combinations of messages Mi, Mj, and cryptograms E. For

perfect secrecy to be achieved, P (E|M) = P (E) ̸= 0 for any E or M . This leads to

the condition that there must be as many possible cryptograms E as there are possible

messages M , but the keys that relate each independent M to each independent E

must be different. This means that for perfect secrecy from an eavesdropper who has

noiseless access to the transmitted cryptogram, there needs to exist at least the same

number of keys as number of possible messages, and that each of these keys need to

map every message M in the set to a different one of the possible cryptograms E in

the set. This can be easily visualized by Figure 2.1.

2.4 Entropy and Measuring Information

With the conditions of an information-theoretic secrecy achieving system estab-

lished, an index of secrecy performance can now be defined. The amount of infor-

mation needed to define (or the uncertainty in) a random or secret message M is

measured by H(M), the entropy of M . The definition for discrete-valued entropy is

the following sum across all N possible messages, Mn. The greater the number of

possible messages that exist, the larger the message’s entropy will be as additional

information would be needed to distinctly define every possibility.
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Figure 2.1: Relationship between message, cryptogram, and key sets in a perfectly
secret system from [1].

H(M) = −
N∑

n=1

P (Mn) logP (Mn) (2.5)

Using conditional entropy, the amount of information about one random variable

(the message or key) that is shared in having knowledge of another random variable

(the cryptogram) can be calculated. This is known as equivocation. It can be de-

fined based on the joint probability of all possible messages and cryptograms and the

conditional probability of perfect secrecy for the message given a cryptogram. Both

the equivocation of the message and key based upon knowledge of the cryptogram

generated from them are of interest and are denoted by H(M |E) and H(k|E) respec-

tively, where N is the total number of possible messages and L is the total number

of cryptograms.

H(M |E) = −
N∑

n=1)

L∑
l=1

P (Mn, El) logP (Mn|El) (2.6)

H(k|E) = −
N∑

n=1

L∑
l=1

P (kn, El) logP (kn|El) (2.7)

These indexes describe the uncertainty (an unknown quantity of information)

remaining in the messageM assuming an adversary has received the exact cryptogram
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E. This means that a larger equivocation relative to the entropy of the message

designates a given variable that shares less information with the argument variable.

That being said the inequality H(M |E) ≤ H(M) must always be true as it is not

possible for one variable to share more information about a second variable than

that second variable actually contains. Therefore for a cryptogram E that provides

absolutely no information about the original message M , H(M |E) = H(M).

2.5 The Wiretap Channel

Building upon the metrics defined by Shannon for information-theoretic secrecy,

Wyner introduced the idea of a wiretap channel [9], shown in Figure 2.2. The wiretap

channel assumes a general scenario where an information source, Alice, is encoding

and transmitting their message over a memoryless channel between themselves and

an intended receiver Bob. This is known as the main channel. Unbeknownst to Alice,

there is a wiretapper, Eve, listening to the transmission across the channel between

Alice and Eve. This is known as the wiretap channel. Wyner showed that if the

intended receiver has a higher quality channel than the wiretapper, then information

can be encoded at too fine of a resolution for Eve to decode.

In the example shown by Figure 2.3, Alice transmits a message that has been

modulated to fit the 16-point constellation on the left. When she transmits the

modulated signal, Bob has a high quality channel and is able to identify each of the

16 different points of the constellation or symbols. Eve on the other hand, has a

much noisier channel leading to a greater variance in their received symbols. Eve is

able to locate in which quadrant each symbol is located, but is unable to determine

which of the four possible symbols in the quadrant was sent. Accounting for this

advantage, Alice would be able to purposefully encode the message into the bits that

only Bob can recover, leaving Eve to decode only meaningless filler bits. In this

scenario, perfect secrecy for the message bits is achieved by Alice and Bob from Eve.
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Figure 2.2: Block diagram of the generic Wiretap Channel Scenario.

Figure 2.3: Example of wiretap coding via modulation resolution.
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It has been shown for the stationary memoryless wiretap channel, any secrecy

rate,

Rs < max
X→Y Z

[I(X;Y )− I(X;Z)] (2.8)

is achievable [15], where I(X;Y ) and I(X;Z) are the mutual information between X

and Y and X and Z respectively, as defined by (2.9). The secrecy rate of a system is

the maximum capacity at which information can be transmitted while maintaining

perfect secrecy.

I(X;Y ) = H(X)−H(X|Y )

= H(Y )−H(Y |X)

=
∑
y∈Y

∑
x∈X

P(X,Y )(x, y) log
P(X,Y )(x, y)

PX(x)PY (y)

(2.9)

The wiretap channel provides a useful and implementable method for meeting

Shannon’s requirements for an information-theoretic secrecy system. It does come

with the crucial caveat of Bob needing a channel advantage over Eve. In the most

basic system, one without noise sources other than the channel noise impacting Bob

and Eve, it is generally not possible to guarantee Bob’s channel advantage over Eve.

Since the position of an adversary Eve, relative to the transmitter Alice, cannot be

bounded, Eve could very well be closer to Alice than Bob is. In this scenario, there

would be no channel advantage for Alice and Bob to leverage into wiretap coding.

This is commonly referred to as the “near Eve” problem. Emphasizing the effect of an

unknown Eve’s location, imagine a scenario where Alice and Bob were to assume they

had a channel advantage over Eve to share a message via wiretap coding. It could

turn out this assumption was incorrect, allowing Eve to decode the secret message

without error. This all occurs unbeknownst to Alice and Bob since they have no
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prior information about Eve’s channel or whereabouts. This makes wiretap coding

unreliable in most practical scenarios.

2.6 Cooperative Jamming

Based on the wiretap channel shown by Wyner, it is possible to realize communi-

cation systems that will achieve information-theoretic secrecy, but the system requires

that a intended receiver have a signal advantage over the eavesdropper. This advan-

tage needs to be enough in order to prevent Eve from acquiring any new information

about the message intended for Bob. Unfortunately, due to the unknown nature of

Eve’s channel as described in the “near Eve” scenario before, it is not practical to

simply assume Bob’s channel is superior to Eve’s in order to support secrecy.

Cooperative jamming has been proposed as a solution to this issue. Cooperative

jamming is a method by which a powerful key-based interference signal is transmitted

alongside the weaker message signal. Prior to transmission, the key used to generate

the interference at the cooperative jammer is shared with Bob, providing him with

the ability to generate the same interference pattern at his receiver. The interference

affects both the main and wiretap channels of Bob and Eve, respectively, by acting as

an additional source of noise in demodulating the message signal. Since Bob knows

the interference key and is expecting it, they are capable of generating a cancellation

signal from the shared key and using it to subtract the interference from their received

signal. Without the interference to bother Bob’s demodulation process, they now

hold a significant signal advantage over Eve, who is unable to recover the message

from their jammed wiretap channel. Bob’s clean main channel provides the necessary

advantage needed to implement wiretap coding techniques and achieve perfect secrecy.

Cooperative jamming is widely accepted as a secure secrecy system, but unfor-

tunately it still has a weakness. This is because existing systems have focused on

implementations that utilize digital cancellation methods in their intended receiver
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and often only consider passive eavesdroppers. In digital cancellation schemes, Bob

captures the entire signal (interference and message) at their receiver. After am-

plification and analog-to-digital conversion by their front end, Bob performs digital

signal processing in order to remove the interference and isolate the message signal

before demodulation. This all happens in the digital domain. A passive Eve simply

means that the eavesdropper does not attempt to process their reception other than

decoding, subjecting their demodulator to the entire span of the interference.

Since the channel advantage is gained from the post-digitization signal processing,

Bob does not hold a physical advantage in his reception of the signal; their advantage

is purely from having knowledge of the interference pattern. Eve is just as capable

as Bob at capturing the signal, which consists of the being interference and message.

Therefore if Eve were able to find out the key and perform cancellation of their own,

Eve could also recover the underlying message.

Recall that one of Shannon’s requirements for information-theoretic secrecy is that

it holds up against an adversary with unlimited resources. To be pessimistic, it should

be assumed that Eve records their captured signal to memory for continued process-

ing. Given unlimited time and computational ability, Eve would be able to identify

the key-based interference pattern and perform their own cancellation, allowing them

to break the secrecy scheme at some later time. Once again, we are left with a system

that is only conditionally secure.

2.7 Everlasting Secrecy Based on Jamming

Cooperative jamming presents to us a system of physical layer security, that like

traditional cryptography, only provides us with conditional security when up against

an active adversary with unlimited time and computational abilities. While it is

possible to delay the adversary’s ability to decode the message using cooperative
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jamming, as long as they are capable of recording the message as cleanly as an

intended receiver, everlasting secrecy cannot be achieved.

Work into methods of developing a signal advantage for Bob that holds up against

a powerful Eve has continued. Sheikholeslami in particular [2], presents a theory,

shown in Figure 2.4 that takes advantage of an overlooked component in existing

cooperative jamming schemes: the innate nonlinear operations of an analog-to-digital

converter in the front end of an RF receiver. In this system, it is proposed that Bob

subtract the interference signal in analog, meaning prior to their conversion and

recording. An active Eve on the other hand would have to perform these operations

in the reverse order, conversion and recording followed by digital subtraction. This

forces Eve to operate their ADC at a much larger span than Bob, losing the low

power message signal in the quantization noise of their converter. In this scenario,

it was shown that positive secrecy rates can be achieved over an eavesdropper that

not only has access to the transmitted combination of message and interference via

a non-disadvantaged channel, but also gains access to the key used to generate the

interference following transmission and uses it to perform perfect digital cancellation.

Therefore the secrecy rates derived from this method meet the everlasting condition

required for information-theoretic secrecy.

The challenge in this system is that it requires Bob to perform analog cancellation

at RF. This process requires a more sophisticated receiver as Bob now needs to simul-

taneously receive the transmitted signal, while also up-converting and transmitting

his own interference cancellation signal that has been tuned in software to destruc-

tively interfere with the transmitted signal’s interference component. Like digital

cancellation systems, this still requires a rigorous synchronization process in order to

maintain large enough cancellation ratios and hold a significant advantage over the

eavesdropper. The everlasting secrecy rates achievable by this system depends on the

number of key bits that can be successfully cancelled by Bob as can be seen in Figure
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Figure 2.4: Block diagram of the proposed method for everlasting secrecy from [2].

2.5. These values are presented assuming the intended receiver, Bob, implements a

10-bit analog to digital converter while the resolution of Eve’s could vary.

2.8 Compression Avoidance

Another benefit to performing analog cancellation comes in the form of reduced

receiver compression. Receiver compression is most prevalent when there is a large

ratio between the highest power and lowest power signal components passing through

an amplifier. This important ratio is referred to as the dynamic range of the overall

signal. When a signal with a wide dynamic range passes through a front-end amplifier,

the higher power portions of the signal can drive the device past its linear operating

region. At this point, the assumed linear gain slope of the amplifier response starts

to drop off dramatically as shown by the actual response curve in Figure 2.6. This

results in a reduced gain of the high power terms, while the lower power terms still

receive the expected linear gain of the amplifier. This distortion of wide dynamic

range signals is referred to as compression. A receiver that is subjected to decoding

a compression distorted signal will have a disadvantage in recovering the underlying
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Figure 2.5: Achievable secrecy rates versus the number of key bits when Bob employs
a 10-bit ADC and Eve employs ADCs of various quality from [2]. In this model,
Bob achieves perfect analog cancellation while Eve achieves perfect digital cancella-
tion. Despite entirely removing the interference, Eve is still limited by the increased
quantization noise forced upon their ADC.

message. The only way to prevent this disadvantage for a given receiver is to reduce

the dynamic range input to a receiver’s front end.

This issue is prevalent in all receiver systems, but is directly linked to cooperative

jamming and often overlooked in theory. The combination of using a powerful inter-

ference to mask a weaker message signal is undoubtedly a wide dynamic range signal.

In the traditional digital cancellation schemes, the intended receiver is capturing the

full span, the full dynamic range, of the interference and message signals. Naturally

this subjects them to compression due to innate amplifier limitations in their front

end. This compression can cause numerous difficulties in their digital processing

techniques following capture as the signal linearity that is assumed to achieve perfect

interference cancellation is no longer the case. This means even after an interference

cancellation stage, the message signal can remain distorted by these compression

effects, increasing the probability of errors in decoding the original message.
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Figure 2.6: Ideal and approximate actual response of an amplifier plotted against
input power from [3].

An intended receiver performing analog cancellation has an advantage in this

sense. Since they are generating an analog RF cancellation signal to be combined

with the received signal, they are drastically reducing the interference power level

and therefore the dynamic range of the signal reaching their amplifier. This results in

their amplifier remaining in its linear operating range during message transmission,

providing them a clean, uncompressed capture of the message signal.

2.9 Software-Defined Radios

The system being analyzed in this thesis utilizes software-defined radios (SDRs).

SDRs utilize signal processing to perform as much of traditional radio functions as

possible. Whereas a traditional RF front end would connect an antenna to complex

chains of various expensive and specialized hardware components in order to tune,

adjust, and filter the received signal, SDRs reduce hardware to a minimum. Reduced

specialized hardware allows SDRs to be much more flexible in their implementa-

tions. These improvements include tuning to a wide variety of operating frequencies,
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Figure 2.7: A block diagram of a typical RF front end of radio receiver from [4].

Figure 2.8: A block diagram of a typical SDR front end and example use case from [5].

performing any kind of modulation and demodulation techniques, and adjusting to

changing protocol all using their flexible hardware and software programming. Typ-

ical structures of the two types of radios can be seen in figures 2.7 and 2.8.

Each block in the typical RF front end (Figure 2.7) would typically be its own

integrated circuit or analog filter functionally specific to that use case. The SDR

structure requires much less hardware. It still requires a minimal RF front end in

order to handle amplification and mixing of high-frequency signals. This is because

signals with frequencies commonly on the order of GHz are unable to be sampled at
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rates large enough to meet the Nyquist-Shannon sampling theorem. This theorem

states that if a signal is not sampled at a frequency greater than twice its highest

frequency component, then information will be lost. A lightweight and flexible mixing

stage before the SDR software processing solves this issue by down-converting radio

frequency carriers to much lower intermediate frequencies or baseband. Once shifted

down to near baseband, an analog-to-digital converter is capable of sufficiently sam-

pling the signal into the discrete domain where it is quantized into binary data and

managed in software. A SDR transmitter works in the opposite way. The desired

signal is designed in software as discrete samples, and a digital to analog converter

transforms them into an analog waveform at base-band. It is then up-converted to a

desired carrier frequency and amplified to be transmitted.
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CHAPTER 3

SYSTEM OVERVIEW

The proposed cancellation scheme is an improvement on traditional cooperative

jamming; therefore, the same three characters are still at play: Alice (the message

transmitter), Bob (the intended receiver of the message), and Eve (an adversary

eavesdropper on the channel recording everything that is transmitted). Also on the

channel is the cooperative jammer. Figure 3.1 provides an overview of the system

operation during transmission of the SoI.

Figure 3.1: A block diagram describing the analog known interference cancellation
system function. The message signal transmitted from Alice, s(t), is hidden by the
much larger interference, I(t). Having knowledge of the shared key used to gener-
ate the interference, k, Bob is capable of constructing the approximate interference,
Î(t), to perform analog cancellation before their ADC. Conversely, Eve’s ADC is not
protected from saturation by cancellation, resulting in a compressed reception of the
message.

22



Accurate channel estimation and synchronization between the transmitter and

jammer are crucial to the ability to generate a cancellation signal that matches the

interference. To maintain cancellation in real time, the transmitter and receiver must

generate their interference and cancellation signals, I(t) and Î(t), simultaneously

based on the shared cryptographic key, k. For a given SoI, s(t), the transmitted

signal is:

x(t) = s(t) + I(t) (3.1)

This thesis will discuss the use of a binary phase-shift keying (BPSK) modu-

lated and frequency-modulated continuous-wave (FMCW) signals generated from the

shared key as the interference. Furthermore, the interference bandwidth is assumed

small enough for the channel to be frequency-nonselective. This simplifies the channel

parameterization to:

r(t) = hss(t− τs)e
j2π(t−τs)fs + hiI(t− τi)e

j2π(t−τi)fi (3.2)

where r(t) is the RF signal at the receiver. The parameters hs and τs as well as hi and

τi are the complex gains and real time delays of the SoI and interference channels,

respectively. The carrier frequencies fs and fi of the two transmitters can differ from

that of the receiver.

In cooperative jamming, a synchronization and channel estimation period is adopted

prior to transmission of the interference and SoI. This will be referred to as the learn-

ing period. In order to reduce transmitter downtime during the learning period, we

propose that the transmitter is implemented as a dual-use system. In particular,

the transmitter would utilize a cyclic transmitted learning sequence, Il(t), for normal

operation during the receiver’s estimation. Here, the intended receiver iterates over

the learning sequence to model the channel parameters. During the learning period,
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there should be no SoI added to the transmission such that the received signal rl(t)

is as follows.

rl(t) = hiIl(t− τi)e
j2π(t−τi)fi (3.3)

In this model we propose using a radar system as the cooperative interference

transmitter, so its normal sensing operation can be used as a learning sequence.

Then, at a predetermined time, both the interference transmitter and receiver will

switch over from the learning sequence to the interference sequence. Simultaneously,

the transmitter will also begin generating a low power SoI, s(t), to be combined with

the interference transmission. With the channel already modeled from the learning

sequence, the receiver is able to maintain cancellation of the interference and receive

the uncompressed SoI.

Here, the eavesdropper, Eve, is just as capable as the receiver Bob but lacks

the key. Hence, the advantage comes from the single-use shared key based, large

interferer. Without access to the key beforehand, Eve is unable to perform real-time

analog cancellation of the interferer. With their receiver saturated by the interference,

even if perfect digital cancellation of the signal is achieved, they are relegated to digital

processing of a message that has been significantly degraded by the saturation and

compression of their ADC.
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CHAPTER 4

THE HARDWARE TESTBED AND SIMPLE
MODULATION PERFORMANCE

In this chapter, the analog cancellation architecture is explored and implemented

in hardware using low-cost software-defined radios (SDR). We show that large cancel-

lation ratios can be achieved using BPSK modulated learning and interference signals

despite challenges in modeling and compensation. Limitations to this architecture are

discussed.

4.1 Hardware Testbed

The testbed is shown in Figure 4.1. It features two inexpensive SDRs from Ettus

Research, USRP B210s. The B210 utilizes an onboard 2x2 transceiver RFIC, the

AD9361. The AD9361 provides two transmit and two receive channels each with

individually tunable gain and frequency settings [16] [17]. The USRP B210 must

be connected to a host PC, where most of the digital sample processing occurs. The

transmitter and receiver (see Figure 4.1) also each use a Mini-Circuits ZFSC-2-11+ RF

splitter/combiner to combine signals. Both radios utilize the reference output signal

of a Keysight N9000B signal analyzer. Stable references are required to minimize

carrier frequency drift, the effects of which will be discussed later.

Sample generation, processing, and radio control is handled via GNURadio, a free

and open source radio environment that can be implemented via companion GUI,

C++, or Python programming languages [18]. The Python control scheme is utilized

in these experiments because its hybrid nature provides greater autonomous control
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over processing and radio settings than the GUI companion. Through GNURadio,

the B210 on-board FPGAs are only utilized for sample handling between the host

PC and internal RF transceiver IC. Thus, a sufficiently powerful host processor is

required to handle all sample generation and estimation algorithms described later in

this chapter.

The repeated learning pattern used is a 16-bit binary phase-shift keying (BPSK)

sequence that is modulated and upconverted to the carrier frequency. Experiments

were run for a variety of carrier frequencies, but results for 100 MHz and 1 GHz carriers

will be shown and compared. Data for 1 GHz carrier will be shown using a wireless

channel via radios about 10 feet apart, while 100 MHz results will focus on a coaxial

cable channel due to cancellation ratios being limited by propagation capabilities

rather than estimation error. The interference signal has a 94 kHz bandwidth at

a 3 MHz sample rate. The narrow bandwidth allowed for improved time domain

resolution relative to the symbol period and for the system to operate assuming a

frequency non-selective (flat) fading channel in wireless testing.

RF radio settings are also crucial to testing the maximum cancellation capabilities,

as the transmitter needs to propagate an appropriately large SNR. The achievable

cancellation is also limited by transmitter intermodulation distortion; since nonlinear-

ities within commercial power amplifiers (PA) are not consistent [19], intermodulation

distortion caused by a saturated transmitter gain stage cannot be consistently can-

celed. Therefore, it is crucial for the transmitter to operate in a gain region that

maximizes transmitter power while adequately attenuating the digital-to-analog con-

verter output to avoid PA saturation and maintain linearity. Similarly, it is important

for the receiver low noise amplifier to also operate in a linear stage. If the receiver gain

is too large, increased intermodulation distortion will drive down the SNR preventing

accurate channel and frequency offset estimation. In order to achieve interference

cancellation to the receiver noise floor, the third-order intermodulation products can-
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Figure 4.1: Hardware diagram of the implemented testbed. Each B210 SDR utilizes
its own host PC and reference source, entirely isolating them from one another. In-
tended receiver, Bob, loops an analog copy of expected interference out and back into
one of their receivers to solve an indeterminate sample timing delay issue introduced
by the single-stream USB interface.

not be too far above that floor. This corresponds to a transmit PA back-off of roughly

22 dB. This guarantees spur-free transmission of the interference. The receiver LNA

should operate with similar levels of back-off for the best carrier frequency synchro-

nization.

4.2 Receiver Design and Implementation

As discussed above, fine synchronization of carrier frequency offset and channel

parameters is required to achieve large cancellation ratios. This is accomplished by

digital signal processing of the learning sequence as it is repeatedly transmitted prior

to transmission of the cryptographic interference and SoI. The following estimators

are employed.
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4.2.1 Carrier Frequency Synchronization

Since the transmitter and receiver must generate their RF carriers from separate

non-ideal reference oscillators, there is an innate offset between the two that is passed

along to their generated carriers. If this offset is not sufficiently compensated, then

cancellation is diminished or not at all possible [20]. This offset is estimated using a

common phase-shift keying (PSK) architecture, the Costas Loop. The Costas Loop is

a second order phase locked loop (PLL) that is capable of tracking the instantaneous

phase and frequency offsets of a received PSK signal. It is one of the preferred methods

of frequency synchronization in PSK systems as it does not require any pre-processing

of the received signal to approach its performance limits [21].

This PLL iterates over the received signal and updates its frequency offset estimate

fo = fi − fr, where fr is the carrier frequency generated by the receiver. The estimate

fo is employed by the receiver to frequency shift the baseband signals before and after

upconversion and downconversion, respectively.

4.2.2 Channel Gain and Time Delay Estimation

The channel effects on the interference include attenuation, phase, and time delays.

These effects can be described by two parameters, a time delay di and a complex

channel gain hi. Without identical (or close to) simulation of these parameters on the

reconstructed interference at the receiver, cancellation is rapidly diminished or not at

all possible [22].

Since the time delay of the channel is largely dependent on the physical distance

between transmitter and receiver, this parameter will not change rapidly over time.

Therefore it is sufficient to make a single accurate estimate of this parameter rather

than tune over time as is done with channel gain. The channel time delay estimate,

d̂, is calculated by maximizing the correlation function of the digitized received signal

before cancellation begins, r[n] = r(nTs/M), and the digital signal expected to be
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received, I[n] = I(nTs/M), as shown in (4.1), where Ts is the radio sample period, M

is an interpolation factor greater than one, and N is the period of the cyclic interfer-

ence in samples before interpolation. Interpolating the signals allows the correlation

based estimator to measure a sub-sample period delay.

d̂ = argmax
d

1

M

M∗N∑
n=1

r[n] ∗ Il[n− d] (4.1)

The channel time delay τr is not always an exact multiple of the sampling period,

which results in a floating point estimate d̂. For sub-sample period time delays, a

bandlimited digital fractional-delay filter (FDF) is used. This design utilizes a finite

impulse response approximation of the Nyquist-Shannon ideal FDF for a fractional

delay, df = d̂ − ⌊d̂⌋, between 0 and 1. The FDF impulse response is shown in

(4.2) [22] [23].

hf [n, df ] = sinc[n− df ] =
sin[(n− df )π]

(n− df )π
(4.2)

As there is no perfect digital implementation for non-bandlimited filters, the realizable

approximation introduces inter-symbol interference (ISI) to the cancellation signal.

The ISI results in a reduction in cancellation capability relative to how large of a

fractional delay the filter is adjusting for [24].

Unlike time delay, the attenuation and phase delay of the received signal is influ-

enced by environmental changes due to multipath and thus varies more rapidly with

time. Thus, the complex gain of the fading channel is iteratively estimated from the

residual signal following interference cancellation. The gain estimate ĥ is updated

over time by the learning rule in (4.3). The learning rate α controls how quickly

the gain estimate can track a changing channel. Too large of a learning rate causes

unstable estimates (and unstable cancellation) in a constant or near-constant chan-

nel. This rule is based on the estimation circuit for the full-duplex receiver described

in [25] and mean-squared error channel tracking [26].
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ĥN+1 = ĥN + α[y(nTst) ∗ Il(nTst)
∗] (4.3)

4.2.3 Cancellation Signal Correction

The cancellation signal at the receiver is generated from the same symbol sequence

as the interference at the transmitter. This is so that without any channel simulation,

the cancellation signal is also I(t), the expected interference signal. As the channel

parameter estimates are updated, they are applied to the cancellation according to

(4.4) resulting in the reconstructed analog interference signal Î(t), where fr + fo is

the assumed carrier frequency of the originally transmitted interference.

Î(t) = ĥI(t− d̂)ej2π(t−d̂)(fr+fo) (4.4)

4.3 Cancellation Capability and Limitations

As shown below, under these circumstances peak cancellation ratios for the 100

MHz and 1 GHz carriers of 52 dB and 42 dB were observed, respectively. Cancellation

for either frequency varied over time, but could be maintained over 40 dB and 30 dB,

respectively, for extended periods of time.

Highlighted by the orange sections of Figure 4.2, cancellation is maintained across

the predetermined transmitter switch between the cyclic learning sequence and key-

based interference. This is crucial, as if Eve is able to learn the pattern during a

repeated transmission, then the compression advantage Bob has over them is lost.

Therefore, the interference must be able to be cancelled at Bob in a one-off fashion

immediately following the learning sequence. The time axis begins upon the start of

time and channel estimation, which follows the carrier frequency estimation period.
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(a)

(b)

Figure 4.2: Cancellation ratio versus time plotted for (a) the 100 MHz carrier and
(b) the 1 GHz carrier. The time axis begins upon the start of time and channel
estimation, which follows the carrier frequency estimation period. The window of
time highlighted from 4 to 4.5 seconds shows where the both transmitter and receiver
simultaneously switch from the learning sequence to the shared-key based interference.
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The window of time from 4 to 4.5 seconds shows where the both transmitter and

receiver simultaneously switch from the learning sequence to the shared-key based

interference. Because the channel effects are independent of the signal itself, the

channel model built from the learning sequence works for the interference as well.

This results in a seamless transition with maintained cancellation when going between

learning and interference sequences.

Figure 4.3 compares the power spectral density of the received signal before and

after cancellation for the 100 MHz carrier. It shows the interference which an intended

receiver (black) and a eavesdropper (blue) would receive. Without cancellation, the

SoI can be hidden by the more powerful interference (blue) from Eve. The receiver

capable of performing analog cancellation can reduce the interference down to a much

smaller residual (black) that allows the SoI to be received.

Figure 4.3: A frequency domain view of the receiver’s analog cancellation capability.
In blue is the pre-cancellation interference received by Bob. The black trace shows
the remaining residual received by Bob’s ADC during cancellation.
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The analog known interference cancellation architecture shown above not only

achieves peak cancellation values comparable to recent digital systems [11], but does

so despite a prominent challenge in analog cancellation systems: frequency stability.

In this analog architecture, cancellation is occurring at RF but processing occurs at

base-band in the receiver. Because of this, frequency estimation occurs with a given

chunk of samples, but then a base-band cancellation signal is generated using that

estimation and upconverted to the carrier frequency to cancel the proceeding RF sig-

nal. In this window between estimation and cancellation, the carrier frequency of the

interference may have drifted a small amount. Therefore, the frequency alignment

between interference and cancellation (at RF) is not perfect. It is not possible to

resynchronize the carrier frequencies actively during cancellation as the signal that

estimation is based on is being severely attenuated. Based on the frequency sensitivity

of interference cancellation shown by Guo in [22], to achieve a 50+ dB cancellation

ratio, the frequency error must be on the order of 10−6 of the interference band-

width. For this implementation the error must be less than 0.1 Hz. Comparatively,

a OFDM signal (with 30dB SNR) approaches the noise limit of its bit-error rate at

frequency offsets greater than 10−3 of it’s subcarrier spacing [27]. That makes the

analog cancellation performed here more sensitive to frequency-error than OFDM by

a factor of 103. Since frequency drift is proportional to carrier frequency, lower carrier

frequencies will produce reduced drift and therefore reduced carrier frequency error,

as shown by increased peak cancellation and cancellation stability in the 100 MHz

carrier results.

A more advanced receiver could be able to help solve this issue by splitting a

portion of the received interference prior to the analog cancellation stage. This would

require an additional receive channel at Bob exclusively for carrier frequency esti-

mation. In return, it would allow for continuous carrier frequency tracking of the

uncancelled interference portion while the channel intended for message reception
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performs cancellation. The cancellation channel would be able to make small adjust-

ments to its carrier offset correction based upon estimates from the new channel.

Fractional time error is also impactful, and a limitation of SDRs and digital signal

processing for this application is time delay resolution. If the channel time delay is

estimated to be between multiples of the SDR sample period, the receiver is unable to

perfectly synchronize to that time delay without introducing ISI to the cancellation

signal. Guo shows that cancellation degradation due to ISI in fractional delay tuning

is relative to the interference’s symbol period [22].

4.4 Further Analysis of Time-Frequency Impact on Cancel-

lation

As laid out above, the two biggest factors limiting cancellation and its stability

over time are the discrete-time domain resolution of the signal processing system

and natural frequency drift of the reference oscillators. The best solution found to

prevent carrier frequency drift is to improve the test bench with more stable reference

oscillators as there would be no performance trade offs anywhere else in the system.

The ones used in these experiments are sourced from high quality test equipment.

For discrete-time resolution, improvement is more complicated.

The easiest way to improve discrete-time domain resolution and reduce the need

for imperfect fractional-delay filtering is to increase the SDR sample rate without

changing the bandwidth of our interference or learning signals. This would mean we

are further oversampling the signals, increasing the number of clean samples we have

to process or generate the signals with in a given window of time. This provides finer

time delay steps for our cancellation signal without having to use a FDF. Unfortu-

nately, the sample rate of the system is limited by host computer processing power

and the interface being used to exchange samples with the SDRs (see Appendix A),

and the testbed was already pushing this limit. Attempting to increase the sam-
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ple rate further resulted in the radios not receiving any samples on time and just

returning error messages repeatedly.

Since the sample rate cannot be pushed any higher, the only other option is to

oversample another way. This can be done by interpolation in the modulation stage

of signal generation at both the transmitter and intended receiver. Interpolation here

allows for the selection of the number of samples to represent each symbol in the

interference sequence. By increasing this samples per symbol (SPS) parameter for

the constant sample rate, the signal is being extended in the time domain. This

provides greater flexibility in the time domain as is desired, but comes with a trade

off. Extending the signal in the time domain, slowing it down, naturally creates a

real signal with a reduced bandwidth. Essentially, only a fraction of the sample rate

is being used for meaningful data. As discussed earlier, it has been shown that the

cancellation ratio’s stability vs carrier frequency offset is relative to the interference

bandwidth. As the bandwidth is decreased by increasing SPS, the symbol period is

increased. Since frequency error between two signals results in a linearly increasing

phase difference over time, a larger symbol period results in a greater phase error

across a set of symbols. This means that without being able to increase the system

sample rate any further, there is a forced trade off between time and frequency error

effects in the system. Increasing the SPS provides an improved ISI-free time delay

correction resolution, but it comes at the cost of system performance with imperfect

reference oscillators and carrier drifting.

Figure 4.4 shows this frequency stability tradeoff in action. Since the frequency

sensitivity of the cancellation ratio is also relative the cancellation at that moment

(meaning a small change in carrier frequency will have a much greater effect at 40 dB

of cancellation than at 20 dB), the data was chosen to compare similar cancellation

ratios for different SPS parameters. This can be done since the time domain resolution

limit does not set an upper bound for cancellation, only a lower one. What this means
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is that while the wider bandwidth signal has a worse time delay step resolution, if by

chance the uncontrollable fractional delay of the channel happens to be small, large

cancellation ratios are still possible, but are not guaranteed. In the plot, it is visible

at peak cancellation that the orange trace representing 16 SPS and wider bandwidth,

is more consistent as it follows a smoother cure. The 32 SPS trace is much more

jagged at its peak, highlighting how much more sensitive to small frequency drifts it

is.

Figure 4.4: Cancellation ratio plotted versus time for two different sample per symbol
rates.

Another potential method to reduce this problem is to update the estimated chan-

nel gain (particularly phase) more often. This would decrease the number of symbols

that the phase difference is assumed constant for. Since this estimate is updated via

a feedback loop, increasing the update rate too far will result in instability of the

channel estimation loop. This occurs when new estimates and corrections are made

before the effects of previous updates have yet to propagate through the system.
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CHAPTER 5

COEXISTENCE OF FMCW RADAR

This novel interference cancellation method’s limitations in terms of carrier fre-

quency drifting sensitivity discussed in the prior chapter point to a reasonable imple-

mentation of this method for achieving information-theoretically secret communica-

tions requiring a transmitter (and receiver) with highly stable reference oscillators.

Rather than designing new and costly high power systems just to transmit an in-

terference signal, it may be possible to take advantage of existing systems that can

meet the requirements to achieve reasonable secrecy rates. An example of such design

could be a local radar system.

Despite the dual-utility of a radar transmitter in such a scenario, it is clearly

undesirable to entirely lose operation of an important sensing system to allow for

the necessary learning and message transmission periods described in Chapter 3. In

order to minimize downtime of a cooperative radar system, the intended receiver

can complete their channel learning processes while the radar performs its normal

operation. That would mean the intended receiver must be capable of using the radar

system’s transmitted waveform as the learning signal in the described cancellation

scheme. In order for a suggestion of coexistence with a normally operating radar to

be reasonable, the system proposed here should be compatible with common radar

waveforms such as those shown in Figure 5.1.

Of these waveforms, compatibility with the proposed interference cancellation

method has been shown for pulsed wave and PSK-coded waveforms by the periodic

BPSK interference used with the testbed from Chapter 4. The remaining waveform
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Figure 5.1: Examples of common radar waveforms given in [6]: (a) continuous-wave;
(b) pulsed wave; (c) frequency-modulated continuous-wave; and (d) phase-encoded
(PSK-coded) waveform.

is frequency-modulated continuous-wave (FMCW). The rest of this chapter will ad-

dress the necessary changes to the hardware testbed’s synchronization algorithms to

accommodate an FMCW learning signal as well as the achieved performance of the

testbed in performing channel modeling and therefore analog cancellation of the new

waveform.

5.1 The FMCW Waveform

FMCW waveforms provide a number of advantages over traditional pulsed radar

that make them desirable. Since they measure the distance of a target via the fre-

quency difference between the transmitted and reflected signals they can achieve a

greater range resolution than traditional pulse systems that rely on timing or phase

differences of reflections. FMCW systems can range targets at much shorter dis-

tances than pulse systems as well. These advantages come at the cost of bandwidth

and maximum range as pulse radar uses narrower bandwidth signals that perform

better over long ranges. Doppler shifts, the changes in reflected frequency by fast
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moving targets, can also cause inaccuracies in the target distance estimated with an

FMCW waveform.

Frequency-modulated continuous-wave signals consist of a single tone but the

frequency of that tone is increased or decreased over time according to some modu-

lation pattern, fm(t). This means that the instantaneous frequency of the signal is

fi = f0 + fm(t), where f0 is the carrier frequency, resulting in the transmitted signal

below.

s(t) = cos(2πfit+ ϕ) (5.1)

In this equation, ϕ is the reference phase of the transmitter. When the tone fre-

quency is swept linearly, like example c in Figure 5.1, the waveform is called a chirp.

Many FMCW waveforms use a saw-tooth pattern for their modulation and operate

under some fractional duty cycle. For true continuous-wave, meaning no interrup-

tions or downtime between chirps, a saw-tooth pattern can be undesirable as the

sharp transitions in frequency can cause bandwidth expansion, distorting the trans-

mitted waveform. In this case, a triangular frequency modulation pattern, meaning a

chirp up followed immediately by a chirp down, can be used, resulting in a base-band

waveform such as the one in Figure 5.2.

Unlike the phase-shift keying used previously, which was a digital modulation

scheme, FMCW is an analog modulation scheme. This means that the carrier signal

is adjusted based on an analog input (in this case the frequency sweeping pattern)

rather than the binary data or pattern determining the BPSK signal’s phase changes.

This means that the bandwidth and time domain resolution of the generated signal

are no longer explicitly tied together, allowing for much more control over the learning

sequence modulation’s bandwidth, periodicity, and resolution. This can prove useful

in showing how these various parameters influence cancellation capability.
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Figure 5.2: A time domain plot of the triangular FMCW signal used in testing.

5.2 Data-Aided Carrier Frequency Estimation

As with the pulsed radar waveform learning period, the FMCW learning period

will require some form of time, complex gain, and carrier frequency synchronization

in order to achieve cancellation. Fortunately, the time and gain estimators used in

the previous chapter are both defined for estimating time and gain errors of general

signals, meaning they can still be used in synchronization of the FMCW waveforms.

Conversely, the digital Costas loop architecture implemented for carrier frequency

offset estimation is exclusive for phase-shift keying modulation schemes. This means

a new carrier frequency estimator is necessary for this learning sequence.

Since the learning sequence is periodic, and known by the intended receiver per-

forming synchronization prior to the process beginning, this information can be used

to allow for a simple carrier frequency estimation algorithm. The data aided estima-

tor measures the phase difference between periods of the real received signal over time

in order to estimate the frequency offset from Bob’s baseband. The carrier frequency

offset estimate, fo is described by (5.2), where arg[·] denotes the value of the argument

normalized between −π and π, and L is the period of the learning sequence [28].
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fo =
1

2πL
arg

[
L−1∑
n=0

r[n]r∗[n− L]

]
(5.2)

5.3 Cancellation Performance with FMCW Waveforms

Since it was seen to be the best performance option in the prior test experiments,

the FMCW work here will focus on cancellation using a 100 MHz carrier frequency.

Using the 100 MHz carrier frequency again required the system be operated using

coaxial cables rather than over-the-air transmission. The signal characteristics chosen

to best match the previously used BPSK signal’s bandwidth and period are summa-

rized in Table 5.1.

Parameter Value
Carrier Frequency 100 MHz

Frequency Sweep (BW) 100 KHz
Sweep Period 100 µs

Table 5.1: FMCW signal parameters used to match BPSK signals in Chapter 4.

Using the new carrier frequency offset estimation method, and the previously

described channel time delay and gain estimation and correction methods, analog

cancellation was achieved between a transmitter and intended receiver using separate

reference oscillators. The cancellation of this learning sequence was consistently over

35 dB, with peaks seen up to 47.9 dB. The windows of time over which peak can-

cellations were maintained were shortened as slightly less stable reference oscillators

were used in these experiments. Similar decreases in the cancellation consistency were

also seen when using BPSK waveforms with this set of reference oscillators, so it can

be concluded that they are the main contribution to this drop in stability. If the

oscillators used in Chapter 4 were implemented here, it is likely an increase in both

consistent and peak cancellation ratios would be seen.
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Taking advantage of the freedom of signal design granted by the analog modula-

tion scheme, data was also collected for increased frequency sweeps. These increased

bandwidths were larger than was possible with BPSK while also maintaining a min-

imum time domain resolution to produce large cancellation ratios. Increasing the

frequency sweep to 500 KHz (keeping carrier frequency and sweep period constant)

saw an immediate drop in cancellation capability. The peak cancellation seen in these

drops down to 25.6 dB, with 1 second windows of cancellation never getting over 13

dB. This drastic drop-off in performance called for further investigation as it went

against the conclusions for BPSK waveforms that larger bandwidth signals should

experience a greater cancellation stability in the event of frequency error or drift.

In order to attempt to isolate the predominantly contributing parameter of the

reduced cancellation performance, the carrier frequency error was removed from the

experiment by linking the Alice and Bob radios together via a shared reference oscilla-

tor. By doing this, it could be narrowed down whether or not the drop in cancellation

capability was due to the waveforms or not. Without the constantly changing carrier

frequency error, the cancellation ratio levels out to a maximum value rapidly as the

synchronization algorithm runs and converges to a locked channel model as shown in

Figure 5.3. A compilation of these locked cancellation values over multiple runs of

varying bandwidths is shown in Figure 5.4.

The fluctuations in cancellation performance for individual bandwidths even under

the frequency locked scenario is due to the fractional time delay error that is not being

corrected for in this experiment. This correction was left out here as the fractional-

delay filters implemented in previous experiments only behave as perfect all-pass

filters for narrow fractional bandwidths. Using these narrow time delay filters would

introduce more error in the wide-band signals. It is visually evident in Figure 5.4

that the decreased cancellation performance observed for larger frequency sweeps is

still present and therefore independent of carrier frequency drift.
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Figure 5.3: An example of the cancellation ratio leveling out to a constant value when
there is no frequency drifting.

Figure 5.4: A comparison of cancellation performance for FMCW signals of varying
bandwidths with a shared reference (frequency locked).
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Another possible cause of this drop in performance could be that the cancella-

tion of higher frequency tones in the wider bandwidth sweep are more sensitive to

fractional time delay error or the channel gain error in general. This was tested by

comparing cancellation of single tones at both 100 KHz (the narrow sweep max) and 1

MHz (the wide sweep max). In this comparison, both tones were consistently reduced

by 43 dB or greater across multiple runs and fractional time delay errors, ruling out

those possibilities.

At this time it can be concluded that increasing the frequency sweep while hold-

ing the sweep period constant impacts cancellation. This ratio of sweep frequency

to sweep period is known as the waveform’s chirp rate. The next step in untangling

this decrease in cancellation would be to compare cancellation performances across

constant chirp rates, meaning increasing the sweep period along with the frequency

length of the sweep rather than increasing the chirp rate and frequency sweep as

we did here. This would show whether chirp rate or the bandwidth is the limiting

factor. Unfortunately this experiment was unable to be performed with the current

testbed due to the necessary computational power. As the sweep period of the signal

is increased, the synchronization algorithms need to operate over larger numbers of

samples to accurately model the channel. Since for analog cancellation, this must be

a real-time running process, the speed at which these operation can be performed is

crucial. Without a powerful enough host PC to simultaneously run the synchroniza-

tion algorithm and generate samples for the radios, the experiment cannot be run in

analog as intended.
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CHAPTER 6

EVERLASTING SECRECY AND IMPROVEMENTS
UPON DIGITAL CANCELLATION SCHEMES

As previously mentioned, the motivation behind developing this testbed for analog

cancellation of remote interference is everlasting information-theoretic secrecy. Using

the realistic values of the analog interference cancellation from the testbed, the next

logical step is to return to theory in order to map this performance to secrecy rates.

The secrecy rates calculated in this section will inform the capacity at which ever-

lastingly secure information can be transmitted in a practical system. Secrecy rate

is defined by the mutual information between the message transmitted by Alice, X,

and the received signals at Bob and Eve, Y and Z respectively, in (6.1).

Rs = I(X;Y )− I(X;Z) (6.1)

This just means that the information of X that is present in Bob’s reception, Y , but

not present in Eve’s reception, Z, is kept secret between Alice and Bob.

By being pessimistic and assuming that the eavesdropper is achieving perfect

digital cancellation of the interference signal, the adversary model used in this thesis

closely matches the model of intended receivers used in existing cooperative jamming

works. For example, in [11] the intended receiver performs interference cancellation

in post-digitization processing. This means that the secrecy results derived in this

work can be viewed not only as an independent everlasting secrecy scheme, but also

as a potential gain over the implementation of [11] if the author’s intended receiver

were to choose to cancel their interference in analog instead.
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6.1 Advantage Due to Limited Adversary Analog to Digital

Converter

The testbed was built with a specific secrecy implementation in mind, as derived

by Sheikholeslami in [2]. That paper states that a powerful interferer can force an

adversary’s analog-to-digital converter to operate in a low gain regime to avoid sat-

uration, thus reducing its small signal resolution. This results in permanent loss or

deformation of the underlying message signal during digitization. Even in the event

that Eve can discover the interference key shared between Alice and Bob and perform

interference cancellation on their digitized reception, the message cannot be recov-

ered. All of the message information is lost in the nonlinear process of digitzation.

Analog interference cancellation allows for an intended receiver to operate with a

narrower ADC span and reduce quantization noise; this is an advantage held by this

receiver over an adversary eavesdropper in the scheme.

An exact secrecy analysis based on the exact distributions of the transmitted and

residual signals is beyond the scope of this research. However, by assuming that the

SoI follows a Gaussian distribution with power spectral density characterized by the

results using the testbed from the previous chapter and that the jamming is uniform

with similarly characterized power spectral density, rough estimates for the gain can

be calculated.

The results from Sheikholeslami were shown under the assumption that any amount

of interference can be cancelled at the intended receiver, thus producing significant

secrecy rates even against a superior adversary receiver. In practice, as highlighted

throughout this work, interference cancellation is far from a perfect operation. Using

the interference and SoI power levels, PI and PS, results generated using the testbed

described in Chapter 4 and shown by Figure 6.1b, the necessary parameters to find se-

crecy rate can be calculated. The power of a uniform interference spanning from −c to

c can be found as the second moment of its distribution, PI =
∫ c

−c
1
2c
x2 dx = c2

3
. From
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here, the interference amplitude can be calculated from the known PI as c =
√
3PI .

Eve’s ADC span which maximizes the mutual information between the signal and

her reception turns out to be 2lσ, where sigma is the standard deviation of the SoI,

and l = 2.5 [2]. This gives 2lσ = 5
√
PS. These values are used to determine k, the

number of key-bits per interference symbol that can be successfully cancelled.

(2k − 1)× 2lσ = 2c (6.2)

From (6.2), the ADC-attacking secrecy architecture is capable of supporting can-

cellation of about k = 6.8 key-bits per jamming symbol for an interference-to-SoI

ratio of 43 dB. From results in [2] shown by Figure 2.5, this corresponds to a secrecy

rate of approximately 2.3 bits/symbol over an eavesdropper performing perfect dig-

ital cancellation with the same number of ADC bits as the intended receiver, or an

enhancement of the secrecy rate in standard cooperative jamming schemes by the

same amount. It is important to note that the derivation in [2] considers idealistic

Gaussian, and thus maximum channel capacity achieving, message signals. A real

system would not achieve such a high capacity for the intended receiver without ideal

Gaussian message, meaning that the rates given here represent an upper bound on

secrecy rates seen in practice.

In Figure 6.1, the power levels depicted for each signal are relative to the inter-

ference (blue curve) power level. Since Bob performs analog cancellation, his receiver

sees a red message signal that is more powerful than the black residual interference

(Figure 6.1a); thus, information can be recovered with relative ease. Eve, without

any cancellation stage before their receiver, is relegated to recovering the red SoI from

underneath the more powerful blue interference (Figure 6.1b).
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Figure 6.1: Frequency domain representations of the signals received by the intended
receiver, Bob (a), and the eavesdropper, Eve (b).
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6.2 Forcing an Adversary Amplifier into Saturation

6.2.1 The Model

Given the success in achieving everlasting secrecy by attacking the nonlinearity

of an adversary ADC trying to digitize a small message in the presence of a large

interferer, could the nonlinear behavior of their receive amplifier be similarly taken

advantage of? If an adversary is to perform digital interference cancellation through

a nonlinearity, after passing the received interference and message combination, then

they would need to overcome additional noise introduced by the nonlinear interaction

with the interferer. While in the previous section, perfect digital cancellation of the

received interference is assumed, meaning there is no residual noise leftover from the

process, that would require either an idealistic linear (and therefore compression-

less) amplifier in their front end, or intensive nonlinear modeling of their amplifier

performance taken into account when performing cancellation.

Even when the amplifier input is backed off of the saturation point, large signals

passing through an amplifier are subject to some gain compression. This is the event

where the amplifier does not provide linear gain for a given input power level. This

results in a distorted output compared to the expected linear gain model usually

assumed in a system.

This is an issue that the intended receiver is not subjected to as it performs analog

cancellation prior to the signal reaching its receive amplifier. Even if the initial recep-

tion of the learning sequence does have some level of compression to it, the distortion

is quickly diminished as the cancellation attenuates the incoming interference causing

the compression. This provides yet another advantage to the intended receiver per-

forming analog interference cancellation over an adversary performing cancellation

in digital, post-transmission. The wiretap channel model representing the nonlinear

amplification advantage held by an intended receiver is shown in Figure 6.2, where
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Figure 6.2: Wiretap block diagram of the nonlinear amplifier compression model.

h(r) is the nonlinear transfer function of the receiver amplifier and a1 is the first-order

(linear) coefficient of h(r) used by Eve to model the amplifier.

As derived in what follows, the mutual information needed to calculate the se-

crecy rate of this wiretap channel from (6.1) depends on various probability density

functions (PDFs) of the corresponding signals. In order to make this derivation pos-

sible, numerous assumptions are made about the wiretap channel. First, assume that

the message signal X will always be small enough to be treated with only the local-

ized linear (compression-less) gain of the amplifier transfer function about r = 0. In

this scenario, the message signal will not contribute to any residual noise in Eve’s

reception. This is reasonable, as by design of this system, the message signal will

be orders of magnitude smaller than an interference signal that is already backed off

the amplifier saturation point (but still in compression). It is also assumed that Eve

models the amplifier’s gain as an ideal amplifier whose gain is the same local linear

fit about r = 0 for the entire range of the amplifier input. When performing digital

cancellation after recording, Eve will achieve perfect cancellation of any and only

first-order interference terms in the amplifier output. The amplifier transfer function

used in this derivation (6.3) is the best performing model when compared to actual
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data in [29].

h(r) =
2

π
Vs arctan (αr) (6.3)

In this model, Vs is the saturation voltage of the amplifier while α is a coefficient that

determines the gain of the model. The values of these parameters are determined

by best fitting the function h(r) to the commonly used third-order amplifier model,

h3(r), that can be defined using the gain, k1 and input third-order intercept point

(IIP3). IIP3 and k1 are operating specifications provided of a given system, where

IIP3 is defined with respect to the system impedance, Zo.

h3(r) = k1r − k3r
3 (6.4)

k3 =
3k1

IIP3× 8Z0

(6.5)

Finally, the linear gain assumed by Eve, AE, under this model can then be found

by taking the coefficient of the first-order term in the Taylor-series expansion of h(r)

around r = 0, such that AE = 2
π
Vsα.

These assumptions allow for the outputs of the wiretap model to be simplified to

the forms (6.6) and (6.7). Here, nB and nE are Bob and Eve’s respective channel

noises, but from this point forward they are assumed to have the same statistics. NA

is the residual interference left over after Eve has performed first-order cancellation

of their amplifier output.

Y = AE(X + nB) (6.6)

Z = AE(X + nE) +NA (6.7)

6.2.2 Derivation of Mutual Information

Calculating the exact mutual information between two distributions is straight-

forward if their joint distribution is known. Even when it is not, conditional entropy
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provides a way forward without joint probabilities defined by the differential entropy

relation in (6.8).

I(X;Y ) = h(Y )− h(Y |X)

=

∫ ∞

−∞
−fY (y) log(fY (y)) dy

−
∫ ∞

−∞
fX(x)

∫ ∞

−∞
−fY |X=x(y) log(fY |X=x(y)) dydx

(6.8)

The same expression can be used to find the mutual information between X and Z,

I(X;Z), by substituting Z in for Y . With this useful definition, the only information

needed to calculate the secrecy rate of this wiretap channel are the PDFs of the three

key signals, fX(x),fY (y),fZ(z), and the conditional PDFs of the outputs in regards

to a known input, fY |X=x(y) and fZ|X=x(z).

The channels between Alice and the two receivers are modeled as AWGN. Like the

previous section, a statistical analysis using exact signal distributions for X and I is

beyond the scope of this work. Therefore, it was decided to model the message signal

X and the interference signal I as zero-mean Gaussian signals. The known PDF of

a Gaussian N (µ, σ2) is defined in (6.9), where µ is the mean of the distribution and

σ2 is its variance.

ϕ(x) =
1√
2πσ2

exp

(
−(x− µ)2

2σ2

)
(6.9)

By making X ∼ N (0, σ2
X) and nB ∼ N (0, σ2

n), their PDFs are known. The PDF

of X, fX(x), is of particular significance as it is one of the necessary functions for

calculating mutual information. From (6.6), Y is a linear combination of these two

Gaussian distributions. By the properties of Gaussian random variables, the linear

combination of the two is also Gaussian. That means Y has a Gaussian PDF that

can be found from the mean and variances of the two components. Therefore it is

known that Y ∼ N (0, A2
E(σ

2
X + σ2

n)) and:
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fY (y) =
1√

2πA2
E(σ

2
X + σ2

n)
exp

(
− y2

2A2
E(σ

2
X + σ2

n)

)
(6.10)

The only necessary PDF remaining to calculate the mutual information between

X and Y is the conditional PDF of (Y |X = x). For any X = x, the PDF of the

message becomes localized at the value x. This essentially means X ∼ N (x, 0).

Applying this to the derivation used for fY (y) above, then (Y |X = x) ∼ N (x,A2
Eσ

2
n)

and:

fY |X=x(y) =
1√

2πA2
Eσ

2
n

exp

(
−(y − x)2

2A2
Eσ

2
n

)
(6.11)

In deriving the PDFs fZ(z) and fZ|X=x(z), the properties of Gaussian random

variables no long provide a simple approach, as it is unknown if (and not expected)

that the residual noise left after Eve’s cancellation, NA, follows a Gaussian distribu-

tion. As was done for the PDFs of Y , fZ(z) should be defined first. It is assumed that

Bob and Eve have similar channels and therefore Eve has to deal with channel noise

following similar statistics, nE ∼ N (0, σ2
n). This gives the new formula Z = Y +NA.

The PDF of the sum of two independent random variables is the convolution of those

two variables’ PDFs. With the PDF of Y , fY (y), known from above, fZ(z) can be

numerically calculated if there is a tractable PDF for NA.

From (6.3), and Eve’s assumption that AE = V α, where V = 2
π
Vs, NA can be

modeled as (6.12).

NA = V arctan (αI)− V αI (6.12)

Note that because of the requirement that X is much smaller than I, it is assumed

in this thesis to pass through a perfectly linear amplifier, and not contribute to the

nonlinear output of the amplifier, V arctan (αI).

From an initial derivation, it known that the PDF for NA should be zero-mean and

symmetric around zero. This means that the PDFs of NA and −NA are identical. In

order to simplify the signs that carry through this derivation, it will be completed for
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NA = −NA = V αI − V arctan (αI), knowing that the resulting PDF will be exactly

the same.

Before continuing with the derivation, a useful function, D(x), is defined in (6.13).

Even though an inverse function for D(x) cannot be written as a simple function, it is

a monotonically increasing function (shown by Figure 6.3) and therefore is invertible.

This can also be proven as the derivative of D(x), ∂D
∂x

(x) = 1 − 1
1+x2 , is positive for

all values of x. This means a function D−1(y) does exist such that D−1(D(x)) = x.

D(x) = x− arctanx (6.13)

Figure 6.3: A plot of D(x). The function is monotonically increasing, therefore is
invertible.

A direct approach is taken in finding the PDF of NA. That is starting by defining

its cumulative distribution function (CDF), FNA
(n) and then taking the derivative.
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FNA
(n) = P{NA ≤ n}

= P{V [αI − arctan (αI)] ≤ n}

= P{V D(αI) ≤ n}

= P

{
I ≤ 1

α
D−1

(
n

V

)}
= FI

(
1

α
D−1

(
n

V

))

Since it has been assumed I ∼ N (0, σI), FNA
(n) can be written in terms of the general

Gaussian CDF, Φ.

FNA
(n) = Φ

(
D−1( n

V
)

ασI

)
(6.14)

From (6.14), the PDF fNA
(n) can be calculated by differentiating the CDF of NA

with respect to n.

fNA
(n) =

∂

∂n
FNA

(n)

=
∂

∂n
Φ

(
D−1( n

V
)

ασI

)
=

1

V ασI

ϕ

(
D−1( n

V
)

ασI

)
×

∂D−1( n
V
)

∂n

In the above, ϕ, is the Gaussian PDF expressed in (6.9). This leaves the unknown

terms D−1( n
V
) and its derivative with respect to n. The one-to-one nature of the

forward function D(x) guarantees that a one-to-one inverse does exist. Even though

this inverse is not definable as a simple function, its value for any input can be

found using a lookup table much like other trigonometric functions. Using partial

differentiation, the derivative of the inverse function can also be calculated by taking

the inverse of the derivative of the forward function as shown below.
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∂D−1( n
V
)

∂n
=

(
∂D(x)

∂n

)−1
∣∣∣∣∣
x=D−1( n

V
)

=

(
1− 1

x2 + 1

)−1
∣∣∣∣∣
x=D−1( n

V
)

=

[
D−1( n

V
)
]2

+ 1[
D−1( n

V
)
]2

With the final missing term in fNA
defined, the PDF (6.15) can be solved numer-

ically for a range of possible values of n. Figure 6.4 shows this PDF using the values

for Vs and α that best fit the USRP B210 model based on published performance

specifications [30]. The interference power, σ2
I , is chosen to match that used in the

experimental results of Figure 6.1b.

fNA
(n) =

1

V ασI

ϕ

(
D−1( n

V
)

ασI

)[
D−1( n

V
)
]2

+ 1[
D−1( n

V
)
]2 (6.15)

Interestingly, as n approaches zero, the PDF is asymptotic, approaching infinity.

Since this is a real, implementable signal that can be modeled accurately in simulation,

it is unexpected for it to behave this way. In order to make the PDF tractable, and

therefore useful in calculating the secrecy rate of the wiretap model, the asymptote is

terminated. The termination value is determined such the the PDF meets the axiom

of probability that its total probability should integrate to one. This termination

results in a PDF that still matches the distributions of simulation results using large

random sample sets.

As expected, fNA
(n) is zero-mean and symmetric about zero. While the amplitude

of NA is small, the amplitude of the message X is as well, and thus NA can still impact

Eve’s ability to receive the message. This will be shown by the reduced mutual

information between X and Z compared to X and Y . To calculate I(X;Z), fZ(z) is
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Figure 6.4: The probability density function of NA plotted for Vs = 0.02, α = 360,
and σI = 0.00177.

still needed. Since Z = AE(X + nE) + NA = Y + NA and the PDFs of Y and NA

are both known, then the PDF of Z can be calculated in (6.16), where fY (y) is the

zero-mean Gaussian PDF of Y defined in (6.10).

fZ(z) = fY (y) ∗ fNA
(n) (6.16)

As for fZ|X=x(z), the derived Gaussian PDF for Y |X = x can also be used again.

For any given X = x, Z can be written as (Z|X = x) = (Y |X = x)+(NA|X = x), but

since NA was modeled without the inclusion of the message signal, it is independent

from X; therefore (Z|X = x) = (Y |X = x) +NA, and:

fZ|X=x(z) = fY |X=x(y) ∗ fNA
(n) (6.17)
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Substituting (6.10) and (6.11) into (6.8) provides a numerical value for I(X;Y ) in

bits/symbol. The same can be done for I(X;Z) by substituting in (6.16) and (6.17)

instead. By (6.1) the difference of these two values provides the secrecy rate of the

compression-avoidance analog cancellation scheme, also in bits/symbol.

Figure 6.5 displays the achievable secrecy rates of this scheme as the message and

interference power levels are adjusted. There are a couple key observations to note.

First, since the model used here assumes perfect cancellation of the interference at

Bob in analog, the interference to noise ratio (INR) should be chosen to be the limit

of a systems analog cancellation capability. The green mark on the surface represents

the power levels from Figure 6.1 that were used to calculate the secrecy rate of the

ADC-targeting scheme in Section 6.1. It corresponds to about 0.95 bit/symbol. Also

note the leveling out of secrecy rate as INR increases (yellow region). This flattened

region represents where I(X;Z) goes to zero; thus, the secrecy rate is approaching

Bob’s channel capacity, I(X;Y ). On the other hand, the secrecy rate flattening out

to zero as INR decreases (purple region) represents when the interference is not large

enough to drive Eve’s amplifier into compression. In this scenario, no advantage is

gained in performing analog cancellation over digital cancellation post-recording.

When compared to the ADC attacking scheme discussed earlier in this chapter,

the secrecy performance for the given signal powers is much lower. Interestingly, the

position of the green mark shows that the message power level used in that experiment

would not be optimal. Under this scheme, increasing the message power continues to

increase the mutual information of X and Y at a quicker rate than that of X and Z,

resulting in better secrecy rates. This shows that with a more optimal message power

chosen, the given INR can still produce secrecy rates up over 2.3 bits/symbol. Even

though Figure 6.5 suggests that this relationship between secrecy rate and message

power should continue indefinitely, the model is only valid for small message powers,

thus, conclusions should not be implied past the limits of the figure.
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Figure 6.5: Secrecy rate of the compression-avoidance analog cancellation scheme
for varying interference and message to noise ratios. The green mark indicates the
signal levels that were used in the testbed and their corresponding secrecy rate in the
cancellation scheme.
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CHAPTER 7

CONCLUSION

This thesis work further explored a cooperative jamming scheme for secret com-

munication scenarios between a message transmitter Alice, their intended receiver

Bob, and an adversary eavesdropper listening in, Eve. Here, Alice employs the help

of a cooperative system providing an interference known by Bob. With their knowl-

edge of the interference, Bob is able to use interference cancellation techniques to

gain an advantage over Eve in recovering the original message.

Inspired by an analog interference cancellation scheme for everlasting secrecy, a

hardware testbed was built to characterize the scheme’s potential in application. De-

signed for flexibility with software-defined radios, the testbed performed necessary

synchronization algorithms to properly align a cancellation signal’s carrier frequency,

time delay, phase, and amplitude with that of an incoming known interferer for de-

structive interference to occur between the two radio frequency signals. Using binary

phase-shift keying (BPSK) modulated waveforms, the testbed was capable of main-

taining an interference power reduction over 40 dB (with peaks up to 52 dB) at

the intended receiver for a 100 MHz carrier frequency. Increased carrier frequencies

showed reduced interference cancellation ratios as carrier frequency drift becomes

large enough to disrupt the alignment of the interference and cancellation waveforms.

In order to prove robustness of the suggested scheme in the event of a radar-based

cooperative jamming transmitter, the testbed was adjusted to measure cancellation

performance using frequency-modulated continuous-wave (FMCW) waveforms. This

change required implementation of a new carrier frequency estimation method. For
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FMCW signals with the same 100 MHz carrier and similar bandwidth and periodicity

as the BPSK signals used in the prior experiments, cancellation was once again seen

over 40 dB. Increasing the bandwidth (frequency sweep) of the interference wave-

form quickly diminished cancellation capability, even without the effects of carrier

frequency drift on the system. This points to the conclusion that increased FMCW

chirp rate, the ratio of frequency sweep to time domain period of the modulation,

causes decreased cancellation potential of the system. While beyond the capability of

this work, further experiments could isolate the contributions of chirp rate and signal

bandwidth individually to this diminished performance.

With the functional testbed providing experimentally achievable interference can-

cellation levels, focus returned to the motivating theory for everlasting secrecy. Using

the framework put forth in the theory, cancellation capability was related to achiev-

able secrecy rates. The testbed performance with BPSK signals suggests everlasting

secrecy capacity up to 2.3 bits/symbol over an eavesdropper with the same number

of ADC bits as the intended receiver.

Further research was done into how a similar analog cancellation secrecy approach

would attack an eavesdropper’s receive amplifier instead of their ADC. By deriving

the probability density function of a large interference passing through the nonlinear

amplifier of an adversary who performs digital cancellation under the assumption that

their amplifier operates in its linear regime, everlasting secrecy could be proven to

be gained by a receiver performing analog cancellation prior to their own amplifier

stage. The nonlinear amplifier model chosen in this study was an inverse tangent

based function whose parameters were fit to match published performance of the

software-defined radios used in the testbed. Once again matching the proven cancel-

lation capabilities of this testbed to secrecy performance, this new scheme suggested

a secrecy capacity around 0.95 bits/symbol. Interestingly, the results of this scheme

also suggests that the message signal power could be increased further without an

61



eavesdropper receiving much information gain. If the message power were to be in-

creased accordingly, the same interference cancellation capability could once again

result in secrecy rates near 2.3 bits/symbol.

Future research into this topic could move further into hardware, signal processing,

or information theory. In terms of hardware, the test bench could be upgraded

to try and improve upon sub-sample period time delay errors. A combination of

upgraded host PCs and SDRs, with faster interfaces than USB (such as Ethernet),

would allow for greater sampling rates and increased signal bandwidths without losing

any fractional time delay resolution. As more powerful SDRs are implemented, work

from the host PC could be passed to on-board FPGAs. In particular, cancellation

signal correction could be done entirely on the FPGA at interpolated sample rates to

achieve better fractional time-delay correction than the digital fractional-delay filter

used in the testbed. As signal bandwidths are increased, synchronization algorithms

will need to be upgraded to account for multipath of over the channel as well. This

would include synchronization using a multi-tap channel model with varying gain,

phase, and time delays across the taps. Finally, the theory used to derive secrecy

rates with this testbed can be expanded upon. This could range from implementing

more representative statistical models for each of the signals involved (rather than

assuming Gaussian distributions), to further investigating the asymptotic PDF used

for residual interference in Section 6.2.
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APPENDIX A

SDR SAMPLE RATES

software-defined radios are designed to seamlessly interface analog and digital

signals. In order to process analog data digitally, it must be quantified into sam-

ples which is accomplished by the radios analog-to-digital converter. The number of

samples needed to accurately represent analog data is set by the Nyquist sampling

theorem. This theorem gives that an analog signal must be sampled at twice the rate

of its highest frequency component in order to accurately reproduce it.

For most all SDRs, the sampling rate is a controllable setting. The trade off

for using increasingly large sample rates is the necessity to deal with the increasing

number of samples in timely fashion. This is of particular importance when using

real-time signal processing as is needed for analog cancellation.

The USRP B210 SDR utilized in this testbed relies on a host computer to manage

all of the signal processing as it does not have a dedicated processor on board to do

so itself. While this can be accomplished with a powerful enough host connected to

the SDR, there is also the issue of getting samples exchanged between the computer

and radio. The B210 is designed as a rapid development device, as such it uses the

standard universal serial bus (USB) 3.0 interface for communicating with a host.

While this provides convenient compatibility with the large majority of computers, it

also presents a bottleneck in the sample exchange pipeline.

The USB 3.0 interface theoretically provides the necessary data streaming rates

to handle the B210s maximum sample rate of 56 MHz. Unfortunately this is only the

case for 1x1 operation of the B210, meaning when the radio is only used as a single
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channel transmitter or a single channel receiver. This is because USB only provides a

single data path that must operate in a half-duplex fashion, splitting achievable data

rates between samples being received from the radio and samples being sent to the

radio for transmission, cutting the achievable single channel sample rate in half [31].

To further complicate the sample exchange, the B210 is based off of a 2x2 (two

transmit and two receive channels) RF transceiver integrated circuit, the AD9361.

All four of these RF channels are used by the intended receiver in order to achieve

analog interference cancellation. This means that the host computer, via GnuRadio,

and USB interface need to be capable of both sustaining sample generation and pro-

cessing and maintaining real time sample exchange rates for four individual streams

of samples, just for the intended receiver to function. It was observed that adding

more than one transmit or receive channel to the GnuRadio flowgraph resulted in a

nonlinear decrease in maximum sample rate achieved by the host PC. For example,

a flowgraph that only sent or received ”dummy” samples to or from a single channel

could reach stable sample rates over 21 MHz. Adding a second channel to this set

up dropped the maintainable sample rate down to 7 MHz. The drop in performance

continues as the other additional channels are added. The decrease is likely due to

additional overhead needed to address and process each channel individually over a

single USB interface.
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APPENDIX B

IQ BALANCING IN ZERO-IF SDRS

The software-defined radios used in this work, the Ettus Instruments USRP B210,

like many other software-defined radios implement a zero intermediate frequency

(zero-IF) or homodyne receiver architecture. This means that the incoming radio

frequency (RF) signal, is mixed with an carrier frequency that downconverts the

signal drectly to or near baseband, meaning zero hertz. This architecture requires

fewer frequency dependent components, such as filters and amplifiers, promoting lower

costs and flexibility in implementations [7]. This simple design comes with one major

downside for quadrature (IQ) signals, imaging.

Imaging is when a up converted or down converted signal that is supposed to exist

in the positive frequency domain is also reflected into the negative frequency domain.

This is due to the cosine or sine waveform used when mixing with a carrier naturally

exist in both the positive and negative frequency domains. Under ideal conditions,

there should not be a problem with IQ implementations as the images of the in-phase

and quadrature mixing stages will be summed together and cancel each other out.

Unfortunately, in real systems this is not the case as, just like with the cancellation

performed here, any small difference in the phase delay or attenuation of the in-phase

and quadrature receive paths will result in imperfect cancellation.

How well a given system can actually perform this cancellation is known as its

image rejection ratio. The USRP B210’s transceiver chip is designed to achieve around

50 dB of image rejection for single carrier and narrow band waveforms [7]. The

testing done for this work with FMCW waveforms did not reach those limits of
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Figure B.1: A simplified zero-IF quadrature receiver architecture from [7].

Figure B.2: Example of imaging in received FMCW waveform using USRP B210.

image reduction as shown in Figure B.2. In the figure, the bright yellow triangles

are the intended signal being received. The duller yellow triangles between each pair

of intended signals are the images. From the scale on the right, the images in the

spectrum are only 25-30 dB below the intended signal level. This is a result of the

digital image rejection algorithm not performing to the levels suggested by Analog

Devices, for the triangular FMCW waveform.

66



APPENDIX C

GNURADIO FLOWGRAPH AND HARDWARE
CONFIGURATION

This appendix serves to provide a pathway for any researcher picking up this

project or attempting to accomplish something similar. All of the software work

was done using GnuRadio version 3.7. More up to date versions of the library are

available, but utilize a different file format which breaks compatibility with the older

versions.

The top half of the flowgraph in Figure C.1 shows the message and interference

generation and cancellation correction flow. The bottom half of the flowgraph deals

with Bob’s reception where a Costas loop is used for frequency synchronization. The

other synchronization algorithms and sequence controlling take place within the Es-

timateSync block. This block is an embedded Python block. Sample Python code

from the EstimateSync block can be found in Appendix D. Manual adjustments were

made to the Python files generated by the companion application in order to allow

the top block variables to be shared and adjusted by the EstimateSync block. This

is accomplished by making a reference to the parent topblock object within Esti-

mateSync block via the get from outerscope function at the top of Appendix D. This

function requires the topblock Python file to be run from a dedicated python com-

piler, as GnuRadio companion does not recognize the get from outerscope function.

Figure C.2a and C.2b show the two software-defined radios used in the testbed along

with their corresponding external hardware components. Note that Bob loops an

analog copy of expected interference out and back into their second receiver to solve
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an indeterminate sample timing delay issue introduced by the single-stream USB

interface.

Figure C.1: The original GnuRadio companion flowgraph used in the described
testbed.
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(a) (b)

Figure C.2: Pictures of the USRP B210s and external components used as (a) Alice
and (b) Bob in the test bed.
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APPENDIX D

SAMPLE PYTHON CODE OF ESTIMATESYNC BLOCK

import math
import numpy as np
import s c ipy . s i g n a l
from gnuradio import gr
import sys
import time

def ge t f r om oute r s cope ( var name ) :
””” Funct ion t h a t w i l l use python ’ s und e r l y i n g frame f u n c t i o n s to r e t u rn a r e f e r e n c e
to an o b j e c t f u r t h e r up in t h e c a l l s t a c k ( i . e DualTx JD ) ”””

frame = sys . get f rame (2)
return frame . f l o c a l s [ var name ]

class CancelSyncBlock ( gr . sync b lock ) :
””” Can c e l l a t i o n Sync Block − Wil l measure t h e incoming raw Rx and a d j u s t f l owg raph v a r i a b l e s
( de lay , phase , cance l amp ) such t h a t t h e incoming i n t e r f e r e n c e i s minimized ,
t hu s t h e r e c e i v e r i s ready to cap tu r e t h e message ”””

def i n i t ( s e l f , s i g n a l l e n g t h =1000): # on ly d e f a u l t arguments here
””” arguments to t h i s f u n c t i o n show up as parameters in GRC”””
# Def ine paren t as s e l f from ou t e r s c op e (The c l a s s a t t emp t i n g to i n i t i a t e t h i s b l o c k )
# Also v e r i f y t h a t paren t i s o f t h e r i g h t t ype
s e l f . parent = get f r om oute r s cope ( ” s e l f ” )
a s s e r t type ( s e l f . parent ) . name == ”DualTx JD”
# Cons t ruc to r
gr . sync b lock . i n i t (

s e l f ,
name=’ Sync ’ , # w i l l show up in GRC
i n s i g =[np . complex64 , np . complex64 ] ,
o u t s i g =[ ]

)
# Def ine a l l o f t h e d i f f e r e n t v a r i a b l e s and f l a g s t h a t w i l l need to
be remembered between chunks o f samples
s e l f . s i g n a l l e n g t h = s i g n a l l e n g t h
s e l f . done = False
s e l f . wait = True
s e l f . waitSamples = 3e6 ∗ 1
s e l f . cancelOn = False
s e l f . samplesStored = False
s e l f . delayCoarseSynced = False
s e l f . delayFineSync = False
s e l f . phaseCoarseSynced = False
s e l f . phaseFineSynced = False
s e l f . sampleAlign = False
s e l f . raw rx = np . z e ro s ( s e l f . s i g na l l e ng th , dtype=np . complex64 )
s e l f . cance l = np . z e ro s ( s e l f . s i g na l l e ng th , dtype=np . complex64 )
s e l f . numSamMeas = s e l f . s i g n a l l e n g t h
s e l f . de lay = 0
s e l f . bestDelay = 0
s e l f . phase = 0
s e l f . bestPhase = 0
s e l f . cancelAmp = 0.7
s e l f . bestCancelA = 0
s e l f . passedSamples = 0
s e l f . startTime = 0
s e l f . startPwr = 1
s e l f . startPwrdB = 0
s e l f . cancelGain = s e l f . parent . g e t Bob cance l ga in ( )
s e l f . startRxGain = s e l f . parent . ge t Rec ga in ( )
s e l f . t e s t a r r ay = [ ]
s e l f . tuneTime = 0
s e l f . fdftuneTime = 0
s e l f . f reqSync = False
s e l f . cance lArray = [ ]
s e l f . previousPower = 0
s e l f . phaseTurn = True
s e l f . b e s tCance l l a t i on = 0
s e l f . Cance l l a t i on = 0
s e l f . heldPowers = [ ]
s e l f .N = 0
s e l f . minre s idua l = [ ]
s e l f .F = 0

70



s e l f . dF = −0.7
s e l f . f d f t ap s = [ ]
s e l f . f d f S e t = False
s e l f . phaseCompensation = s e l f . parent . phaseCompSwitch ( )
s e l f . longCancel = [ ]
s e l f . longRx = [ ]
s e l f . appendTime = 0
s e l f . l e a rn ingPat t e rn = True
s e l f . f ineFreqSync = True
s e l f . phaseArray = [ ]

def i gnoresamples ( s e l f , numsamples , input i t ems ) :
# pr i n t ”˜˜˜˜˜ I gno r i n g ” + s t r ( numsamples ) + ” samples ˜˜˜˜˜”
s e l f . passedSamples = s e l f . passedSamples + len ( input i t ems [ 0 ] )
i f s e l f . passedSamples >= numsamples :

s e l f . passedSamples = 0
s e l f . wait = False

return len ( input i t ems [ 0 ] )

def avgAmp( s e l f , s i g n a l ) :
return np .mean(abs ( s i g n a l ) )

def c o r r e l a t i on Ar r ay ( s e l f , cance l , rx , L = 1 ) :
SL = s e l f . s i g n a l l e n g t h ∗ L
corrArray = np . z e ro s (SL ∗ 2)
rx mag = abs ( rx )
rx mag = sc ipy . s i g n a l . r e sample po ly ( rx mag , L , 1)
cancel mag = abs ( cance l )
cancel mag = sc ipy . s i g n a l . r e sample po ly ( cancel mag , L , 1)
for i in range (0 , 2 ∗ SL ) :

corrArray [ i ] = np . dot ( rx mag [ i : SL+i −1] , cancel mag [ 0 : SL−1])
np . savetxt ( ”CorrArray . csv ” , corrArray , d e l im i t e r=” , ” )
d = np .mod(np . argmax ( corrArray ) / f loat (L) , s e l f . s i g n a l l e n g t h )
d int = int (round(d ) )
d f rac = round ( ( d − dint ) , 1)
s e l f . f d f t ap s = np . s i n c (np . l i n s pa c e (−10 , 10 , num=21) − d f rac )
s e l f . parent . set FDFtaps ( s e l f . f d f t ap s )
print ”\n” , np . argmax ( corrArray ) , dfrac , dint , ”\n”
s e l f . bestDelay = dint #np .mod( d i n t , s e l f . s i g n a l l e n g t h )
s e l f . parent . s e t d e l a y ( s e l f . bestDelay )
s e l f . de lay = s e l f . bestDelay
s e l f . delayCoarseSynced = True
s e l f . wait = True
s e l f . waitSamples = 5000 ∗ 20
return int (np . f l o o r (d ) )

def test FDF ( s e l f , c a n c e l l a t i o n ) :
i f s e l f . dF <= 0 . 7 :

t = time . time ( ) − s e l f . fdftuneTime
i f t >= 1:

s e l f . dF += 0.1
fdfTaps = np . s i n c (np . l i n s pa c e (−10 , 10 , num=21) − s e l f . dF)
s e l f . parent . set FDFtaps ( fdfTaps )
# s e l f . paren t . set FD ( s e l f . dF)
s e l f . fdftuneTime = time . time ( )

else :
s e l f . t e s t a r r ay . append ( [ s e l f . dF , t , c a n c e l l a t i o n ] )

else :
np . savetxt ( ”Test2 . csv ” , s e l f . t e s ta r ray , d e l im i t e r=” , ” )

def phaseSyncMMSE( s e l f , i nput i t ems ) :
# Get I n i t i a l Es t imate o f Phase u s ing MMSE Channel Es t imat ion
c = np . copy ( input i t ems [ 0 ] )
r = np . copy ( input i t ems [ 1 ] )
r e s = r − c
w = np . matmul (np . t ranspose (np . conjugate ( c ) ) , r e s )
r e s = r − c ∗ w/abs (w)
for i in range ( 5 0 ) :

I = np . matmul (np . t ranspose (np . conjugate ( c ) ) , r e s )
w+= 0.05∗ I
cance lo = c ∗ w
re s = r − cance lo

H = w
s e l f . bestPhase = np . angle (H) + s e l f . phaseCompensation
s e l f . parent . se t Phase ( s e l f . bestPhase )
s e l f . phase = s e l f . bestPhase
s e l f . Pd i f f = s e l f . phase
s e l f . phaseCoarseSynced = True

def s t o r e I npu t s t o S e l f ( s e l f , i nput i t ems ) :
i f len ( input i t ems [ 0 ] ) >= 2 ∗ s e l f . numSamMeas and len ( input i t ems [ 1 ] ) >= 2 ∗ s e l f . numSamMeas :

amp = s e l f . avgAmp( input i t ems [ 0 ] )
i f amp > 0 :

s e l f . raw rx = np . copy ( input i t ems [ 1 ] )
s e l f . cance l = np . copy ( input i t ems [ 0 ] )
s e l f . samplesStored = True
s e l f . startTime = time . time ( )
return len ( input i t ems [ 1 ] )

else :
return 0

def initTuneCancelAmp ( s e l f , i nput i t ems ) :
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i f len ( input i t ems [ 1 ] ) >= s e l f . s i g n a l l e n g t h :
refPower = np .mean(abs ( input i t ems [ 0 ] [ 0 : 2 ∗ s e l f . s i g n a l l e n g t h ] )∗∗2 )
s e l f . startPwr = np .mean(abs ( input i t ems [ 1 ] [ 0 : 2 ∗ s e l f . s i g n a l l e n g t h ] )∗∗2 )
s e l f . previousPower = s e l f . startPwr
s e l f . startPwrdB = 10 ∗ np . log10 ( s e l f . startPwr )
rcvrPathLoss = 5+3.35+0.1 # 5+3.35+0.1
pwrAtComb = s e l f . startPwr ∗ 10∗∗(( rcvrPathLoss )/10)
r a t i o = pwrAtComb/ refPower
s e l f . cancelAmp = 0.7 ∗ math . sq r t ( r a t i o )
# pr i n t refPower , s e l f . s tar tPwr , s e l f . startPwrdB , rcvrPathLoss , pwrAtComb , r a t i o , s e l f . cancelAmp
while s e l f . cancelAmp >= 0 . 7 :

s e l f . cancelAmp = s e l f . cancelAmp / 1.122
s e l f . cancelGain += 1

s e l f . bestCancelA = s e l f . cancelAmp
s e l f . parent . s e t Bob cance l ga i n ( s e l f . cancelGain )
s e l f . parent . set Cance l A ( s e l f . cancelAmp )
s e l f . cancelOn = True
s e l f . wait = True
s e l f . waitSamples = 500000
print s e l f . bestDelay , s e l f . bestPhase , s e l f . bestCancelA , s e l f . cancelGain
return len ( input i t ems [ 0 ] )

else :
return 0

def updateChannelGain ( s e l f , i nput i t ems ) :
# Timo Huusari , Wideband Se l f−Adapt i ve RF Canc e l l a t i o n C i r c u i t f o r Fu l l−Duplex Radio
W = np . complex ( s e l f . cancelAmp ∗ np . cos ( s e l f . phase ) , s e l f . cancelAmp ∗ np . s i n ( s e l f . phase ) )
r e s = input i t ems [ 1 ]
can = input i t ems [ 0 ] ∗ np . complex (np . cos (− s e l f . phaseCompensation ) , np . s i n (− s e l f . phaseCompensation ) )
I = np .sum(np . conjugate ( can )∗ r e s )
W += 0.05 ∗ I
s e l f . waitSamples = 35000 # 10000
i f np . abs (W) <= 0 . 8 :

s e l f . cancelAmp = np . abs (W)
else :

s e l f . parent . s e t Bob cance l ga i n ( s e l f . parent . g e t Bob cance l ga in ()+1)
s e l f . parent . set Cance l A ( s e l f . cancelAmp )
s e l f . phase = np . angle (W)
s e l f . parent . se t Phase ( s e l f . phase )
s e l f . wait = True

def co l l e c tData ( s e l f , i nput i t ems ) :
powerW = np .mean(np . abs (np . square ( input i t ems [ 1 ] ) ) )
powerdB = 10 ∗ np . log10 (powerW)
s e l f . Cance l l a t i on = cance l = s e l f . startPwrdB − powerdB
t = time . time ( )
t l ap s e = t − s e l f . startTime
s e l f . cance lArray . append (

[ t l apse , cance l , s e l f . previousPower , powerW , s e l f . cancelAmp , s e l f . phase ] )
s e l f . phaseArray . append ( s e l f . phase )

def work ( s e l f , input i tems , output i tems ) :
i f s e l f . wait :

return s e l f . i gnoresamples ( s e l f . waitSamples , input i t ems )
s e l f . f reqSync = True
i f not s e l f . f reqSync :

i f time . time ( ) − s e l f . tuneTime > 0 . 1 :
s e l f . parent . tune Bob LO ()
array = s e l f . parent . f reqEst imateArray
L = len ( array )
f r e qD i f f = abs ( array [L−1] − array [L−2])
i f L > 20 and f r e qD i f f < 0 . 0 1 :

s e l f . f reqSync = True
s e l f . parent . tune Bob LO (Rx=True )

i f L == 4 :
s e l f . parent . set Loop BW (0 .0001 )

e l i f L == 6 :
s e l f . parent . set Loop BW (0 .00001)

e l i f L == 8 :
s e l f . parent . set Loop BW (0 .0000001)

s e l f . tuneTime = time . time ( )
e l i f not s e l f . samplesStored :

return s e l f . s t o r e I npu t s t o S e l f ( input i t ems )
e l i f not s e l f . delayCoarseSynced :

s e l f . c o r r e l a t i on Ar r ay ( s e l f . cance l , s e l f . raw rx , L=16)
return len ( input i t ems [ 1 ] )

e l i f not s e l f . phaseCoarseSynced :
rx = input i t ems [ 1 ]
cance l = input i t ems [ 0 ]
s e l f . phaseSyncMMSE( input i t ems )

e l i f not s e l f . cancelOn :
return s e l f . initTuneCancelAmp ( input i t ems )

else :
# re tu rn l en ( i n p u t i t em s [ 1 ] )
i f not s e l f . phaseFineSynced :

s e l f . updateChannelGain ( input i t ems )
s e l f . c o l l e c tData ( input i t ems )

return len ( input i t ems [ 1 ] )
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