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ABSTRACT

QUANTIFYING AND ENHANCING THE SECURITY
OF FEDERATED LEARNING

SEPTEMBER 2023

VIRAT SHEJWALKAR

Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Amir Houmansadr

Federated learning is an emerging distributed learning paradigm that allows mul-

tiple users to collaboratively train a joint machine learning model without having to

share their private data with any third party. Due to many of its attractive prop-

erties, federated learning has received significant attention from academia as well as

industry and now powers major applications, e.g., Google’s Gboard and Assistant,

Apple’s Siri, Owkin’s health diagnostics, etc. However, federated learning is yet to

see widespread adoption due to a number of challenges. One such challenge is its sus-

ceptibility to poisoning by malicious users who aim to manipulate the joint machine

learning model.

In this work, we take significant steps towards this challenge. We start by provid-

ing a systemization of poisoning adversaries in federated learning and use it to build

adversaries with varying strengths and to show how some adversaries common in the

prior literature are not practically relevant. For the majority of this thesis, we focus

on untargeted poisoning as it can impact much larger federated learning population
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than other types of poisoning and also because most of the prior poisoning defenses

for federated learning aim to defend against untargeted poisoning.

Next, we introduce a general framework to design strong untargeted poisoning

attacks against various federated learning algorithms. Using our framework, we design

state-of-the-art poisoning attacks and demonstrate how the theoretical guarantees

and empirical claims of prior state-of-the-art federated learning poisoning defenses

are brittle under the same strong (albeit theoretical) adversaries that these defenses

aim to defend against. We also provide concrete lessons highlighting the shortcomings

of prior defenses. Using these lessons, we also design two novel defenses with strong

theoretical guarantees and demonstrate their state-of-the-art performances in various

adversarial settings.

Finally, for the first time, we thoroughly investigate the impact of poisoning in

real-world federated learning settings and draw significant, and rather surprising,

conclusions about robustness of federated learning in practice. For instance, we show

that contrary to the established belief, federated learning is highly robust in practice

even when using simple, low-cost defenses. One of the major implications of our

study is that, although interesting from theoretical perspectives, many of the strong

adversaries, and hence, strong prior defenses, are of little use in practice.

v
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CHAPTER 1

INTRODUCTION

“If a machine is expected to be infallible, it cannot also be intelligent.”

Alan Mathison Turning

Machine learning (ML) has made a tremendous progress over the past decade

and is the driving force of numerous modern applications, e.g., object detection in

self-driving cars [90], next word prediction on digital keyboards [104, 121], medical

diagnosis based on patients’ data [85], captions generation in YouTube videos, etc. It

is well known that these ML models are data hungry and the more the data they are

trained on the better they perform. Such large amounts of data are generally collected

directly (e.g., patients’ data) or indirectly (e.g., from Internet) from a large number of

users (to increase data quantity) with diverse backgrounds (to improve data quality).

However, increasing amounts of training data raises significant concerns about the

privacy of users who contribute to the data.

The training data of ML models can be of sensitive nature as it belongs to real

users, e.g., the training data of next word prediction models of digital keyboard ap-

plications may contain sensitive information about the data owner, while the clinical

data of a patient used to train a medical diagnosis model generally contains highly

sensitive information about the mental or physical health of the patient (i.e., data

owner). Numerous recent researches have demonstrated how various ML models leak

sensitive information [138, 143, 146, 145, 144, 142, 40, 41, 135, 117, 152, 131, 133, 40,

39, 71, 19, 142, 107, 144, 50, 31] about their training data, which has raised concerns

about the privacy of users who contribute data to train ML models.
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To address the numerous concerns around privacy, research community has been

putting significant efforts to design privacy preserving ML algorithms. A major effort

towards privacy preserving ML is to develop differentially private ML algorithms [10,

34, 105, 106, 130, 92, 23, 62, 120, 77, 44, 141, 79, 16] that satisfy differential privacy

(DP) [60]. However, majority of the DP ML algorithms consider the centralized

ML [115, 26, 46, 10] setting, where a set of users share their private data with a

central ML service provider (e.g., Amazon AWS or Google Cloud) and then the service

provider trains a ML model on the entire data. Unfortunately, in such centralized ML

setting, due to sharing of data with the (honest but curios or potentially malicious)

service provider, users have no privacy from the service provider; note that this applies

even when the ML algorithms are differentially private. Furthermore, any other

privacy preserving ML solutions [116, 131, 133, 150] in centralized ML setting expose

the sensitive information of the users contributing to the training data to the ML

service provider.

Federated learning (FL) [104, 137, 33, 32, 81, 11, 20, 94, 128, 119, 166, 102, 174,

99, 149, 30, 168, 67, 14, 157, 101], another major effort towards privacy preserving

ML, aims to alleviate the aforementioned privacy issues due to sharing of private data

with untrusted third parties. For training ML models, FL service provider (called the

server) does not use the private data of the collaborating/participating users (called

the clients) in plaintext form, and instead uses some function of their data, e.g., gra-

dients [137], model updates [104] or model outputs [42, 101]. In a typical FL setting,

the server repeatedly collects some updates that the clients compute using their local

private data, aggregates the clients’ updates using an aggregation rule (AGR), and

finally uses the aggregated client updates to tune the jointly trained model (called

the global model), which is broadcasted to a subset of the clients at the end of each

FL training round. FL is increasingly adopted by various distributed platforms, in
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particular by Google’s Gboard [3] for next word prediction, by Apple’s Siri [121] for

automatic speech recognition, and by WeBank [5] for credit risk predictions.

Although FL is a promising approach to alleviate many concerns around user data

privacy, there are numerous challenges to adopting FL in real-world applications, e.g.,

designing provably private FL algorithms [81, 20, 103, 17, 33, 80, 47], designing FL

algorithms that treat all clients fairly [74, 35, 100, 156, 49], designing communication

efficient FL algorithms [14, 15, 157, 25], designing FL algorithms robust to various

adversarial circumstances [171, 122, 84, 83, 64, 22, 30, 132, 108, 156], etc. There are

dire consequences of poisoning on the performance of FL (as we detail in the next

paragraph), yet relatively fewer works have tried to investigate the robustness aspect

of FL. To fill this gap, in this thesis, we focus on thoroughly quantifying and enhancing

the robustness of FL against poisoning attacks.

The threat of poisoning to FL: A key feature that makes FL highly attractive

in practice is that it allows training models via collaboration between mutually un-

trusting clients, e.g., Android users or competing banks. Unfortunately, this makes

FL susceptible to a threat known as poisoning : a small fraction of FL clients, called

malicious clients, who are either owned or controlled by an adversary, may act mali-

ciously during the FL training process in order to corrupt the jointly trained global

model. Specifically, the goal of the poisoning adversary is to attack FL by instructing

its malicious clients to contribute poisoned model updates during FL training in order

to poison the global model.

There are three major approaches to poisoning FL: Targeted attacks [148, 27]

aim to misclassify only a specific set/classes of inputs (e.g., certain 10 samples from

CIFAR10), semantic backdoor attacks [18, 155] aim to misclassify inputs with specific

properties (e.g., cars with stripes in background), artificial backdoor attacks [164]

aim to misclassify inputs with an artificial (visible or invisible) trigger pattern (e.g.,

shape of letter “F”), and untargeted attacks [132, 64] aim to reduce model accuracy
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on arbitrary inputs (e.g., the entire CIFAR10 distribution). Figure 3.1 in Chapter 3

provides a visual illustration of these attacks and their differences.

Each of the poisoning types significantly impact the real users’ experience of FL

in specific settings. For instance, targeted [27] and backdoor [155] attacks can make

the FL model completely useless for a subset of minority FL population, some back-

door attacks [18] may allow unauthorized access to FL applications, while untargeted

poisoning can reduce the utility of FL for a large fraction of FL population.

Overview of our contributions: In this thesis, we first provide a comprehen-

sive systemization of poisoning adversaries in FL and provide a general framework

to design poisoning attacks in various adversarial settings. Using these attacks we

show that many of existing state-of-the-art defenses fall short of their theoretical ro-

bustness guarantees and also fail in the adversarial settings where they claimed to be

robust. Based on lessons from our evaluations, we design two novel defenses against

FL poisoning. For the above contributions, we considered very strong (theoretical)

adversaries that helped us assess the robustness guarantees of the FL poisoning de-

fenses, but such adversaries may not be very relevant in practical FL deployments.

Therefore, in the last part of the thesis, we analyze robustness of (robust) FL al-

gorithms under practical adversaries in production FL settings and make significant

conclusions about FL robustness in practice.

1.1 Gaps in FL robustness literature and thesis contributions

In this section, we discuss in detail the gaps in the literature on FL robustness

against poisoning and contributions of this thesis towards overcoming the gaps. Along

the discussion, we detail the structure of the thesis.
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1.1.1 No systemization of poisoning attacks against FL

Since the inception of FL [104], numerous works [30, 108, 64, 22, 168, 155, 18,

27, 165, 132, 98] have proposed various poisoning attacks against FL under various

adversarial settings, and consequently many works have also proposed defenses to

mitigate these poisoning attacks. For instance, Sun et al. [147] introduce an attack

that is only applicable to multi-task learning based FL, while Cao et al. [38] introduce

a defense that is only applicable in cross-silo FL settings. Furthermore, different works

make different assumptions about the FL setting and adversary they consider while

designing their attacks/defenses. But there is no comprehensive taxonomy of attacks

or threat models that can help practitioners compare these various attacks/defenses

and to understand the suitability of certain threat models in the settings of their

interest.

In Chapter 3, we start by establishing a comprehensive systemization of threat

models of FL poisoning. Specifically, we discuss three key dimensions of the poisoning

threat to FL: the adversary’s objective, knowledge, and capability. We also provide a

wide spectrum of values for each of these dimensions, e.g., for knowledge, adversary

can have the knowledge of the global model and/or the knowledge of the data from

benign distribution. We detail the significance of each value of each of the dimension.

Any combination of these dimensions constitutes a threat model, but not all threat

models are valid threat models. For instance consider a model poisoning adversary

who directly manipulates the malicious model updates that they share with the server;

to achieve this, the adversary should have significant knowledge of about the security

protocols of the device running the FL application, and must break into the device

to be able to access the on-device FL model and updates. This is a challenging

task, but once done, the adversary has complete undeterred access to the device.

Also consider offline adversary, who poisons the model only once. However, note

combining model poisoning attacks with offline attacks will be wasting the efforts
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that model poisoning adversary put into breaking into the FL application device.

Therefore, offline model poisoning adversary is not a valid threat model. In Chapter 6,

we discuss the practicality of all possible threat models obtained by combining these

dimensions.

1.1.2 No general framework to design FL poisoning attacks

As mentioned before, literature has introduced numerous poisoning attacks against

FL, and consequently, has also introduced a number of defenses [30, 108, 168, 68,

123, 58, 42, 99] to mitigate FL poisoning. Naturally, these defense works use the

attacks from the FL poisoning literature to assess the robustness of their proposed

defenses. However, we observe that many of these attacks are extremely sub-optimal

and perform poorly in the adversarial setting (also called, threat model) that they

consider. For instance, Baruch et al. [22] propose a model poisoning attack where

they assume complete access to the global model parameters and the local datasets of

all FL clients, in all FL rounds. This is a very strong threat model, but their attack

adds a very conservative amounts of Gaussian noise (they call their attack “Little-is-

enough” attack) which does not perform very well against FL unless the percentages

of malicious clients is impractically high.

An unfortunate consequence of using such sub-optimal attacks for robustness as-

sessment is that FL poisoning defenses may incorrectly claim to be robust against

FL poisoning. Furthermore, this may lead to FL practitioners using these defenses

to design FL applications that are vulnerable to poisoning.

To this end, in Chapter 4, we provide a general framework to design untargeted

poisoning attacks against FL. In this thesis, we choose to focus on the untargeted

poisoning attacks for two major reasons: (1) it is highly relevant to production FL

deployments, as it can be used to impact a large population of FL clients and it can

remain undetected for long duration, and (2) majority of the poisoning defenses aim

6



to defend FL against untargeted poisoning attacks; furthermore, we also discuss the

importance of untargeted poisoning in real-world FL systems (Section 3.1.1.1.1).

We consider the strong whitebox online model poisoning adversary, who can access

and directly manipulate their model updates in all FL rounds that they participate

in. However, unlike prior works [64, 22, 108, 165], we consider a comprehensive set

of possible threat models by further varying the adversary’s knowledge along two

dimensions: the knowledge of the updates of benign clients and the knowledge of

the poisoning defense that the server uses. The high-level approach of our attack is

as follows. The adversary computes a benign reference aggregate using some benign

updates they have; then they compute a malicious perturbation (whose generation

we explain in Section 4.2), e.g., a unit vector in the opposite direction of the benign

aggregate. Finally, the adversary computes their malicious model update by maxi-

mally perturbing the benign reference aggregate in the malicious direction, while also

evading detection by robust aggregation algorithms.

Our work is first to design strong poisoning attacks that do not use any knowledge

about server’s defense (Section 4.2.3). Through extensive evaluations (Section 4.4) on

four datasets, seven defenses and two types of FL settings, we demonstrate that the

poisoning attacks launched using our framework outperform state-of-the-art model

poisoning attacks against major, state-of-the-art FL poisoning defenses. Our attacks

lead to significant conclusions, e.g., (1) many of state-of-the-art FL defenses are

far more susceptible to poisoning than what their theoretical robustness guarantees

claim, (2) poisoning adversary can mount a strong poisoning attack even without the

knowledge of the server’s defense.

Finally, in Section 4.5, we provide concrete lessons we learn from our evaluations

that we hope will guide future designs of robust AGRs.
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1.1.3 Sub-optimal defenses against FL poisoning

Our general poisoning attacks framework from Chapter 4 highlights the brittle

nature of seven of the major state-of-the-art FL poisoning defenses and highlights

the common shortcomings of the designs of prior defenses. For instance, as one

of the lessons in Section 4.5 highlights, for non-convex FL settings, many defenses

provide provable theoretical robustness guarantees in terms of the convergence of

global model. However, in non-convex settings, such guarantees are not very useful

due to a large number of sub-optimal local minima. This and other shortcomings

of prior defenses clearly motivates the need to design more principled and strong

defenses against FL poisoning.

To address this, in Chapter 5, we design two principled defenses: Divide-n-conquer

(DnC) and Federated rank learning (FRL). The design of both of these defenses

is motivated from our lessons from Section 4.5. For instance, most prior defenses

suffer from the curse of dimensionality : the theoretical error bounds of prior de-

fenses [30, 108, 168, 59, 95, 13] depend on the dimensionality of their inputs. Hence,

the theoretical as well as empirical errors of these defenses explode for high dimen-

sional gradients of neural networks [42] in FL. To address this issue, DnC uses a

random subnetwork of client updates to effectively filter out malicious updates, while

in FRL, clients compute optimal subnetwork of the received global model using their

local data and share these subnetworks (which are as small as 10% of the size of

global model) with the server. Furthermore, to address the aforementioned issue of

convergence based robustness guarantee, DnC provides theoretical guarantee on the

removal of malicious clients (Section 5.1.3), while FRL provides theoretical guarantee

on the optimality of the subnetwork (Section 5.2.3.3) it computes.

We perform extensive empirical analyses of our defenses and show that DnC and

FRL can defend FL against state-of-the-art model poisoning attacks. We evaluate

both the defenses against a very strong adversary with full knowledge of the global
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model, benign data, and the defense algorithm; for this evaluation, we designed strong

adaptive attacks tailored to the defenses. We note that under extremely heterogeneous

settings, DnC fails to defend FL, but FRL, due the use of optimal subnetworks,

successfully defends FL from poisoning.

1.1.4 Poor understanding of the impacts of poisoning on real-world FL

As repeatedly mentioned above, a significant amount of work has investigated the

robustness of FL against untargeted poisoning from the lens of attacks and defenses.

The defense works generally aim to defend FL against a very strong, and sometimes

even hypothetical, poisoning adversary with significant knowledge and capabilities,

and consequently, attack works also claim the success of their attack assuming a

similarly strong adversary. However none of the prior works evaluates the practicality

of such strong assumptions about the poisoning adversary. Consequently, the current

literature lacks the understanding of impact of poisoning on real-world, production

FL systems [82, 32].

To this end, in Chapter 6, first, we perform a thorough investigation of practicality

of all the threat models that our systemization from Chapter 3 can build. We show

that, out of all possible combinations, only two threat models, i.e., nobox offline data

poisoning and whitebox online model poisoning, are of practical value to production

FL. We believe that prior works [22, 30, 64, 132] have neglected the crucial constraints

of production FL systems on the parameters relevant to FL robustness. Our work is

the first to consider production FL environments [82, 32] and provide practical ranges

for various parameters of poisoning threat models. As a result, our evaluations lead

to conclusions that contradict the common beliefs in the literature, e.g., we show that

production FL even with the non-robust Average AGR is significantly more robust

than previously thought.
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1.1.4.1 Evaluating traditional FL

Next, we design improved data and model poisoning attacks for the two afore-

mentioned threat models. We present the first attacks that systematically consider

the data poisoning threat model for FL (Section 6.2.1.1). We propose novel model

poisoning attacks that outperform the state-of-the-art. Our model poisoning attacks

(Section 6.2.1.2) use gradient ascent to fine-tune the global model and increase its

loss on benign data.

Next, we extensively evaluate all existing poisoning attacks as well as our own

improved attacks across three benchmark datasets, for various FL parameters, and

for different types of FL deployments. We make several significant deductions about

the state of FL poisoning literature for production FL. For production cross-device

FL, which contains thousands to billions of clients, we provide four key lessons. For

instance, our evaluation shows that, enforcing a limit on the size of the dataset con-

tributed by each client can act as a highly effective (yet simple) defense against data

poisoning attacks with no need to any of the state-of-the-art, sophisticated robust FL

aggregation algorithms.

On the other hand, for production cross-silo FL, which contains up to hundred

clients [82], we show that data poisoning attacks are completely ineffective, even

against non-robust Average AGR. We also argue that model poisoning attacks are

unlikely to play a major risk to production cross-silo FL, where the clients involved

are bound by contract and their software stacks are professionally maintained (e.g.,

in banks, hospitals, etc.).

One of the major implications of our study in Chapter 6 is as follows. Numer-

ous recent works have proposed sophisticated aggregation rules for FL with strong

theoretical robustness guarantees [30, 108, 168, 13, 165, 123, 54, 61]. However, our

work shows that, when it comes to production FL deployments, even simple, low-cost

defenses can effectively protect FL against poisoning. We also believe that our sys-
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tematization of practical poisoning threat models can steer the community towards

practically significant research problems in FL robustness.

1.1.4.2 Evaluating personalized FL

The key reason behind a major failure of traditional FL, i.e., fair treatment of

entire FL population, is that the traditional FL tries to cater to the heterogeneous

needs of the clients using a single global model. To alleviate this issue, personalized

FL algorithms aim to compute one model for each of the FL clients, that is tailored to

the client’s local data distribution. Multiple works have argued that personalization

is inevitable in FL [149, 99, 102, 82], as it improves the overall performance of FL as

well as mitigates the issues of robustness and fairness to some extent.

In spite of its popularity, the robustness of personalized FL is unclear. Therefore,

in Chapter 7, we evaluate the robustness of two state-of-the-art personalized FL al-

gorithms, FedAvg + local fine-tuning [169] and Ditto [99], against untargeted as well

as backdoor poisoning. We consider the stronger whitebox online model poisoning

threat model for the evaluations. The key observations from our evaluations are:

(1) For backdoor poisoning: the personalized FL algorithms can completely neutral-

ize the threat of backdoor attacks even under (impractically) strong threat models,

e.g., accuracy of the backdoor reduces from 100% in poisoned global model to close

to 0% after a few steps of local fine-tuning. (2) For untargeted poisoning: under

production FL environments, personalized FL remains robust, however as expected,

under impractical threat models, e.g., with a very large number of malicious clients,

personalized FL is not robust against our state-of-the-art untargeted attacks from

Chapter 4.
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1.2 Conclusions and future works

In this thesis, we thoroughly evaluate federated learning (FL), an emerging pri-

vacy preserving ML solution, from the lens of robustness against poisoning attacks

and provide defenses to mitigate these attacks. We make many significant observa-

tions and conclusions about the state of robustness of FL that contradict the prior

beliefs of the scientific community. First, we use our general framework for design-

ing poisoning attacks to demonstrate that the theoretical guarantees and empirical

claims of robustness of many of existing state-of-the-art FL poisoning defenses do not

hold and provide concrete lessons that will aid future works to design more principled

defenses. Our study of the impact of poisoning on current real-world production FL

settings paints a very different picture of FL robustness. In particular, using our

comprehensive systemization of FL poisoning adversaries, we argue that in a specific

FL deployment, called cross-silo FL, certain adversaries that prior work commonly

uses, cannot exist. We also show that although numerous recent works have proposed

sophisticated aggregation rules for FL with strong theoretical robustness guarantees,

even simple, low-cost defenses, e.g., bounding the size of clients’ local data, can effec-

tively protect FL against poisoning.

FL is a very complex system and FL algorithms should fulfil multiple design

goals, including privacy, fairness, robustness, communication, to make FL useful in

practice. Some of these goals are contradictory to each other, e.g, using robust FL

algorithms produce models that are unfair to the minorities in FL population and

vice-versa. Hence an important direction for future work is to design FL algorithms

that can strike appropriate balance between these two goals. Similarly, in many FL

settings, FL applications run on resource-constrained devices and many benign client

updates may never reach the server, while adversary can ensure that the malicious

updates always reach the server thereby increasing the strength of poisoning. It
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is critical to understand whether existing FL defenses can handle such practically

relevant adversarial setting, and if not, how can we design novel defenses.
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CHAPTER 2

BACKGROUND AND RELATED WORKS

In this chapter, we discuss some of the preliminaries required to understand the

rest of the thesis. Specifically, we give (i) a technical background of federated learning

(FL), (ii) introduce the issue of poisoning attacks in FL and discuss prior state-of-the-

art poisoning attacks, (iii) discuss prior state-of-the-art defenses designed to mitigate

poisoning attacks in FL. Along the way, we also discuss any other existing works

related the above aspects of FL robustness.

2.1 Federated Learning

Section 1 gives a high level picture of federated learning (FL). In FL [82, 104, 86],

a service provider, called server, trains a global model, θg, on the private data of

multiple collaborating clients without directly collecting their data. In the tth FL

round, the server selects n out of total N clients and shares the most recent global

model, i.e., θtg, with them. Then, a client k uses her local data Dk to fine-tune θtg

using stochastic gradient descent (SGD) for a fixed number of local epochs E; we

denote the resulting updated model by θtk. Then, the kth client computes her FL

update as the difference ∇t
k = θtk− θtg and shares ∇t

k with the server. The server then

computes an aggregate of all client updates using some aggregation rule, fagg, i.e.,

using ∇t
agg = fagr(∇t

{k∈[n]}). Then, the server updates the global model of the (t+1)th

round using SGD as θt+1
g ← θtg + η∇t

agg; here η is the server’s learning rate.

FL can be either cross-device or cross-silo [82]. Each of these types have certain

salient features, e.g., in cross-device FL, N is large (from few thousands to billions)
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and only a small fraction of them is chosen in each FL training round, i.e., n ≪ N .

While, in cross-silo FL, N is moderate (up to 100) and all of them are chosen in each

round, i.e., n = N . Please refer to Table 1 of the comprehensive survey by Kairouz

et al. [82] for more details on production FL environments.

2.2 Poisoning Attacks on Federated Learning

As briefly discussed in Chapter 1, FL is a distributed learning system with mutu-

ally untrusting clients, e.g., Android users or competing banks. Some of these clients,

called malicious clients, who are either owned or controlled by an adversary, may

act maliciously during the FL training process in order to corrupt the jointly trained

global model. Specifically, the goal of the poisoning adversary is to attack FL by

instructing its compromised clients to contribute poisoned model updates during FL

training in order to poison the global model.

We classify the approaches to poisoning FL in three categories: targeted [27, 151,

148] attacks aim to reduce the utility of the global FL model on specific test inputs of

adversary’s choice; untargeted [64, 132, 22] attacks aim to reduce the utility of global

model on arbitrary test inputs; and backdoor [18, 155, 164] attacks aim to reduce the

utility on test inputs that contain a specific signal called the trigger. In this thesis,

we focus on untargeted poisoning attacks, because we find them to be significantly

relevant to production deployments: it can be used to impact a large population of

FL clients and it can remain undetected for long duration. In this thesis, we focus on

untargeted poisoning as clarified in Chapter 1. Next, we first provide a brief overview

of existing untargeted poisoning attacks on FL, followed by defenses to mitigate these

attacks.
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2.2.1 Existing Untargeted FL Poisoning Attacks

Recent works have presented various techniques to poison FL [64, 22, 132]. The

core idea behind these poisoning attacks is to generate poisoned updates (either by

direct manipulation of model updates, called model poisoning [18, 132, 64, 22, 27],

or through fabricating poisoned data, called data poisoning [151, 155]) that deviate

maximally from a benign direction, e.g., the average of benign clients’ updates, and

at the same time circumvent the given robust AGR, i.e., by bypassing its detection

criteria.

Data Poisoning Attacks (DPAs): DPAs have been studied mainly in the context

of centralized ML [162, 161, 167, 114, 48], and no prior work has studied untargeted

DPAs that are tailored to FL settings.

Label flipping (LF) However, the simplest form of data poisoning is label flipping,

where each malicious client flips the labels of their local data from true label l to false

label C − 1− l, where C is the number of classes. A number of works have used this

attack to assess the robustness of FL defenses [99, 64, 136].

Model Poisoning Attacks (MPAs): Multiple works have proposed MPAs on

FL [64, 22, 132]. They consider our whitebox online model poisoning threat model

(T4) from Section 6.1.4.2, but use unrealistic FL parameter values, e.g., very high

percentages of compromised clients.

Little Is Enough (LIE) attack [22] adds small amounts of noise to each dimension of

the average of the benign updates. Specifically, the adversary computes the average

(∇b) and the standard deviation (σ) of the available benign updates; then computes

a coefficient z based on the number of benign and compromised clients; and finally

computes the poisoned update as ∇′ = ∇b + zσ. [22] shows that such noises easily

evade the detection by robust AGRs as well as effectively poison the global model.

Static Optimization (STAT-OPT) attack [64] proposes a general FL poisoning frame-

work and then tailors it to specific AGRs. STAT-OPT computes the average (∇b)

16



Table 2.1: Comparing state-of-the-art AGRs in terms of accuracy, computa-
tion/memory cost, and theoretical guarantees. We show results for CIFAR10 with
1,000 clients. Red cells show limitations of the corresponding AGR. For brevity, we
choose representative AGRs (in bold) from each type and show that they are sufficient
to protect FL in practice.

Type of aggregation
rule (AGR)

AGR
Accuracy

in non-iid FL

Compute
cost

to server

Memory
cost

to client

Theoretical
robustness
based on

Non-robust Average [104] 86.6 O(d) O(d) None

Dimension-wise
filtering

Median [168] 84.2 O(dnlogn)
O(d)

convergence
Trimmed-mean [168] 86.6 O(dnlogn) convergence

Sign-SGD +
majority voting

[25] 35.1 O(d) convergence

Vector-wise scaling Norm-bound [148] 86.6 O(d) O(d) None

Vector-wise
filtering

Krum [30] 46.9 O(dn2)

O(d)

convergence
Multi-krum [30] 86.2 O(dn2) convergence

Bulyan [108] 81.1 O(dn2) convergence
RFA [123] 84.6 O(dn2) convergence
RSA [98] 35.6 O(d) convergence
DnC [132] 86.1 O(d) filtering

Certification Emsemble [37] 74.2 O(d)
Certification

CRFL [163] 64.1
O(Md)

Certification
Knowledge
transfer

Cronus [42]
Needs public

data
O(d) O(d) filtering

Personalization
Ditto [99]
EWC [169]

86.6 O(d) O(d) None

Singular value
decomposition

Sever [57], etc.
Prohibitive
computation

O(d3) O(d) filtering

Encoding Draco [45], etc.
Designed for settings with complete

control over all the data, e.g., data centers
filtering

of the available benign updates and computes a static malicious direction, ω =

−sign(∇b); the final poisoned update, ∇′, is −γω and the attack finds a subopti-

mal γ that circumvents the target AGR; for details please refer to [64]. Unlike LIE,

STAT-OPT attacks carefully tailor themselves to the target AGR, and hence, perform

better.

Gaussian attacks Xie et al. [165] introduce these simple model poisoning attacks,

where the adversary sends arbitrary updates that are Gaussian random vectors with

zero mean and isotropic covariance matrix with large standard deviations. We do not

consider these (and several other attacks that use arbitrary vectors drawn from some

probability distribution) attacks in this thesis as they are very suboptimal and are

not useful to understand the true robustness of FL.
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2.2.2 Existing Defenses Against Untargeted Poisoning

To protect FL against such poisoning attacks, the literature has designed various

robust aggregation rules (AGRs) [30, 168, 42, 108, 64, 132], which aim to remove

or attenuate the updates that are more likely to be malicious according to some

criterion. For instance, Multi-krum [30] repeatedly removes updates that are far

from the geometric median of all the updates. Below we introduce the types of robust

AGRs designed to defend untargeted poisoning attacks. In Section 2.2.3, we provide

details of the robust AGRs that we study in this thesis.

Dimension-wise filtering techniques separately filter potentially malicious values for

each dimension of clients’ updates. Example systems are Median [168], Trimmed-

mean [168], and sign-SGD with majority voting [25].

Dimension-wise filtering techniques separately filter potentially malicious values for

each dimension of clients’ updates. Example systems are Median [168], Trimmed-

mean [168], and sign-SGD with majority voting [25].

Vector-wise filtering defenses aim at removing potentially poisoned client updates.

They differ from dimension-wise filtering, as they attempt to remove entire mali-

cious updates, as opposed to removing malicious values. Example techniques include

RFA [123], RSA [98], Krum [30], Multi-krum [30], Bulyan [108], and Divide-and-

conquer (DnC) [132].

Vector-wise scaling defenses, e.g., Norm-bounding [148], aim to reduce the impact of

malicious updates by scaling their norms.

Certified defenses [37, 163] provide certified accuracy for each test sample when the

number of malicious clients or perturbation to the test sample is below a certified

threshold.

Knowledge transfer based defenses [42, 101] aim to reduce the dimensionality of the

client updates, because theoretical robustness guaranty of most of robust AGRs is

directly proportional to updates’ dimensionality. Hence, they use knowledge transfer
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and, instead of sharing parameters of client models, share predictions of client models

on some public data.

Personalization techniques, e.g. Ditto [99] and EWC [169], fine-tune the potentially

corrupt global model on each client’s private data to improve its performance for the

client.

Singular value decomposition based defenses [59, 58, 57, 95] filter poisoned updates

to robustly estimate the mean of input updates. Their computational complexity is

O(d3), where d is number of parameters in the model. These defenses are prohibitively

expensive in production FL, because it uses models with millions of parameters.

Hence, we omit them from our evaluations.

Encoding based defenses [125, 45, 70, 87, 55] use artificial redundancy, i.e., duplication

of client updates, to recover the failures due to compromised clients. These defenses

are designed for data-center environments, hence we omit them from our evaluations.

2.2.3 Robust AGRs Studied in This Thesis

There are more than 100 robust AGRs introduced in the literature that provide

robustness to FL in specific settings. For brevity, we study the state-of-the-art AGRs

compatible with general FL settings (i.e., do not need specific FL algorithm, e.g.,

clustering). Below, we detail the robust AGRs that we study in this thesis.

Norm-bounding Sun et al. [148] were the first to use Norm-bounding to defend

FL against poisoning. Norm-bounding bounds the L2 norm of all submitted client

updates to a fixed threshold, with the intuition that the effective poisoned updates

should have high norms. For a threshold τ and an update ∇, if the norm, ∥∇∥2 > τ ,

∇ is scaled by τ
∥∇∥2 , otherwise the update is not changed. The final aggregate is an

average of all the updates, scaled or otherwise.

Krum Blanchard et al. [30] propose Krum AGR based on the intuition that the

malicious gradients need to be far from the benign gradients in order to poison the
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global model. Hence, Krum selects the gradient from the set of its input gradients

that is closest to its n−m− 2 neighboring gradients in the squared Euclidean norm

space; here, m is an upper bound on the number malicious clients in FL.

Multi-krum Blanchard et al. [30] modify Krum AGR to Multi-krum AGR in order

to effectively utilize the knowledge shared by the clients in each FL epoch [30]. Multi-

Krum selects a gradient using Krum from a remaining-set (initialized to the set of all

the received gradients), adds it to a selection-set (initialized to an empty set), and

removes it from the remaining-set. This way, Multi-krum selects c gradients such

that n− c > 2m+ 2. Finally, Multi-krum averages the gradients in the selection-set.

Multi-krum significantly outperforms Krum in terms of the global model accuracy.

Bulyan Mhamdi et al. [108] show that a malicious gradient can remain close to

benign gradients while having a single gradient dimension with a very large value (on

order of Ω( p
√
d)) and prevent convergence of the global model. As a remedy, they

propose Bulyan AGR, which requires n ≥ 4m + 3 for its robustness guarantees to

hold. Bulyan first selects θ(θ ≤ n−2m) gradients in the same fashion as Multi-krum,

and then computes Trimmed-mean of the selected gradients; please refer to [108] for

more details.

Trimmed-mean Trimmed-mean [168, 165] is a coordinate-wise AGR which aggre-

gates each dimension of input gradients separately. Specifically, for a given dimension

j, it sorts the values of jth-dimension of all gradients, i.e., sorts ∇j
{i∈[n]}. Then it re-

moves β largest and smallest values and computes average of the rest of the values as

its aggregate of dimension j. We use Trimmed-mean where β equals m, the number

of malicious clients. Yin et al. [168] show that Trimmed-mean achieves order-optimal

error rates when m ≤ β ≤ n
2
for strongly convex objective function.

Median Median [168, 165] is an another coordinate-wise AGR which aggregates its

input gradients by computing median of the values of each of the dimensions of the

gradients. Yin et al. [168] give theoretical guarantees on the robustness of Median
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AGR, while Fang et al. [64] empirically show that Median AGR has better robustness

than the more sophisticated Krum AGR.

Adaptive federated average (AFA) AFA [113] removes malicious gradients based

on their cosine-similarities with a benign gradient. More specifically, in each FL

round, AFA computes a weighted average of collected gradients and computes cosine

similarities between the weighted average and each of the collected gradients. Then,

AFA discards the gradients whose similarities are out of a range; this range is a simple

function of mean, median and standard deviation of the similarities.

Fang defenses Fang et al. [64] propose defenses that are meta-AGRs and rely on

existing robust AGRs to detect malicious gradients. More specifically, consider a

robust AGR A. Given a set of gradients G, the corresponding Fang defense, called

Fang-A, computes a score for each gradient in ∇i ∈ G as follows. Fang-A computes

two aggregates using A, one with ∇i and one without ∇i in G, i.e., A(G) and A(G−

∇i). Fang-A then computes losses and/or errors of the models obtained by updating

the global model using the two aggregates. Then Fang-A assigns a score to each

∇i such that the lower the negative impact of ∇i on the loss and/or error of the

corresponding model, the higher the score. Finally, Fang-A discards the gradients

with the lowest scores. For any given AGR, [64] proposes three defenses, one based

on the loss of model, one based on error of model, and one based on both the loss

and error. The combination of loss and error works strictly better than either loss or

error, hence, we consider the defense based on the combination of loss and error.

2.3 Related works

Section 2.2 discusses the literature related to untargeted poisoning attacks in

detail. Below, we discuss existing works on targeted and backdoor attacks.

Targeted attacks [27, 148, 151] aim to make the global model misclassify a specific

set of samples at test time. Bhagoji et al. [27] aimed to misclassify a single sample and
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proposed a model poisoning attack based on alternate minimization to make poisoned

update look similar to benign updates. [27] shows that their attack, with a single

attacker, can misclassify a single sample with 100% success against the non-robust

Average AGR. try Sun et al. [148] investigated constrain-and-scale attack [18] with

the aim to misclassify all samples of a few victim FL clients. Tolpegin et al. [151, 64]

investigated targeted data poisoning attacks when compromised clients compute their

updates by mislabeling the target samples.

Backdoor attacks [18, 155, 164] aim to make the global model misclassify the

samples with adversary-chosen backdoor trigger. Backdoor attacks are semantic, if

the trigger is naturally present in samples [18, 155] and artificial if the trigger needs to

manually added at test time [164]. Bagdasaryan at al. [18] demonstrate a constrain-

and-scale attack against simple Average AGR to inject semantic backdoor in the

global model. They show that their attacks achieve accuracy of >90% on backdoor

task in a next word prediction model. Wang et al. [155] propose data and model

poisoning attacks to inject backdoor to misclassify out-of-distribution samples. Xie

et al. [164] show how multiple colluding clients can distribute backdoor trigger to

improve the stealth of poisoned updates. Backdoor (as well as targeted) attacks can

be further divided in specific-label and arbitrary-label attacks. For a backdoored test

sample, specific-label attack aims to misclassify it to a specific target class, while

arbitrary-label attack aims to misclassify it to any class.

Note that, trivial extensions of the targeted and backdoor attack algorithms to

mount untargeted attacks cannot succeed, because untargeted attacks aim at affect-

ing almost all FL clients and test inputs. For instance, a simple label flipping based

data poisoning [155] can insert a backdoor in FL with state-of-the-art defenses. How-

ever, such label flipping based untargeted poisoning attacks have no effect even on

unprotected FL (Section 6.3.2).
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Existing Defenses Against Targeted and Backdoor Attacks In Section 2.2.2,

we discuss the defenses against untargeted poisoning in detail. Here, we review exist-

ing defenses against targeted and backdoor attacks. FoolsGold [66] identifies clients

with similar updates as attackers, but incur very high losses in performances as noted

in [65]. Sun et al. [148] investigate efficacy of norm-bounding to counter targeted poi-

soning and, as we will show, is also effective against untargeted poisoning. CRFL [163]

counters backdoor attacks by providing certified accuracy for a given test input, but

incurs large losses in FL performance (Table 2.1). Defenses based on pruning tech-

niques [159, 154] remove parts of model that are affected by targeted/backdoor at-

tacks, and hence cannot be used against untargeted attacks which affect the entire

model.
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CHAPTER 3

SYSTEMATIZATION OF POISONING ATTACKS
AGAINST FEDERATED LEARNING

In the previous chapter, we introduced various types of poisoning attacks and

defenses, i.e., robust aggregation rules( AGRs), in federated learning (FL). But, not

all of these attacks, and especially, defenses are generally applicable to all FL settings.

For instance, Sun et al. [147] introduce an attack that is only applicable to multi-task

learning based FL, while Cao et al. [38] introduce a defense that is only applicable in

cross-silo FL settings. Furthermore, different works make different assumptions about

the FL setting and adversary they consider while designing their attacks/defenses.

But there is no comprehensive taxonomy of attacks or threat models1 that can help

practitioners compare these various attacks/defenses. To this end, in this chapter, we

provide a systemization of the threat models of FL poisoning attacks.

In Chapter 1, we introduced FL framework and the threat of poisoning to FL. In

this chapter, we give a very detailed view of the poisoning threat to FL by providing

a comprehensive systematization of poisoning attacks on FL. Specifically, we discuss

three key dimensions of the poisoning threat to FL: The adversary’s objective, knowl-

edge, and capability, and in Section 3.1.1.1.1, justify in detail why we choose to focus

on untargeted poisoning attacks on FL in this thesis.

1In a nutshell, threat model specifies the setting, e.g., what is the FL setting under consideration,
who is the adversary, what knowledge they have about the FL, etc.
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Specific target set/class 
of images

Targeted attacks 
(discriminate availability)

All the other images

Samples to 
misclassify

Samples to 
correctly classify

Car images with stripes 
in background

Semantic 
(discriminate availability)

All images without "cars with 
stripes in background"

All images with the 
trigger pattern

Backdoor attacks

Artificial 
(indiscriminate integrity)

All images without 
the trigger pattern

All images from the 
distribution

Untargeted attacks 
(indiscriminate availability)

No images

Figure 3.1: Classes of FL poisoning attacks and their objectives defined using the
taxonomy in Section 3.1.1.1: Targeted attacks [148, 27] aim to misclassify only a
specific set/classes of inputs (e.g., certain 10 samples from CIFAR10), semantic back-
door attacks [18, 155] aim to misclassify inputs with specific properties (e.g., cars
with stripes in background), artificial backdoor attacks [164] aim to misclassify in-
puts with an artificial (visible or invisible) trigger pattern (e.g., shape of letter ”F”),
and untargeted attacks [132, 64] aim to reduce model accuracy on arbitrary inputs
(e.g., the entire CIFAR10 distribution).

3.1 Systematization of FL Poisoning Threat Models

3.1.1 Dimensions of Poisoning Threat to FL

In this section, we build on previous systemization efforts for adversarial ML [21,

76, 112, 29] and present three key dimensions for the threat model of FL poisoning,

as shown in Table 3.1.

3.1.1.1 Adversary’s Objective

Inspired by [29], we define three attributes of the adversary’s objectives.

Security violation: The adversary may aim to cause an integrity violation, i.e.,

to evade detection without disrupting normal service operations, or an availability

violation, i.e., to compromise the service for legitimate users.

Attack specificity: The attack is discriminate if it aims to cause misclassification

of a specific set/class of samples; it is indiscriminate otherwise.

Error specificity: This attribute is especially relevant in multi-class classification

settings. It is specific if the attacker’s goal is to have a sample misclassified as a
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specific class; the attack is generic if the attacker does not care about the wrong label

assigned to the misclassified samples.

Adversary objectives in different classes of poisoning: Here, based on the

above taxonomy, we discuss the adversary’s objective for different types of poisoning

attacks (Figure 3.1).

Targeted attacks [27, 151] aim to misclassify specific sets/classes of input, hence they

are “discriminate.” Such discriminate attacks can be either used for “integrity” or

“availability” violations, depending on how the poisoned data is used.

Semantic backdoor attacks [18, 155] have the same goal as the targeted attacks, but

the targeted inputs should have specific properties, e.g., a pixel pattern or a word

sequence. Hence, these are “discriminate,” “availability” or “integrity” attacks.

Artificial backdoor attacks [164] aim to misclassify any input containing a backdoor

trigger, hence these attacks are “indiscriminate” attacks. Note that, such test inputs

should be modified to have the backdoor trigger and only the adversary or a malicious

client know the trigger. Hence, these attacks aim to evade the detection, i.e., cause

an integrity violation. Hence, these are “integrity indiscriminate” attacks.

Untargeted attacks [132, 64, 22] aim to misclassify any test input, i.e., they are

“indiscriminate” attacks. But, test inputs need not be modified in order to misclassify.

Hence, these are “availability” attacks.

Finally, we note that the error specificity of each of these attacks can be either

“specific” or “generic.”

3.1.1.1.1 Focus of this thesis: In this thesis, we focus on untargeted attacks,

i.e., indiscriminate availability attacks with generic error specificity, for the following

reasons.

(1) Untargeted attacks pose a great threat to production FL: Untargeted attacks are

designed to impact all clients and all test inputs. For instance, FL on FEMNIST
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achieves an 85% [127] accuracy in a benign setting, and untargeted attacks reduce

the accuracy to, e.g., [78, 82]% depending on the percentages of malicious clients. Such

an accuracy drop is significant for production FL, as a malicious service provider can

gain advantage over their competitors by causing such small, yet noticeable, accuracy

reductions in the competing services and such small accuracy reductions can impact

most clients and data from all classes in arbitrary fashion.

(2) Untargeted attacks can go undetected for long duration: As discussed above,

the untargeted attack aims at reducing the overall accuracy of the global model,

even by only a few percentage points. Such a small reduction in accuracy is hard to

detect in practical settings due to the absence of reliable benchmarks for the target

application. For instance, the affected service provider will never know that they

could have achieved an 85% accuracy and will believe that [78, 82]% is the highest

achievable accuracy.

(3) Constructing untargeted attacks is more challenging: Untargeted attacks aim to

solve a more challenging problem, which is affecting arbitrary test inputs. However,

while there exist several defenses to protect FL against untargeted poisoning [30,

108, 132, 168], these attacks are not studied under production FL environments (as

discussed later on).

3.1.1.2 Adversary’s Knowledge

Below we elaborate on two dimensions of adversary’s knowledge: knowledge of

the global model and knowledge of the data from the benign distribution.

Knowledge of the global model: This can be nobox or whitebox. In the nobox

case, the adversary does not know the model architecture, parameters, or outputs,

and is the most practical setting in FL [82], e.g., the data poisoning adversary has

nobox knowledge of the global model. In the whitebox case, the adversary knows

the global model parameters and outputs, whenever the server selects at least one
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compromised client. The model poisoning adversary always has whitebox knowledge

of the global model. As we will explain in Section 6.1.3, this is a relatively less

practical setting in FL, as it assumes complete control of the compromised devices.

Knowledge of the data from benign distribution: This can be full or partial.

In full knowledge case, the adversary can access the benign local data of compromised

as well as benign clients. In partial knowledge case, the adversary can access the

benign local data only of the malicious clients. We only consider the partial knowledge

case, because accessing the data of all the clients is impractical in production FL.

3.1.1.3 Adversary’s Capability

Below, we elaborate on the the adversary’s capability in terms of access to client

devices and frequency of attack, i.e., the attack mode.

Capability in terms of access to client devices: Based on the FL stages (part

of FL pipeline on client device) that the adversary poisons, there can be a model

poisoning adversary or a data poisoning adversary. The model poisoning adversary

can break into a compromised device (e.g., by circumventing the security protocols

of operating systems such as Android) and can directly manipulate the poisoned up-

dates [64, 22, 132, 30, 108, 123]. This adversary can craft highly effective poisoned

updates, but due to unreasonable amount of access to client devices, it can compro-

mise very small percentages of FL clients [82, 6].

On the other hand, a data poisoning adversary cannot break into a compromised

device and can only poison its local dataset. The malicious clients use their local

poisoned datasets to compute their poisoned updates, hence this adversary indirectly

manipulates the poisoned updates. Due to the indirect manipulation, these updates

may have less poisoning impact than the model poisoning updates. But, due to

the limited access required to the malicious clients, this adversary can compromise

relatively large percentages of FL clients [82, 6].
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Capability in terms of attack frequency (Attack mode): The mode of

poisoning attacks on FL can be either offline or online. In the offline mode, the

adversary poisons the malicious clients only once before the start of FL training,

e.g., the baseline label flip attack [64] flips the labels of data of malicious clients

once before the FL training starts. In the online mode, the adversary repeatedly and

adaptively poisons the malicious clients, e.g., existing model poisoning attacks [132,

22] repeatedly poison the updates of malicious clients selected by the server.

Finally, we assume that the malicious clients can collude to exchange their local

data and model updates in order to increase impacts of their attacks.

3.2 Takeaways

We provided a comprehensive systemization of FL poisoning threat models. We

hope that this systemization will help FL practitioners to classify existing threat

models and understand how they apply to the FL setting of their interest. A very

important use of the systemization is that it helps us understand which threat mod-

els are practically relevant, e.g., in Section 6.1 of Chapter 6 we discuss how only

two threat models, out of many that the literature has considered, are truly relevant

in practice. Finally, our systemization will help build new threat model for poten-

tial future threats and also will serve as a foundation to build more comprehensive

systemization.

29



Table 3.1: The key dimensions of the threat models of poisoning attacks on FL. Each
combination of these dimensions constitutes a threat model (Table 6.2). However,
we argue in Section 6.1.2 that only two of these combinations are practical threat
models.

Dimension Attribute Values Description

Objective
of the

adversary

Security
violation

Integrity Misclassify a (adversarially crafted) test input in order to
evade detection.

Availability Misclassify an unmodified test input to cause service disrup-
tion for benign users.

Attack
specificity

Discriminate Misclassify a small and/or specific set of inputs at the test
time.

Indiscrimin-
ate

Misclassify all or most of inputs at the test time.

Error
specificity

Specific Misclassify a given modified/pristine test input to a specific
class.

Generic Misclassify a given modified/pristine test input to any class.

Knowledge
of the

adversary

Knowledge of
the global
model

Whitebox
Adversary can access the global model parameters as well as
its predictions, e.g., in the model poisoning case.

...

Nobox
Adversary cannot access parameters or predictions of global
model, e.g., in the data poisoning case.

...

...

Knowledge of
the data from
the distribution

of benign
clients’ data

Adversary can access local data only of the compromised
clients, but not of the benign clients.

Adversary can access the local data of all of the collaborating
clients, i.e., benign and compromised clients, in FL.

Full knowledge Partial knowledge

Capabili-
ties of the
adversary

Capabilities in
terms of
access to

client devices

Model poison

Adversary breaks into the malicious clients (e.g., by circum-
venting security protocols of operating systems such as An-
droid) and directly manipulates their model updates.

Data poison

Adversary can only manipulate local data of the malicious
clients; the clients use this data to compute their updates.
Adversary does not break into the malicious clients.

Capabilities in
terms of

frequency of
the attack

(Attack mode)

Online

Adversary repeatedly and adaptively poisons the malicious
clients during FL, e.g., model poisoning attacks [27, 64, 132].
Impacts of these attacks can persist over the entire FL train-
ing.

...

Offline

Adversary poisons the malicious clients only once at the be-
ginning of FL, e.g., baseline label flipping attacks [64, 155].
Impact of such attacks may quickly fade away.

...
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CHAPTER 4

GENERAL UNTARGETED POISONING FRAMEWORK
AGAINST FEDERATED LEARNING

In the previous chapter, we justified that the untargeted poisoning attacks on FL

are a severe threat in practice. To this end, multiple previous works have proposed

defenses, also called robust aggregation rules (AGRs), to mitigate the untargeted

poisoning by reducing the impact of malicious clients on FL. For instance, Krum

AGR [30] removes malicious-looking updates, while Trimmed-mean AGR [168] re-

moves values of each of the dimensions of model updates. Section 2.2.2 systematizes

the types of existing robust AGRs and gives representative AGRs of each type. This

chapter provides a general framework to empirically evaluate the robustness of such

robust AGRs in FL setting.

Necessity of general FL poisoning attacks framework: Many of the existing

robust AGRs [168, 30, 108] provide theoretical robustness guarantees against untar-

geted poisoning in FL. For a given percentage of malicious clients, the theoretical

robustness guarantees provide upper bounds on the error rates of resulting ML model

for convex ML settings. On the other hand, in case of non-convex ML settings, the

robustness guarantees can only claim that the global model will eventually converge,

but they cannot prove specific bounds on error rates.

Unfortunately, convergence of non-convex ML model does not mean that the

model will have low error rate [132, 108], because in the non-convex optimization

space there are a large number of local minimas. As non-convex ML is the most

widely used ML type in FL [104, 34], it is necessary to empirically evaluate the

robustness of robust AGRs to understand the true efficacy of the AGRs.
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Note that, most of the existing robust AGRs [30, 108, 45, 168, 165] aim to defend

against poisoning attacks that arbitrarily reduce the performances of the global model.

In other words, these robust AGRs aim to defend against untargeted poisoning in FL.

Furthermore, as we are concerned with evaluating the robustness of AGRs, we consider

the stronger (although theoretical) threat model of model poisoning, and not of the

data poisoning. In Chapter 6, we will assess the robustness of FL in more practical

threat models of poisoning. There are two major works that propose untargeted

model poisoning attacks: little is enough (LIE) [22] and Static Optimization (STAT-

OPT) [64]; Section 2.2.1 details these two attacks. Unfortunately, as we will show,

these two model poisoning attacks are not optimal and may give a false sense of

security. This may lead to FL practitioners or academics using these AGRs and

designing FL applications that are vulnerable to poisoning.

These shortcomings of existing FL poisoning attacks motivates our work in this

chapter. We propose a general framework for model poisoning attacks on FL. Unlike

prior works [64, 22, 108, 165], we consider a comprehensive set of possible threat

models for model poisoning attacks along two dimensions of the adversary’s knowl-

edge: the knowledge of the updates shared by benign clients, and the knowledge of

the AGR algorithm that the server uses. We demonstrate that the model poisoning

attacks launched using our framework outperform state-of-the-art model poisoning

attacks in defeating all existing Byzantine-robust FL algorithms. Our attacks lead to

significant conclusions, e.g., (1) robust AGRs are far more susceptible to poisoning

than what their theoretical robustness guarantees claim, (2) poisoning adversary can

mount a strong poisoning attack even without the knowledge of the server’s robust

AGR.

We provide concrete lessons we learn from our empirical assessments that, we

hope, will guide future designs of robust AGRs. Finally, based on these lessons we

design a new robust AGR called Divide and Conquer (DnC and demonstrate its

32



state-of-the-art protection against our poisoning attacks. Full details of our general

poisoning attacks framework and proposed defense are in [132].

4.1 Threat Models of Untargeted Poisoning We Use

Here, we detail the threat models of untargeted poisoning that we consider for

investigations in this chapter.

Adversary’s objective: The goal of the adversary is to craft malicious gradients

such that when the malicious clients share the malicious gradients with the central

server, the accuracy of the resulting global model reduces indiscriminately, i.e., on

any test input. This is also known as untargeted model poisoning attack.

Adversary’s capabilities: We assume that the adversary controls up to m out of

n total clients, called malicious clients. We assume that the number of malicious

clients is less than the number of benign clients, i.e., (m/n) < 0.5; otherwise, no

Byzantine-robust AGR will be able to defeat poisoning attacks. Following the previ-

ous works [27, 22, 18, 64, 165, 73], we assume that the adversary can access the global

model parameters broadcast in each epoch and can directly manipulate the gradients

on malicious devices.

Adversary’s knowledge: We consider two important dimensions of FL setting:

knowledge of the gradient updates (simply gradients) shared by the benign devices

and knowledge of the AGR algorithm of the server. More specifically, we consider four

adversaries as shown in Table 4.1. agr-updates adversary is the strongest adversary

who knows both the gradients of benign devices and the server’s AGR. Although

agr-updates adversary has limited practical significance, it has been commonly used

in previous works [64, 165, 22] to understand the severity of the model poisoning

threat. Furthermore, it allows the service provider (the server in this case) to eval-

uate the robustness of its AGR algorithms. agr-only adversary knows the server’s

AGR, but does not have the gradients of benign devices. To compute malicious gra-
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Table 4.1: Knowledge-based classification of model poisoning adversaries in FL.

Type
Gradients of Server’s AGR
benign devices algorithm

agr-updates ✓ ✓
agr-only ✗ ✓

updates-only ✓ ✗

agnostic ✗ ✗

dients, agr-only adversary uses benign gradients computed using the benign data on

malicious devices. updates-only adversary has the gradients of benign devices, but

does not know the server’s AGR. We consider this adversary in order to demonstrate

the empirical upper bound of the severity of our AGR-agnostic attacks. Finally, the

agnostic adversary does not have the gradients on benign devices or the server’s

AGR, and is the weakest possible adversary in FL.

Note that, none of the state-of-the-art untargeted model poisoning attacks thor-

oughly consider these two dimensions: Fang attacks [64] assume the complete knowl-

edge of the server’s AGR algorithm, while LIE attacks [22] assumes the complete

knowledge of the gradients of benign devices.

4.2 Our Generic Framework for Model Poisoning

In this section, we describe our generic framework to mount model poisoning at-

tacks on FL, followed by specific optimizations for different AGRs and threat models,

and finally give an algorithm to solve the optimizations.

4.2.1 General optimization formulation

In each FL training epoch, the malicious and benign clients share malicious and

benign gradients, respectively, and then the server updates the global model using

an aggregate of all of the gradients. To successfully mount an untargeted attack, our
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(b) Our AGR-agnostic Min-Max attack  (c) Our AGR-agnostic Min-Sum attack 

LIE attack LIE attackOur attack
final aggregate

Scaled malicious
perturbations

(a) Our AGR-tailored attack (demonstrated for Krum)

Fang attack
final aggregate

Benign
aggregate

Large malicious gradients
rejected by Krum

Our attack

Our attack

Figure 4.1: Schematics of our attacks: (a) Our AGR-tailored attack, unlike Fang attack,
fine tunes the malicious gradient (∇b + γ∇p), using optimal γ and dataset-optimized ∇p.
(b) Our AGR-agnostic Min-Max attack finds its malicious gradient ∇m (red cross) whose
maximum distance from any other gradient is less than the maximum distance between
any two benign updates (black arrows). (c) Our AGR-agnostic Min-Sum attack finds ∇m

(red cross) whose sum of distances from the other updates is less than the sum of distances
of any benign gradient from the other benign updates. Due to stricter constraints, ∇m of
Min-Sum attack is closer to the benign aggregate, ∇b, than ∇m of Min-Max attack. LIE
attack computes very suboptimal ∇m due to extremely small amounts of noise additions.

general optimization problem aims to maximize the damage to the global model in

each FL epoch.

In order to maximize the damage to the global model, we craft the malicious

gradients, denoted by ∇m
{i∈[m]}, such that the aggregate computed by the server is far

from a reference benign aggregate, denoted by ∇b. A possible ∇b is the average of the

benign gradients that the adversary knows. For instance, the agr-only adversary can

compute m benign gradients using the benign data on malicious devices. The final

malicious gradient ∇m is a perturbed version of the benign aggregate ∇b, i.e., ∇m =

∇b + γ∇p, where ∇p is a perturbation vector and γ is a scaling coefficient. Therefore,

the objective of the full knowledge agr-updates adversary is given by (4.1).

argmax
γ,∇p

∥∇b − fagr(∇m
{i∈[m]} ∪∇{i∈[m+1,n]})∥2 (4.1)

∇m
i∈[m] = ∇b + γ∇p; ∇b = favg(∇{i∈[n]})

where ∇{i∈[n]} are the benign gradients that the adversary knows. Note that state-

of-the-art robust AGRs [30, 168, 108] are generally not differentiable. Hence, solving

(4.1), i.e., finding the optimal γ and ∇p, using gradient descent based optimizations

is not trivial. Our idea to overcome this challenge is to fix the perturbation vector
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∇p and find the optimal γ, i.e., solve the modified objective in (4.2). Algorithm 1

(Section 4.2.4) describes our algorithm to optimize γ.

argmax
γ

∥∇b − fagr(∇m
{i∈[m]} ∪∇{i∈[m+1,n]})∥2 (4.2)

∇m
i∈[m] = ∇b + γ∇p; ∇b = favg(∇{i∈[n]})

4.2.1.1 Introducing perturbation vectors

A perturbation vector is any malicious direction in the space of gradients that the

adversary can use to perturb ∇b and find the malicious gradients ∇m
{i∈[m]}. In this

work, we experiment with the following three types of ∇p’s.

Inverse unit vector (∇p
uv). The intuition here is to compute the malicious gradient

by perturbing ∇b by a scaled unit vector that points in the opposite direction of ∇b.

Hence, we compute ∇p
uv as − ∇b

∥∇b∥2 .

Inverse standard deviation (∇p
std). The intuition here is that the higher the variance

of a dimension of benign gradients, the higher the perturbation that the adversary

can introduce along the dimension. Hence, we compute ∇p
std as −std(∇i∈[n]).

Inverse sign (∇p
sgn). We compute ∇p

sgn as −sign(favg(∇i∈[n])). The intuition here

is similar to that of (∇p
uv), but we observe that (∇p

sgn) is more effective for some

classification tasks, e.g., MNIST.

We show in [132] that the appropriate choice of perturbation vector ∇p is the key

to an effective attack. For instance, for Krum AGR, the attack using∇p
uv increases the

accuracy of global model of MNIST, while the attack using ∇p
uv reduces the accuracy

to random guessing for Purchase. Finally, we note that our experiments show that our

attacks destroy the global model accuracy and significantly outperform the existing

model poisoning attacks using one of these ∇p’s. Hence, we leave investigating the

optimal ∇p to future work.
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4.2.2 AGR-tailored attacks

In this section, we consider agr-updates and agr-only adversaries, who know

the server’s AGR algorithm and tailor the general attack objective in (4.2) to the

known AGR. We consider the seven robust AGRs described in Section 2.2.3. For the

clarity of presentation, we provide the AGR-tailored optimizations for agr-updates

adversary with all the benign gradients ∇{i∈[n]}. The only change in optimizations

for agr-only adversary is to compute ∇b using the benign gradients computed using

the benign data of the m malicious devices, i.e., ∇{i∈[m]}.

4.2.2.1 Krum

Krum1 selects a single gradient from its inputs as its aggregate. Hence, a suc-

cessful attack requires Krum to select one of its malicious gradients, i.e., ∇m
i∈[m] =

fkrum(∇m
{i∈[m]} ∪ ∇{i∈[m+1,n]}). Therefore, we modify (4.2) to (4.3) for Krum. For

each of the input gradients, Krum computes a score that is the sum of distances of

n −m − 2 nearest neighbors of the gradient. Therefore, to maximize the chances of

Krum selecting a malicious gradient, we keep all the malicious gradients the same.

argmax
γ

∇m
i∈[m] = fkrum(∇m

{i∈[m]} ∪∇{i∈[m+1,n]}) (4.3)

∇m
i∈[m] = favg(∇{i∈[n]}) + γ∇p

4.2.2.2 Multi-krum

Multi-krum uses Krum iteratively to construct a selection set S and computes

average of the gradients in the selection set as its aggregate. Our attack on Multi-krum

ensures that all of the malicious gradients are in selected S, while maximizing the

perturbation γ∇p used to compute the malicious gradients. This strategy minimizes

the number of benign gradients in S, while maximizing γ∇p increases the poisoning

1We omit suffix AGR, when it is clear from the context.

37



impact of malicious gradients on the final aggregate. Therefore, we modify (4.2)

to (4.4) for Multi-krum; here |A| is the cardinality of A.

argmax
γ

m = |{∇ ∈ ∇m
{i∈[m]}|∇ ∈ S}| (4.4)

∇m
i∈[m] = favg(∇{i∈[n]}) + γ∇p

4.2.2.3 Trimmed-mean

For Trimmed-mean, we directly solve the optimization described by (4.2), by

fixing the perturbation ∇p and keeping all the malicious updates the same. Hence,

our objective is to maximize the L2-norm of the distance between the reference benign

update ∇b and the aggregate computed using Trimmed-mean on the set of benign

and malicious updates. This is formalized in (4.5).

argmax
γ

∥∇b − ftrmean(∇m
{i∈[m]} ∪∇{i∈[m+1,n]})∥2 (4.5)

∇m
i∈[m] = favg(∇{i∈[n]}) + γ∇p

Note that in (4.5), we aim to compute γ that maximizes the required L2-norm

distance. As we demonstrate in our evaluations, this extremely simple approach of

crafting malicious updates outperforms the complex approaches proposed by Fang et

al. [64] attacks by very large margins for all the datasets.

4.2.3 AGR-agnostic attacks

Now, we consider the AGR-agnostic adversaries, updates-only and agnostic,

who do not know the server’s AGR algorithm. This is an important practical consid-

eration, because the FL platforms can conceal the details and/or parameters of their

robust AGRs to protect the security of the proprietary global models. Below, we first

provide intuition behind our attacks and then propose two AGR-agnostics attacks to

craft malicious gradients.
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4.2.3.1 Intuition

All the robust AGRs for FL tend to remove/attenuate malicious gradients based

on one or more of the following criteria: 1) distances from the benign gradients [30,

27, 108, 13, 168], 2) distributional differences with the benign gradients [27, 148], 3)

difference in Lp-norms of the benign and malicious gradients [148]. Figures 4.1-(b, c)

visualize the intuition behind our attacks based on the above criteria. The intuition

is as follows. The distance based defenses work by removing the gradients that lie

outside of the clique formed by the benign gradients. Therefore, our attacks maximize

the distance of malicious gradient from a reference benign gradient, while ensuring

that the malicious gradients lie within the clique of benign gradients. This also

ensures that Lp-norms of the malicious and benign gradients are similar. To ensure

distributional similarity, we use perturbations γ∇p with the similar distributions as

the benign gradients.

Next, we present optimization for two novel AGR-agnostic attacks based on the

intuition. We present the optimizations for updates-only adversary, who has all the

benign gradients ∇{i∈[n]}. The extension to agnostic adversary is similar to that

explained at the beginning of Section 4.2.2 for agr-only adversary.

4.2.3.2 Attack-1 (Min-Max): Minimize maximum distance attack

Our first attack ensures that the malicious gradients lie close to the clique of the

benign gradients (Figure 4.1-(b)). Hence, we compute the malicious gradient such

that its maximum distance from any other gradient is upper bounded by the maxi-

mum distance between any two benign gradients. (4.6) formalizes the corresponding

optimization. Note that in order to maximize the impact of our attack, we keep all

the malicious gradients the same. Hence, we formulate our attack objective in (4.6)

for a single malicious gradient.
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argmax
γ

max
i∈[n]
∥∇m −∇i∥2 ≤ max

i,j∈[n]
∥∇i −∇j∥2 (4.6)

∇m = favg(∇{i∈[n]}) + γ∇p

4.2.3.3 Attack-2 (Min-Sum): Minimize sum of distances attack

Our second AGR-agnostic Min-Sum attack ensures that the sum of squared dis-

tances of the malicious gradient from all the benign gradients is upper bounded by

the sum of squared distances of any benign gradient from the other benign gradi-

ents (Figure 4.1-(c)). (4.7) formalizes the corresponding optimization. We keep all

malicious gradients the same for maximum attack impact. Hence, we formulate our

objective in (4.7) for a single malicious gradient.

argmax
γ

∑
i∈[n]

∥∇m −∇i∥22 ≤ max
i∈[n]

∑
j∈[n]

∥∇i −∇j∥22 (4.7)

∇m = favg(∇{i∈[n]}) + γ∇p

4.2.4 Solving for the most effective scaling factor γ

In previous sections, we formulated optimizations for various adversarial settings

such that the final objective is to search for the optimal scaling coefficient, γ. Algo-

rithm 1 describes our algorithm to optimize γ for any of the optimizations.

For clarity of presentation of Algorithm 1, we assume an oracle O that takes

the set of benign gradients, ∇{i∈[n]} and γ as inputs. Then, O computes malicious

gradients as ∇m
{i∈[m]} = ∇b + γ∇p, and outputs True if they satisfy the adversarial

objective, otherwise outputs False. For instance, for our AGR-tailored attack on

Krum, O outputs True if a malicious gradient is selected by fkrum, i.e., if (4.3) is

satisfied. For our Min-Max attack (Section 4.2.3.2), O outputs True if the maximum

distance of malicious gradient from any benign gradient is lower than the maximum

distance between any two benign gradients, i.e., if (4.6) is satisfied.
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Now, we describe Algorithm 1. The core idea of our algorithm is as follows: We

start with a large γ value. We reduce γ in steps of size step until O returns True,

e.g., for Krum, we reduce γ until a malicious gradient is selected by fkrum, i.e., (4.3) is

satisfied for the first time. Our final γ is always greater than this minimum γ value

that satisfies the objective. We halve the step size each time we update γ in order to

make the search finer. From the minimum γ value, we increase γ using updated step

sizes step, until O returns False, i.e., for Krum, we increase γ until fkrum does not select

any malicious gradient, i.e., (4.3) is no more satisfied. Our final γ is always lower

than this maximum γ value that satisfies the objective. Then we modify γ repeatedly

and oscillate between the minimum and maximum γ values until the change in γ is

below a threshold τ .

Algorithm 1 Algorithm to optimize γ

1: Input: γinit, τ , O, ∇{i∈[n]}
2: step← γinit/2, γ ← γinit
3: while |γsucc − γ| > τ do
4: if O(∇{i∈[n]}, γ) == True then
5: γsucc ← γ
6: γ ← (γ + step/2)
7: else
8: γ ← (γ − step/2)
9: end if
10: step = step/2
11: end while
12: Output γsucc

4.3 Experimental setup

4.3.1 Datasets and model architectures

CIFAR10 [88] is a 10-class class-balanced classification task with 60,000 RGB images,

each of size 32 × 32. ‘Class-balanced’ datasets have the same number of samples per

class, e.g., each class of CIFAR10 has 6,000 images. We use 50 clients each with 1,000
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samples and use validation and test data of sizes 5,000 each. We use Alexnet [89] and

VGG11 [139] as the global model architectures.

Purchase [4] is a 100-class class-imbalanced classification task with 197,324 binary

feature vectors, each of length 600. We use 80 clients each with 2,000 training samples

and use validation and test data of sizes 5,000 each. We use a fully connected network

with layer sizes {600, 1024, 100}.

FEMNIST [36, 51] is a character recognition classification task with 3,400 clients, 62

classes, and a total of 671,585 grayscale images. Each of the 3,400 clients has her own

data made of her own handwritten digits or letters (62 classes: 52 for upper and lower

case letters and 10 for digits). The mean and standard deviation of the number of

samples per client are 226.83 and 88.94, respectively. In each FL epoch, we randomly

select 60 out of 3400 clients for FL training. FEMNIST is a non-iid, class-imbalanced

dataset commonly encountered in cross-device FL settings [82], while the previous

datasets are more common in cross-silo FL settings.

4.3.2 Learning and attacks settings

We train CIFAR10 with Alexnet using batch size of 250 and SGD optimizer with

learning rates of 0.5 from epochs 0-1000 and 0.05 from 1000-1200. We train CIFAR10

with VGG11 using batch size of 200 and SGD optimizer with learning rates of 0.1

from epochs 0-1000 and 0.01 from 1000-1200. We train MNIST for 500 epochs using

Adam optimizer with 0.001 learning rate and batch size of 100. We train Purchase

for 1000 epochs using SGD with learning rate of 0.5 and batch size of 500. We train

FEMNIST for 1500 epochs using Adam optimizer with learning rate of 0.001 and use

client’s entire data in a each batch.

Unless specified otherwise, we assume 20% malicious clients for all adversarial set-

tings, e.g., 20 malicious clients for MNIST. For most of our evaluation, we use inde-
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pendently and identically distributed (iid) CIFAR10, MNIST, and Purchase datasets,

because poisoning FL with iid data is the hardest [64].

Measurement metrics. For a given FL setting, Aθ denotes the accuracy of the

best globel model, over all the FL training epochs, in the benign setting without

any attack, while A∗
θ denotes the accuracy under the given attack. We define attack

impact, Iθ, as the reduction in the accuracy of the global model due to the attack, hence

for a given attack, Iθ = Aθ − A∗
θ.

Baseline Model Poisoning Attacks: We use two state-of-the-art model poisoning

attacks, LIE [22] and STAT-OPT [64] described in Section 2.2.1 to compare with our

attacks.

4.4 Evaluation of Our Attacks

4.4.1 Comparison with the state-of-the-art attacks

In this section, we compare our attacks with state-of-the-art model poisoning

attacks, Fang [64] and LIE2 [22], for all the adversaries from Table 4.1. The results

are given in Table 4.2; ‘No attack’ column shows accuracy Aθ of the global model

in the benign setting, while the rest of the columns show the ‘attack impact’ Iθ, as

defined in Section 4.3.2.

For a fair comparison, we compare the attacks that use the knowledge of AGR, i.e.,

our AGR-tailored and Fang attacks under agr-updates and agr-only adversaries.

We separately compare the attacks that do not use the knowledge of AGR, i.e., our

AGR-agnostic and LIE attacks under updates-only and agnostic adversaries.

4.4.1.1 Comparing AGR-tailored attacks

Table 4.2 shows that, our AGR-tailored attacks outperform Fang attacks

for all the combinations of threat model, AGR, dataset, and model archi-

2We omit the suffix ’attack’ when it is clear from the context.
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Table 4.2: Comparing state-of-the-art model poisoning attacks and our attacks under
various threat models from Table 4.1, when cross-silo FL is used. In all the settings, the
impact of our AGR-tailored attacks is significantly higher than that of AGR-tailored Fang
attacks. While both of our AGR-agnostic attacks outperform AGR-agnostic LIE attacks in
most cases. We assume 20% malicious clients and, except for ‘No attack’ column, report
the attack impact Iθ (Section 4.3.2). For each adversary, we bold Iθ of the strongest attack.
MMax and MSum are our Min-Max and Min-Sum attacks, respectively.

Dataset
(Model)

AGR

No
attack
(Aθ)

Gradients of benign
devices are known

Gradients of benign
devices are unknown

AGR tailored AGR agnostic AGR tailored AGR agnostic
(agr-updates) (updates-only) (agr-only) (agnostic)

Fang Ours LIE
Ours

Fang Ours LIE
Ours

MMax
(MSum)

MMax
(MSum)

CIFAR10
(Alexnet)

Krum 53.5 21.8 43.6 9.9 (17.4) 30.1 19.8 43.1 18.1 13.7 (30.2)
MKrum 67.6 12.6 36.8 20.5 (27.8) 30.8 11.2 35.3 19.7 31.7 (30.4)
Bulyan 66.9 12.3 45.6 33.8 (35.5) 44.5 11.8 34.6 30.0 40.6 (41.1)
TrMean 67.7 15.8 45.8 22.8 (41.6) 33.5 12.9 45.0 19.4 38.7 (27.9)
Median 65.5 12.9 40.9 20.7 (34.7) 39.6 12.6 39.1 19.7 34.1 (39.5)
AFA 66.8 7.0 47.0 5.9 (31.5) 16.9 6.1 46.8 5.5 22.2 16.0
Fang 66.8 8.9 56.3 6.5 (42.9) 21.5 8.5 56.0 6.3 42.1 (19.9)

Purchase
(FC)

Krum 62.1 6.0 61.3 -15.8 (60.6) 59.1 4.4 60.8 -17.7 61.1 (61.0)
MKrum 91.9 13.7 21.4 1.5 (20.4) 18.4 12.2 18.2 1.7 19.8 (16.4)
Bulyan 91.3 14.7 28.7 10.9 (23.4) 30.0 20.9 28.4 8.4 28.0 (30.3)
TrMean 92.0 1.8 23.4 2.3 (16.9) 5.4 1.6 22.2 1.9 26.8 (14.6)
Median 87.4 0.2 11.0 0.5 (11.6) 11.3 -1.0 14.1 -1.6 13.4 (12.6)
AFA 91.7 1.5 3.4 0.7 (1.4) 0.7 1.4 2.8 0.2 1.3 (0.5)
Fang 91.9 1.2 89.2 0.5 (18.9) 8.4 0.9 89.2 0.5 8.5 (7.8)

FEMNIST
(CNN)

Krum 69.3 18.3 30.0 0.9 (0.1) 9.8 1.9 2.9 0.2 1.1 (8.0)
MKrum 86.6 34.5 78.8 15.7 (79.5) 61.7 30.8 57.1 10.2 79.5 (61.4)
Bulyan 86.1 38.9 41.0 32.0 (20.1) 40.0 35.6 40.5 20.5 18.7 (30.4)
TrMean 86.7 7.2 24.3 19.1 (29.7) 26.8 7.9 20.1 14.4 24.7 (25.2)
Median 77.1 2.7 30.2 12.0 (26.7) 17.1 0.8 18.2 5.8 19.8 (16.6)
AFA 84.6 6.2 77.0 7.4 (74.4) 50.0 2.1 75.3 4.6 74.0 (46.0)
Fang 86.0 7.6 83.1 1.8 (81.6) 62.3 2.8 83.0 1.7 78.3 (60.1)
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tecture by large margins. For CIFAR10 with agr-updates adversary, our attacks

are 2× more impactful than Fang. While with agr-only adversary, our attacks are

2.5× and 4.5× more impactful than Fang for Alexnet and VGG11 models, respec-

tively. For the rest of the AGRs, our attacks are 3× to 7× (2× to 4×) more impactful

than Fang attacks on CIFAR10 with Alexnet (VGG11) for both agr-updates and

agr-only adversaries.

Under agr-updates (agr-only) adversary, Fang and our attacks on Krum with

MNIST have impacts of 20.5% (17.4%) and 33.9% (24.1%), respectively, i.e., our at-

tack is 1.7× (1.5×) more effective than Fang. The impact of Fang attack on Trimmed-

mean (Median) with MNIST is just 1.2% (1.7%), while that of our attack is 11.0%

(4.4%), i.e., our attack is 10× (2.5×) more impactful. Even for AFA, which is the

empirically most robust AGR for MNIST, our attack is 3× more impactful than Fang.

For Purchase, our attacks reduce the accuracy of Krum to the random guessing,

i.e., close to 1% for all the adversaries and, except for AFA, our attacks are at least 10×

more impactful than Fang attacks. Similarly, with agr-updates adversary, impacts

of Fang attacks on Trimmed-mean and Median are 1.8% and 0.2%, respectively, while

impacts of our attacks are 23.4% and 11.0%. We note similarly higher impacts of our

attacks with agr-only adversary. For Multi-krum, Bulyan, and AFA, our attacks

are 2× more impactful than Fang attacks. For Fang-Trmean, the Fang defense that

uses Trimmed-Mean to discard malicious gradients, our attacks reduce the global

model accuracy to random guessing for all combinations of datasets and models; this

is expected as discussed in Section 2.2.3.

For FEMNIST the impacts of our attacks with agr-updates adversary on AFA,

Multi-krum, Trimmed-mean, and Median are respectively 12×, 2×, 3×, and 15×,

that of Fang attack. For Krum and Bulyan also, the impacts of our attacks are

moderately higher than that of Fang attacks.
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Why our attacks are superior? For Krum AGR, although ours and Fang attacks

have similar attack objectives, they differ in two instrumental aspects: First, instead

of generalizing a single perturbation type across all datasets, our attacks tailor the

perturbation to the given dataset as explained in detail in [132]. Next, as Figure 4.1-

(a) demonstrates, our Algorithm 1 carefully fine tunes γ of our objective (4.3), while

Fang attack simply finds the first γ that satisfies its objective. Our attacks on AFA,

Bulyan, and Multi-krum AGRs are also carefully tailored to the AGRs, while Fang

attack uses the same objective as Krum for these AGRs.

Fang proposes the same attack for Trimmed-mean and Median AGRs, which crafts

the values of each dimension of malicious gradients using the available benign gra-

dients. But our attacks have more tailored and impactful objectives of diverging

the final aggregate as far away from a benign aggregate as possible using the most

malicious perturbation direction.

4.4.1.2 Comparing AGR-agnostic attacks

Table 4.2 shows that, both of our AGR-agnostic attacks significantly out-

perform LIE, the state-of-the-art AGR-agnostic attack for most of the FL

settings that we evaluate. For MNIST with Krum, the impact of Min-Sum attack

(simply Min-Sum) is 3× that of LIE, for both updates-only and agnostic adver-

saries. Except for CIFAR10 with VGG11, we note significantly higher impacts of

Min-Sum on Krum than that of LIE. Note that LIE, due to its small noise addi-

tion, regularizes and increases accuracy of the global model trained on Purchase using

Krum. For Bulyan, with agnostic and updates-only adversaries, Min-Sum signif-

icantly outperforms LIE by amounts varying from 1.8% (for MNIST) to 22.1% (for

Purchase) depending on the classification task.

On the other hand, Min-Max is more effective against Multi-krum and outperforms

LIE by amounts varying from 10.2% (MNIST) to 18.1% (Purchase) depending on the
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classification task. Min-Max is more effective against AFA, which also computes

an average of gradients in a selection set. On AFA, Min-Max outperforms LIE for

all datasets but MNIST dataset; for MNIST the two attacks have almost the same

impacts. Min-Max is also more effective than LIE and Min-Sum attacks against

Trimmed-mean, Median, and Fang-Trmean AGRs. For instance, depending on the

classification task, Min-Max is almost 1.2× (for CIFAR10 + VGG11) to 8× (for

Purchase) more impactful than LIE against Trimmed-mean, while it is almost 1.2×

(for CIFAR10 + VGG11) to 20× (for Purchase) more impactful than LIE against

Median.

LIE attack is ineffective, because it adds very small amounts of noises to compute

its malicious gradients, while our AGR-agnostic attacks are much more impactful as

they find the most malicious gradient within a ball formed by the benign gradients

(Figure 4.1-(b,c)). For the same reason, for all the considered scenarios, except for

the combination of Krum and FEMNIST dataset one or more of our AGR-

agnostic attacks also outperform AGR-tailored Fang attacks. Due to the

extreme non-iid nature of FEMNIST, the malicious gradients of our AGR-agnostic

attacks can be arbitrarily far from benign gradients, which Krum can easily discard.

Reasons for the differences in the impacts of Min-Max and Min-Sum at-

tacks: Min-Max finds the malicious gradient whose maximum distance from a benign

gradient is less than the maximum distance between any two benign gradient. While,

Min-Sum finds the malicious gradient such that the sum of its distances from all the

other gradients is less than the sum of distances of any benign gradient from other

benign gradients. Therefore, as Figures 4.1-(b, c) demonstrate, the radius of search

of malicious gradients of Min-Max is much larger than that of Min-Sum. Therefore,

the malicious gradients of Min-Sum more effectively circumvent the filtering of Krum

and Bulyan AGRs, and therefore, are more impactful against these AGRs. For the

same reason, Multi-krum selects a lesser number of malicious gradients of Min-Max
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than that of Min-Sum. But, as Multi-krum averages the selected gradients, Min-Max,

with significantly more malicious gradients, damages the Multi-krum aggregate more

effectively than Min-Sum.

Finally, we note that for AGR-agnostic attacks, we observe a few cases in Table 4.2

where agnostic adversary has slightly more impact than updates-only adversary.

For example, Min-Max attack on (CIFAR10 + Alexnet + Multi-krum) with agnostic

adversary has 3.9% more impact than with updates-only adversary. The reason for

this are various sources of randomness in our experiments. More specifically, we

do not use the exact same set of gradients to compute malicious gradients under

the two adversaries. Instead, we instantiate the whole FL training every time we

compute the attack impact. Therefore, empirical randomness, e.g., random initial

model parameters, in running the two different instantiations may cause this behavior.

Our experimental results are the average of three such instantiations for each of the

presented result, and such empirical anomalies can be mitigated in various ways,

including setting the seed for different random number generators and averaging over

multiple runs of experiments.

4.4.2 Impact of our attacks on cross-device FL setting

In this section, we evaluate the impact of our attacks when cross-device FL is

used to learn on CIFAR10 dataset. More specifically, in each FL epoch, instead of

processing all of the 50 clients, we process only 10 clients. As before, we evaluate for

two model architectures, Alexnet and VGG11. The attack procedures for different

AGRs do not change.

Table 4.3 shows the results. Similar to cross-silo setting, our AGR-tailored attacks

outperform the state-of-the-art Fang attacks for both Alexnet and VGG11 architec-

tures. For Alexnet with agr-updates adversary, our attack is 2× (Trimmed-mean) to
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Table 4.3: Comparing the state-of-the-art model poisoning attacks and our attacks under
all threat models in Table 4.1 when cross-device FL is used. Our AGR-tailored attacks
significantly outperform Fang attacks, while at least on of our AGR-agnostic attacks signif-
icantly outperforms LIE attack in most cases. Experimental setup is exactly the same as
that of Table 4.2. MMax and MSum are our Min-Max and Min-Sum attacks, respectively.

Dataset

(Model)
AGR

No

attack

(Aθ)

Gradients of benign

devices are known

Gradients of benign

devices are unknown

AGR tailored AGR agnostic AGR tailored AGR agnostic

(agr-updates) (updates-only) (agr-only) (agnostic)

Fang Ours LIE
Ours

Fang Ours LIE
Ours

MMax

(MSum)

MMax

(MSum)

CIFAR10

(Alexnet)

Krum 53.9 11.0 34.0 19.9 8.7 (19.7) 4.5 15.8 14.9 8.7 (13.7)

MKrum 64.5 2.2 22.2 11.5 15.9 (17.2) 1.2 14.4 9.2 14.5 (15.5)

Bulyan 63.9 2.0 28.8 13.0 28.4 (26.4) 1.9 27.9 9.9 22.3 (8.6)

TrMean 64.9 8.3 14.0 9.3 9.4 (7.3) 3.2 9.8 4.9 6.5 (4.2)

Median 62.4 1.8 20.3 4.1 20.3 (17.8) 0.2 16.4 -1.6 15.8 (10.3)

AFA 66.2 1.6 41.4 3.8 3.8 (2.6) 1.0 36.7 3.4 3.6 (1.9)

Fang 64.5 7.2 54.3 3.6 9.1 (6.5) 4.3 54.3 2.3 5.7 (5.3)

CIFAR10

(VGG11)

Krum 59.3 3.8 26.3 15.0 6.7 (20.1) 1.2 12.7 11.8 1.8 (10.7)

MKrum 72.0 1.4 13.2 9.8 9.0 (8.5) 1.0 9.4 8.8 7.3 (8.3)

Bulyan 72.0 2.8 18.8 9.2 24.0 (14.9) 2.6 17.6 6.7 16.6 (12.3)

TrMean 72.1 5.9 8.7 4.1 6.0 (3.6) 3.6 8.1 4.0 5.2 (3.0)

Median 70.2 0.3 11.2 1.0 12.8 (11.3) 0.1 10.7 0.8 9.9 (7.2)

AFA 71.8 2.1 15.0 2.3 1.8 (1.5) 2.0 14.7 2.1 1.7 (1.1)

Fang 71.9 1.9 60.9 3.6 8.9 (4.4) 0.6 58.1 2.7 7.1 (4.0)
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11× (Median) more impactful than Fang attack. We note similar results for agr-only

adversary as well as VGG11 architecture in Table 4.3.

For AGR-agnostic adversaries with Alexnet, we note that at least one of our Min-

Sum and Min-Max attacks has up to 5× more attack impact than the state-of-the-art

LIE attack, for all but Krum AGR. For Krum AGR, LIE outperforms our attack by

0.2% and 1.2% under updates-only and agnostic adversaries, respectively. We note

similar results for Alexnet with agnostic adversary. In case of VGG11 as well, at

least one of our AGR-agnostic attacks has up to 10× more impact than LIE, for all

but Multi-krum and AFA AGRs. For Multi-krum and AFA, the LIE and Min-Max

have almost equal attack impacts.

Finally we note that, overall the attack impacts are lower in cross-device setting

than in cross-silo setting; the reduction in impacts varies widely based on AGR and

model architecture. For instance, for Alexnet with Krum, Multi-krum, and Trimmed-

mean, the impacts reduce by 9.5%, 14.6%, and 31.8%, respectively. The reason for

this is that, in cross-device FL, the adversary cannot constantly corrupt the global

model. Because, in many cross-device FL epochs, the number of malicious clients

that the server selects can be negligible.

4.5 Takeaways

We provide a general framework to design tailored untargeted poisoning attacks

against robust AGRs that aim to defend FL against poisoning. We also demonstrated

the simplicity of using the framework by designing poisoning attacks against seven

robust AGRs. Our framework also facilitates designing AGR-agnostic attacks that

do not require the knowledge of the server’s AGR. Our experiments clearly show

that both AGR-tailored and AGR-agnostic attacks designed using our framework

outperform previous attacks.
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Finally, the main goal of our framework is to understand the flaws in existing AGRs

and enable designing more robust AGRs for FL. To this end, below we summarize

three lessons we learned from our attacks that will guide the design of future robust

FL designs.

4.5.1 Lessons learned from our attacks

L1: The curse of dimensionality. The theoretical error bounds provided by

previous robust AGRs [30, 108, 168, 59, 95, 13] depend on the dimensionality of their

inputs. Hence, the theoretical as well as empirical errors of these defenses explode

for high dimensional gradients of neural networks [42] in FL. Therefore, reducing

the dimensionality of input gradients is necessary to improve robustness

against poisoning.

L2: Convergence is necessary but not sufficient. All prior robust AGRs [30,

108, 168] give provable convergence guarantees for non-convex FL. However, for non-

convex optimizations, such guarantees are meaningless due to large number of subop-

timial local optima. Our attacks exploit this and force the global model to converge

to a suboptimial local optimum. Therefore, providing convergence guarantees is not

enough and robust AGRs should provide guarantees on how well they de-

tect and remove outliers.

L3: Distance- or dimension-wise pruning is insufficient. Krum, Multi-krum,

and Bulyan use ℓp distance-based filtering, which, as [108, 22] point out and we show in

our work, allows malicious gradients to be close enough to benign gradients while far

enough to effectively poison the global model. Dimension-wise pruning in Trimmed-

mean and Median allows an adversary to craft gradients which significantly shift the

aggregate in bad directions as our and Fang [64] attacks show. Therefore, robust

AGRs need to go beyond just using dimension/distance-based filtering.
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CHAPTER 5

DEFENDING FEDERATED LEARNING AGAINST
POISONING ATTACKS

Previous chapters highlight the threat of poisoning attacks, and specifically that

of untargeted poisoning attacks, to federated learning (FL) and discuss the robust

aggregation rules (AGRs) proposed in prior literature that claim to defend federated

learning from such poisoning. However, in 4, we demonstrate the fallacy of these

claims and motivate the need for more sophisticated FL poisoning defenses.

To this end, in this chapter, we present two defense mechanisms (robust AGRs)

that defend FL against untargeted poisoning: Divide-n-Conquer (DnC) and Federated

Rank Learning (FRL). The intuition behind our defenses stems from the lessons

(Section 4.5.1) learned from our poisoning framework, e.g., both defenses address

the curse of dimensionality in certain way:

Curse of dimensionality in FL: As explained by the Lesson-1 in Section 4.5.1, the

theoretical error bounds of previous robust AGRs [30, 108, 168, 59, 95, 13] depend on

the dimensionality of their inputs. Hence, the theoretical as well as empirical errors

of these defenses explode for high dimensional gradients of neural networks [42] in

FL. Therefore, reducing the dimensionality of input gradients is necessary to improve

robustness against poisoning.

Similarly, to satisfy the constraint of Lesson-2, our defenses provide theoretical ro-

bustness guarantees in terms of removal of malicious clients (for DnC) and optimality

of model updates (for FRL), as opposed to convergence based robustness guarantees

of prior defenses. None of our defenses are based on distance-wise filtering/pruning
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(Lesson-3) Next, we discuss each of the three defenses in details. In particular, for

each of the defenses, we provide an overview, intuition, methodology, and finally

present empirical robustness evaluations.

5.1 Divide-n-Conquer (DnC)

5.1.1 Intuition

Our intuition behind DnC is based on the lessons from Section 4.5.1. To address

L3, DnC leverages singular value decomposition (SVD) based spectral methods to

detect and remove outliers. Previous works [153, 57, 28] have demonstrated the

theoretical and empirical performance of these methods in mitigating data poisoning

against centralized learning. To address L2, we provide theoretical analysis of our

defense in Section 5.1.3, giving guarantees on the removal of malicious gradients

under certain conditions. Furthermore, we also construct adaptive attacks against

DnC in Section 5.1.4 to provide empirical evidence of its robustness.

Note that SVD-based defenses require O(d3) memory and computational cost,

hence, performing SVD directly on high dimensional gradients in common FL set-

tings [104] is prohibitively expensive. To address this issue and the curse of dimen-

sionality (L1), DnC reduces dimensionality through random sampling on its input

gradients.

5.1.2 Our DnC algorithm

Algorithm 2 describes the algorithm of our DnC AGR. First, DnC randomly picks

a sorted set r of indices less than the dimensionality d of its input gradients (Line-4)

and constructs a subsampled set ∇̃ of gradients using r (Line-5). For instance, if

d = 5 and r = [0, 3], a subsample of gradient ∇i = {∇0, ...∇4} is ∇̃i = {∇0,∇3}.

Next, DnC computes a centered subsampled set ∇c of ∇̃ using dimension-wise mean

µ of ∇̃ (Lines 6-7). Then DnC computes projections of centered gradients along their
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Algorithm 2 Our Divide-and-Conquer AGR Algorithm

1: Input: Input gradients ∇{i∈[n]}, filtering fraction c, number of malicious clients m,
niters, dimension of subsamples b, input gradients dimension d

2: Igood ← ∅
3: while i < niters do
4: r ← sorted set of size b of random dimensions ≤ d
5: ∇̃{i∈[n]} ← set of gradients subsampled using indices in r

6: µ = 1
n

∑
i∈[n] ∇̃i {Compute mean of input gradients}

7: ∇c = ∇̃{i∈[n]} − µ {∇c is a n× b matrix of centered input gradients}
8: Compute v, the top right singular eigenvector of ∇c

9: Compute outlier scores defined as si = (⟨∇i − µ, v⟩)2
10: I ← Set of (n− c ·m) indices of the gradients with lowest outlier scores from s
11: Append I to Igood
12: i = i+ 1
13: end while
14: Ifinal ← ∩ Igood {Compute intersection of sets in Igood as the final set of indices}
15: ∇a = 1

|Ifinal|
∑

i∈Ifinal ∇i

16: Output ∇a

top right singular eigenvector v, computes a vector of outlier scores s, and removes

c · m gradients with the highest scores (Lines 8-10). The remaining gradients are

added to the set of good gradients. Such niters number of good sets are computed

by randomizing r to reduce dependence on a single r. Finally, DnC computes its

aggregate ∇a as the average of the common gradients in all of the niters good sets

(Lines 14-16).

5.1.3 Theoretical analysis

Our theoretical analysis of DnC provides guarantees on the removal of malicious

gradients and leverages the analysis of SVD based defenses against data poisoning in

the centralized settings [57, 153, 59, 97]. Definition 1 from [153, 97] defines a condition

ϵ-spectral separability under which two distributions can be separated using spectral

methods, e.g., SVD.

Definition 1. (ϵ-spectral separability) Consider 0 < ϵ < 0.5 and two finite co-

variance distributions, B and M . Let U = (1 − ϵ)B + ϵM be a mixture of samples
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from B and M , and denote the top right singular eigenvector of U by v. Then B and

M are ϵ-spectrally separable if there exists t such that

Pr
X∼B

[|⟨X − µU , v⟩| > t] < ϵ

Pr
X∼M

[|⟨X − µU , v⟩| < t] < ϵ

If we consider that B and M (the distributions of benign and malicious gradients,

respectively) are ϵ-spectrally separable, then by removing ϵ-fraction of gradients with

maximum projections along the top eigenvector direction we can remove malicious

gradients from a set of benign and malicious gradients. Lemma 1 formalizes the

theoretical filtering guarantees of DnC.

Lemma 1. Consider 0 < ϵ < 0.5 and two distributions B,M with means µB,µM

and covariances ΣB,ΣM ⪯ σ2I. Let U = (1− ϵ)B+ ϵM be a mixture of samples from

B and M . Then B and M are ϵ-spectrally separable if ∥µB − µM∥22 ≥ 6σ2

ϵ
.

For our FL poisoning setting, Lemma 1 implies that if the means of poisoned

and benign gradients are sufficiently separated, then the two types of gradients can be

reliably separated using spectral methods. Figure 5.1, demonstrates this exactly: the

means of malicious gradients which effectively poison FL are sufficiently far from the

means of benign gradients, and therefore, spectral methods can filter them. On the

other hand, the malicious gradients which circumvent the criterion given in Lemma 1

have no impact on the accuracy of global model. We note that the result in Lemma 1

is common to SVD based outliers detection [57, 153, 59, 97, 43]; we provide it here for

completeness and to give the intuition about the efficiency of DnC. Please check [132]

for complete proof of Lemma 1.
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5.1.4 An adaptive attack against DnC

DnC provides provable theoretical guarantees on detection of malicious gradients.

However, to provide empirical evidence on the robustness guarantees of DnC, we

propose an adaptive attack by against the strongest agr-updates adversary who has

the complete knowledge of the gradients of benign devices and of DnC.

Our adaptive attack is based on the general optimization framework proposed

in Section 4.2.1. The attack is inspired by our AGR-tailored attack on Multi-krum

AGR, because both DnC and Multi-krum compute a selection set and average the

gradients in the final selection set. The intuition of the attack is to maximize the

number of malicious gradients selected by DnC to maximize the bad impact on the

final aggregate. This also ensures that the number of benign gradients selected and

their good impact on the final aggregate are minimized. Hence, our adaptive attack’s

optimization is:

argmax
γ

m = |{∇ ∈ ∇m
{i∈[m]}|∇ ∈ ∇m

{i∈Ifinal}}| (5.1)

∇m
i∈[m] = favg(∇{i∈[n]}) + γ∇p

where m is the number of malicious clients, Ifinal is the final set of candidate indices

selected by DnC,∇p is perturbation, and γ is scaling factor. Note that, it is reasonable

to assume that although the adversary knows DnC algorithm thoroughly, she cannot

know the exact random indices r from Algorithm 2. Finally, we solve the optimization

in (5.1) by finding the most impactful γ using Algorithm 1.

5.1.5 Evaluation of Our Defense

In this section, we first demonstrate the robustness of our DnC AGR against state-

of-the-art [64, 22] and our model poisoning attacks from Sections 4.2.1 and 5.1 for iid

datasets. We also analyze the effectiveness of spectral separability, and therefore of
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(a) MNIST with fully connected network
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(b) CIFAR10 with Alexnet

Figure 5.1: DnC selects high fractions of malicious gradients (red plots) iff the dis-
tances between µB and µM , the means of benign and malicious gradients, are low
(blue plots), i.e., poisoning impact of the malicious gradients is low. Upper row is for
MNIST and lower row is for CIFAR10 + Alexnet. We use the strongest full knowledge
agr-updates adversary.
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Table 5.1: Our robust DnC AGR defends against all the existing model poisoning
attacks for independently and identically distributed datasets. We consider the ad-
versaries with complete knowledge of gradients of benign clients with 20% malicious
clients. For each attack, we report its attack impact on DnC and on the existing
defense with the highest global model accuracy A∗

θ, computed as (Aθ − Iθ) from Ta-
ble 4.2.

Dataset

(Model)

No
Fang LIE

Best of our AGR- Our AGR-agnostic attacks Adaptive

attack (Aθ) tailored attacks Min-Max Min-Sum attack

CIFAR10

(Alexnet)
67.6 3.2 (7.0) 3.0 (5.9) 4.3 (36.8) 3.5 (27.8) 2.0 (16.9) 6.1

CIFAR10

(VGG11)
75.5 3.3 (8.5) 1.7 (6.8) 3.4 (32.5) 2.5 (21.9) 2.2 (10.4) 6.3

Purchase

(FC)
92.0 0.8 (0.2) 0.5 (0.5) 0.9 (3.4) 0.6 (1.4) 0.8 (0.7) 1.8

MNIST

(FC)
96.2 0.1 (0.3) 0.2 (0.5) 1.8 (2.5) 0.2 (1.2) 1.2 (2.2) 1.9

Table 5.2: Results of empirical robustness analysis of DnC for cross-device FL setting.
We consider the adversaries with complete knowledge of gradients of benign clients
with 20% malicious clients, and report A∗

θ as described in Table 4.2.

Dataset

(Model)

No
Fang LIE

Best of our AGR- Our AGR-agnostic attacks Adaptive

attack (Aθ) tailored attacks Min-Max Min-Sum attack

CIFAR10

(Alexnet)
64.6 0.6 (1.6) 0.3 (3.8) 0.2 (14.0) 0.3 (3.8) 0.0 (2.6) 3.4

CIFAR10

(VGG11)
72.1 0.8 (1.4) 0.3 (2.3) 2.0 (8.7) 0.4 (1.8) 0.4 (1.5) 4.1

Table 5.3: For non-iid FEMNIST dataset, DnC cannot mitigate our attacks in the
worst case settings when the adversary knows gradients of the benign devices. But,
mitigates all the attacks in the more practical settings when the gradients of benign
devices are unknown. We report Iθ on DnC of all adversaries in Table 4.1 with 20%
malicious clients. ‘No attack’ accuracy Aθ for FEMNIST with DnC is 86.6%. MMax
and MSum refer to Min-Max and Min-Sum attacks, respectively.

AGR

Gradients of benign devices are known Gradients of benign devices are unknown

Best of

AGR-tailored

(agr-updates)

AGR-agnostic Adaptive Best of

AGR-tailored

(agr-only)

AGR-agnostic Adaptive

(updates-only) attack (agnostic) attack

MMax MSum MMax MSum

DnC 48.1 13.8 79.3 78.6 12.7 9.3 11.7 10.2

DnC +

resampling
79.3 80.5 45.9 77.6 77.5 79.1 43.4 70.6
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DnC, in defending against model poisoning on FL. Finally, we discuss the effectiveness

of DnC for non-iid FEMNIST dataset.

5.1.5.1 Robustness of DnC for iid data

For iid datasets, i.e., MNIST, CIFAR10, and Purchase, we evaluate DnC against

a strong adversarial setting with 20% malicious clients and the adversaries with com-

plete knowledge of the gradients of benign clients, i.e., agr-updates when AGR is

known and updates-only when AGR is unknown. We evaluate DnC using Fang

and LIE, and our stronger AGR-tailored and AGR-agnostic attacks. For all these

datasets, we set niters, c, and b in Algorithm 2 to 1, 1, and 10,000, respectively.

Robustness comparison with previous AGRs. Table 5.1 shows, for each of the

attacks, the attack impact on DnC; in parentheses, we show the impact of the attack

on the most of existing AGRs, e.g., for Fang attack on CIFAR10 + Alexnet, Bulyan

is the most robust AGR, hence, for CIFAR10 + Alexnet, we show the impact of Fang

attack on Bulyan.

Below, we analyze the AGRs based on the increase in accuracy of the global model

under the strongest of the attacks, i.e., based on the minimum A∗
θ (Section 4.3.2) for

the AGR. For an AGR, the minimum A∗
θ is obtained by subtracting the impact of

the strongest attack, Iθ, from ‘No attack’ accuracy, Aθ. For instance, for CIFAR10

+ Alexnet, our adaptive attack is the strongest attack against DnC and the cor-

responding minimum A∗
θ is 61.5% (as Aθ is 67.6% and the maximum Iθ is 6.1%).

While our AGR-tailored attack is the strongest attack against the best of the existing

AGRs, thus the minimum A∗
θ is 30.8% (as Aθ is 67.6% and the maximum Iθ is 32.5%).

Hence, for CIFAR10 + Alexnet, DnC increases A∗
θ from 30.8% to 61.5%

(∼100% increase). For CIFAR10 + VGG11, DnC increases the minimum A∗
θ from

43.0% to 69.2% (∼150% increase). For Purchase, DnC increase the minimum A∗
θ from

88.6% to 90.2%.
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DnC increases the minimum A∗
θ for MNIST from 90.7% (93.2%− 2.5%) to 94.3%

(96.2%− 1.9%). Although, the absolute increase due to DnC is small for MNIST, it

is significant due to the simplicity of the tasks.

Robustness comparisons under cross-device FL setting. Now we compare

robustness of previous AGRs and our DnC when cross-device FL is used. We use

CIFAR10 dataset with Alexnet and VGG11 architectures; Table 5.2 shows the results

in similar fashion as Table 5.1. As before, we analyze robustness of an AGR based on

the minimum A∗
θ for the AGR. We note that the impact of attacks on DnC reduces

in cross-device FL, as for the other AGRs. For CIFAR10 + Alexnet, with no

attack accuracy, Aθ, of 64.6%, DnC increases A∗
θ from 50.6% to 61.2%:

for best of existing AGRs, our AGR-tailored attack is the strongest attack with Iθ of

14.0%, i.e., A∗
θ (Aθ−Iθ) of 50.6%. While for DnC, our adaptive attack is the strongest

with Iθ of 3.4%, i.e., A∗
θ of 61.2%. Similarly, for CIFAR10 + VGG11, DnC increases

A∗
θ from 63.4% to 68.0%. The increase in A∗

θ due to DnC in cross-device FL is lower,

because the impact of attacks on previous AGRs is lower, which leaves smaller room

for improvements.

Why DnC is superior? The strong robustness of DnC stems from the

effective filtering guarantees of Lemma 1, which we empirically confirm in

Figure 5.1: Here, in each epoch of FL + DnC training, we compute the fraction of

malicious clients DnC selects and the norm of the difference between means of benign

and malicious gradients relative to the norm of mean of the benign gradients, i.e.

µshift =
∥µB−µM∥22

∥µB∥22
. We then average these entities over a few epochs for presentation

clarity.

We observe in Figure 5.1 that for MNIST (upper row), Fang and Min-Sum attacks

evade DnC’s detection, but have very small µshift which leads to high accuracy of

global model A∗
θ. DnC mitigates LIE even when LIE evades DnC’s detection to

some extent and introduces large µshift. We suspect that, this is because LIE uses
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ineffective perturbation ∇b
std for MNIST as explained in [132]. Our AGR-tailored

and adaptive attacks evade DnC’s detection to some extent by maintaining low µshift.

Hence, MNIST, due to its simplicity, withstands their poisoning impact.

For CIFAR10 + Alexnet, we observe that DnC effectively filters malicious gradi-

ents of all but our adaptive attack. However, the adaptive attack manages to evade

DnC’s detection only due to low µshift, which is insufficient to poison DnC based FL.

5.1.5.2 Robustness of DnC for non-iid data

Table 5.3 shows the evaluation of DnC for FEMNIST, an imbalanced and non-

iid datasets. We set niters, c, and b in Algorithm 2 to 1, (n − 1)/n, and 10,000,

respectively. We note that, DnC cannot defend at least one of our attacks

by the strongest adversaries with complete knowledge of the gradients

of benign clients, i.e., agr-updates and updates-only adversaries. Min-sum has

attack impact of 79.3%, i.e., it reduces the accuracy from 86.6% in the benign setting

to 7.3%. Here, We omit evaluation of DnC against Fang and LIE attacks, as they are

strictly weaker than all of our attacks against FEMNIST.

Furthermore, resampling [73], a mechanism proposed to reduce non-iid nature of

the input gradients, exacerbates DnC’s robustness (also of existing AGRs as shown

in Table 5.4).

Even the benign gradients of FEMNIST with highly non-iid nature, do not point

in a single direction, and therefore, DnC cannot reliably detect malicious gradients.

This allows adversaries to easily circumvent DnC’s detection and mount strong at-

tacks. However, DnC mitigates all of the model poisoning on FL by more

practical adversaries who do not know the gradients on benign devices,

i.e., agr-only and agnostic adversaries. The maximum attack impact is only 12.7%,

i.e., the maximum accuracy of the global model due to DnC is 73.9%. The most robust

of existing AGRs is Krum and the corresponding maximum accuracy is 66.4%.
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Table 5.4: Resampling [73] significantly reduces the robustness of existing defenses against
our attacks (20% malicious clients) for all the adversaries from Table 4.1. Because, resam-
pling increases the number of malicious updates processed, and therefore, their poisoning
impacts.

AGR
No

attack
(Aθ)

Updates of benign
devices are known

Updates of benign
devices are unknown

AGR-
tailored

AGR-agnostic AGR-
tailored

AGR-agnostic
MMax MSum MMax MSum

Krum
69.3

30.0 0.1 9.8 2.9 1.1 8.0
Krum-RS 47.8 64.0 43.6 45.2 63.6 58.0
Bulyan

86.1
41.0 20.1 40.0 40.5 18.7 30.4

Bulyan-RS 76.8 81.7 53.9 49.6 10.0 8.1
Trmean

86.7
24.3 29.7 26.8 20.1 24.7 25.2

Trmean-RS 70.3 81.2 46.0 46.4 80.6 68.5

We note that, defending the real-world non-iid FL settings from the worst case

model poisoning attacks is a well-known challenging task [64, 73, 68] and a limitation

of DnC in its current form. We leave investigating further to improve DnC to make

it robust to the non-iid settings to future work.

5.2 Federated Rank Learning (FRL)

In this section, we present federated rank learning (FRL) a novel defense against

FL poisoning. We first present a brief overview of FRL followed by our intuition

behind FRL. Then we detail FRL method and its evaluation.

High level overview of FRL: Figure 5.2 shows how the poisoning adversary

searches for malicious updates in the space of possible updates to maximize the dis-

tance between benign and malicious aggregates (Section 4.2). When the server’s AGR

is not robust, e.g., dimension-wise average [104], there is no limitation on the adver-

sary’s choices, so they can maximize their goal using a malicious update arbitrarily

far from benign updates; (Figure 5.2-(a)). Therefore, even a single malicious client

can jeopardize the accuracy of the global model trained using FedAvg [30]. Current

robust AGRs, such as Multi-krum [30] or Trimmed-mean [168] limit the space of

acceptable updates, i.e., the safe zone shown in Figure 5.2-(b). These robust AGRs
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a) FedAVG 
(Non-robust) 

b) FL with Filtering (Shrink 
the space of acceptable 

updates, e.g., tream-mean)

c) FRL 
(Sparsify the space 

of acceptable updates)

Safe Space
All Space

Sparsified Space

Continuous Space Continuous Space Discrete Space 

Figure 5.2: The space of client updates. Green circles represent benign updates
and red triangles represent malicious updates. To defend against poisoning, existing
robust AGRs filter the updates by creating a safe space (continuous ∈ Rd). On the
other hand, FRL limits the choices of clients by enforcing a discrete space of updates
(a permutation of integers ∈ [1, d]). θbg (green square) demonstrates the aggregated
model for benign users, and θmg (red square) demonstrates the aggregated model
considering malicious updates. Black objects are updates that are ruled out by the
server.

only consider the updates that are in the safe zone and thereby reduce the adversary’s

choices.

Figure 5.2-(c) shows how FRL limits the poisoning adversary’s choices of malicious

updates by making the space of acceptable updates discrete. FRL uses a novel learning

paradigm called supermasks training [173, 126] to create edge rankings, which, as we

will show, allows FRL to reduce communication costs while achieving significantly

stronger robustness. Specifically, in FRL, clients collaborate to find a subnetwork

within a randomly initialized neural network which we call the supernetwork (this is

in contrast to conventional FL where clients collaborate to train a neural network).

The goal of training in FRL is to collaboratively rank the supernetwork’s edges based

on the importance of each edge and find a global ranking. The global ranking can be

converted to a supermask, which is a binary mask of 1’s and 0’s, that is superimposed

on the random neural network (the supernetwork) to obtain the final subnetwork.

For example, in our experiments, the final subnetwork is constructed using the top
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50% of all edges. The subnetwork is then used for downstream tasks, e.g., image

classification, hence it is equivalent to the global model in conventional FL. Note that

in entire FRL training, weights of the supernetwork do not change.

More specifically, each FRL client computes the importance of the edges of the

supernetwork based on their local data. The importance of the edges is represented

as a ranking vector. Each FRL client will use the edge popup algorithm [126] and

their data to compute their local rankings (the edge popup algorithm aims at learning

which edges in a supernetwork are more important over the other edges by minimizing

the loss of the subnetwork on their local data). Each client then will send their local

edge ranking to the server. Finally, the FRL server uses a novel voting mechanism to

aggregate client rankings into a global ranking vector, which represents which edges

of the random neural network (the supernetwork) will form the global subnetwork.

Intuitions on FRL’s robustness: In traditional FL algorithms, clients send

high dimensional model updates ∈ Rd (real numbers) to the server, providing ma-

licious clients significant flexibility in fabricating malicious updates. By contrast,

FRL clients merely share the rankings of the edges of the supernetwork, i.e., integers

∈ [1, d], where d is the size of the supernetwork. This allows the FRL server to use a

voting mechanism to aggregate client updates (i.e., ranks), therefore, providing high

resistance to malicious ranks submitted by poisoning clients, since each client can

only cast a single vote! Therefore, as we will show both theoretically and empirically,

FRL provides robustness by design and reduces the impact of untargeted poison-

ing attacks. Furthermore, unlike most existing robust FL frameworks, FRL does not

require any knowledge about the percentages of malicious clients.
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5.2.1 Preliminaries for FRL

5.2.1.1 Edge-popup algorithm

The edge-popup (EP) algorithm [126] is an optimization to find supermasks within

a large, randomly initialized neural network, i.e., called supernetwork, with perfor-

mances close to the fully trained supernetwork. EP algorithm does not train the

weights (θw) of the network, instead only decides the set of edges to keep and re-

moves (pops) the rest of the edges. Specifically, EP algorithm assigns a positive score

to each of the edges in the supernetwork (θs). On forward pass, it selects top k%

edges with highest scores, where k is the percentage of the total number of edges in

the supernetwork that will remain in the final subnetwork. On the backward pass, it

updates the scores with the straight-through gradient estimator [24].

Algorithm 3 presents EP algorithm. Suppose in a fully connected neural network,

there are L layers and layer ℓ ∈ [1, L] has nℓ neurons, denoted by V ℓ = {V ℓ
1 , ..., V

ℓ
nℓ
}. If

Iv and Zv denote the input and output for neuron v respectively, then the input of the

node v is the weighted sum of all nodes in previous layer, i.e., Iv =
∑

u∈V ℓ−1 WuvZu.

Here, Wuv is the weight of the edge connecting u to v. Edge-popup algorithm tries

to find subnetwork E, so the input for neuron v would be: Iv =
∑

(u,v)∈E WuvZu.

Updating scores: Consider an edge Euv that connects two neurons u and v, Wuv

be the weight of Euv, and suv be the score assigned to the edge Euv by Edge-popup

algorithm. Then the edge-popup algorithm removes edge Euv from the supermask if

its score suv is not high enough. Each iteration of supermask training updates the

scores of all edges such that, if having an edge Euv in subnetwork reduces loss (e.g.,

cross-entropy loss) over training data, the score suv increases.
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Algorithm 3 Edge-popup (EP) algorithm

1: Input: number of local epochs E, training data D, initial weights θw and scores θs, subnetwork
size k%, learning rate η

2: for e ∈ [E] do
3: B ← Split D in B batches
4: for batch b ∈ [B] do
5: EP Forward (θw, θs, k, b)
6: θs = θs − η∇ℓ(θs; b)
7: end for
8: end for
9: return θs

10: Function EP forward(θw, θs, k, b)
11: m← sort(θs)
12: t← int((1− k) ∗ len(m))
13: θp = θw ⊙m, where m[: t] = 0; m[t :] = 1
14: return θp(b)
15: End Function

The algorithm selects top k% edges (i.e., finds a subnetwork with sparsity of k%)

with highest scores, so Iv reduces to Iv =
∑

u∈V ℓ−1 WuvZuh(suv) where h(.) returns 1

if the edge exists in top-k% highest score edges and 0 otherwise. Because of existence

of h(.), which is not differentiable, it is impossible to compute the gradient of loss

with respect to suv. Recall that, the Edge-popup algorithm uses straight-through

gradient estimator [24] to compute gradients. In this approach, h(.) will be treated

as the identity in the backward pass meaning that the upstream gradient (i.e., ∂L
∂Iv

)

goes straight-through h(.). Now using chain rule, we can derive ∂L
∂Iv

∂Iv
∂suv

= ∂L
∂Iv

WuvZu

where L is the loss to minimize. Then we can SGD with step size η to update

scores as suv ←− suv − η ∂L
∂Iv

ZuWuv.

5.2.2 Details of federated rank learning (FRL)

Algorithm (Algorithm 4) details FRL algorithm. FRL clients collaborate (with-

out sharing their data) to find a subnetwork within a randomly initialized, untrained

supernetwork, with scores θs and weights θw. In each round, FRL first finds a unan-

imous (global) ranking of the supernetwork edges and then uses the subnetwork of

the top ranked edges as the global model.
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Algorithm 4 Federated Ranking Learning (FRL)

1: Input: number of rounds T , number of local epochs E, number of users per
round n, seed seed, learning rate η, subnetwork size k%

2: Server: Initialization
3: θs, θw ← Initialize random scores and weights using seed
4: R1

g ← ArgSort(θs) {Sort the initial scores and obtain initial rankings}
5: for t ∈ [1, T ] do
6: U ← set of n randomly selected clients out of N total clients
7: for u in U do
8: Clients: Calculating the ranks
9: θs, θw ← Initialize scores and weights using seed
10: θs[Rt

g]← sort(θs) {sort the scores based on the global ranking}
11: S ← Edge-PopUp(E,Dtr

u , θ
w, θs, k, η) {Client u uses Algorithm3 to train a

supermask on its local training data}
12: Rt

u ← ArgSort(S) {Ranking of the client}
13: end for
14: Server: Majority Vote

15: Rt+1
g ← Vote(Rt

{u∈U}) {Majority vote aggregation}
16: end for
17: Function Vote(R{u∈U}):
18: V ← Sum(ArgSort(R{u∈U})), A← Sum(V )
19: return ArgSort(A)
20: End Function

The objective of FRL is to find a global ranking Rg and convert it to a global

binary mask, m, such that resulting subnetwork, θw ⊙m, minimizes the average loss

of all clients. FRL optimization can be formalized as follows:

min
Rg

F (θw, Rg) = min
Rg

N∑
i=1

λiLi(θ
w ⊙m) (5.2)

s.t. m[Rg < k] = 0 and m[Rg ≥ k] = 1

where N is the total number of FRL clients, Li is the loss function for the ith client, λi

is the importance, e.g., weight, of the ith client; we use λi =
1
N
, i.e., all clients have the

same weight. m is the final binary mask, where edges with top k ranks (layer-wise)

get ’1’ while others get ’0’. We use m to compute final global model by superimposing

m on θ, i.e., the we use the subnetwork θ⊙m as the final global model. In [111], we
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show that probability of encountering a disconnected subnetwork is very negligibly

small, and also demonstrate what happens if the subnetwork becomes disconnected

for a small sparsity k. In Figure 5.3, we demonstrate a single FRL round using

a supernetwork with six edges ei∈[0,5] and three clients Cj∈[1,3] who aim to find a

subnetwork of size k=50% of the original supernetwork. In Appendix B of [111], we

show how FRL minimizes its objective and is independent of the downstream task.

Figure 5.3: A single FRL round with three clients and supernetwork of 6 edges.

5.2.2.1 Server: Initialization (only for round t = 1)

In the first round, the FRL server chooses a random seed Seed to generate initial

random weights θw and scores θs for the global supernetwork θ; note that, θw, θs, and

Seed remain constant during the entire FRL training. Next, the FRL server shares
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Seed with FRL clients, who can then locally reconstruct the initial weights θw and

scores θs using Seed. Figure 5.3- 1 depicts this step.

Recall that, the goal of FRL training is to find the most important edges in θw

without changing the weights. Unless specified otherwise, both server and clients use

the Signed Kaiming Constant algorithm [126] to generate random weights and the

Kaiming Uniform algorithm [72] to generate random scores. However, in [111], we also

explore the impacts of different weight initialization algorithms on the performance

of FRL. We use the same seed to initialize weights and scores.

At the beginning, the FRL server finds the global rankings of the initial random

scores (Algorithm 4 line 4), i.e., R1
g = ArgSort(θs). We define rankings of a vector

as the indices of elements of vector when the vector is sorted from low to high, which

is computed using ArgSort function.

5.2.2.2 Clients: Calculating the ranks (for each round t)

In the tth round, FRL server randomly selects n clients among total N clients, and

shares the global rankings Rt
g with them. Each of the selected n clients locally recon-

structs the weights θw’s and scores θs’s using seed (Algorithm 4 line 9). Then, each

FRL client reorders the random scores based on the global rankings, Rt
g (Algorithm 4

line 10); we depict this in Figure 5.3- 2a .

Next, each of the n clients uses reordered θs and finds a subnetwork within θw

using Algorithm 3; to find a subnetwork, they use their local data and E local epochs

(Algorithm 4 line 11). Note that, each iteration of Algorithm 3 updates the scores S

starting from θs. Then client u computes their local rankings Rt
u using the final up-

dated scores (S) and Argsort(.), and sends Rt
u to the server. Figure 5.3- 2a shows

how each of the selected n clients reorders the random scores using global rankings.

For instance, the initial global rankings for this round are Rt
g = [2, 3, 0, 5, 1, 4], mean-
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ing that edge e4 should get the highest score (s4 = 1.2), and edge e2 should get the

lowest score (s2 = 0.2).

Figure 5.3- 2b shows, for each client, the scores and rankings they obtained af-

ter finding their local subnetwork. For example, rankings of client C1 are Rt
1 =

[4, 0, 2, 3, 5, 1], i.e., e4 is the least important and e1 is the most important edge for C1.

Considering desired subnetwork size to be 50%, C1 uses edges {3,5,1} in their final

subnetwork.

5.2.2.3 Server: Majority vote (for each round t)

The server receives all the local rankings of the selected n clients, i.e., Rt
{u∈U}.

Then, it performs a majority vote over all the local rankings using Vote(.) function.

Note that, for client u, the index i represents the importance of the edge Rt
u[i] for Cu.

For instance, in Figure 5.3- 2b , rankings of C1 are R
t
1 = [4, 0, 2, 3, 5, 1], hence the edge

e4 at index=0 is the least important edge for C1, while the edge e1 at index=5 is the

most important edge. Consequently, Vote(.) function assigns reputation=0 to edge

e4, reputation=1 to e0, reputation=2 to e2, and so on. In other words, for rankings

Rt
u of Cu and edge ei, Vote(.) computes the reputation of ei as its index in Rt

u.

Finally, Vote(.) computes the total reputation of ei as the sum of reputations from

each of the local rankings. In Figure 5.3- 2b , reputations of e0 are 1 in Rt
1, 1 in Rt

2,

and 0 in Rt
3, hence, the total reputation of e0 is 2. We depict this in Figure 5.3- 3 ;

here, the final total reputations for edges e{i∈[0,5]} are A = [2, 12, 3, 11, 8, 9]. Finally,

the server computes global rankings Rt+1
g to use for round t + 1 by sorting the final

total reputations of all edges, i.e., Rt+1
g = Argsort(A).

Note that, all FRL operations that involve sorting, reordering, and voting are

performed in a layer-wise manner. For instance, the server computes global rankings

Rt
g in round t for each layer separately, and consequently, the clients selected in round

t reorder their local randomly generated scores θs for each layer separately.
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5.2.3 Robustness of FRL to poisoning

FRL and FL are distributed learning algorithms with mutually untrusting clients.

Hence, a poisoning adversary may own or compromise some of FRL (FL) clients,

called malicious clients, and mount a targeted or untargeted poisoning attack. As

discussed in Section 1, we mainly focus on the more severe untargeted attacks and

show that FRL is significantly more robust by design to such poisoning attacks. How-

ever, for completeness we also evaluate robustness of FRL against targeted attacks

in [111].

5.2.3.1 Intuition behind robustness of FRL

Existing FL algorithms, including robust algorithms, are shown to be vulnerable

to various poisoning attacks [134]. One of the key reasons behind the susceptibility of

existing algorithms is that their model updates can have a large continuous space of

values. For instance, to manipulate vanilla FedAvg, malicious clients send very large

updates [30], and to manipulate Multi-krum and Trimmed-mean, [64, 132] propose

to perturb a benign update in a specific malicious direction. On the other hand, in

FRL, clients must send a permutation of indices ∈ [1, nℓ] for each layer. Hence, FRL

significantly reduces the space of the possible malicious updates that an adversary

can craft. Majority voting in FRL further reduces the chances of successful attack.

Intuitively, this makes FRL design robust to poisoning attacks. Below, we make this

intuition more concrete.

5.2.3.2 The worst-case untargeted poisoning attack on FRL

Here, the poisoning adversary aims to reduce the accuracy of the final global FRL

subnetwork on most test inputs. To achieve this, the adversary should replace the

high ranked edges with low ranked edges in the final subnetwork. For the worst-case

analysis of FRL, we assume a very strong adversary (i.e., threat model): 1) each

of the malicious clients has some data from benign distribution; 2) malicious clients
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know the entire FRL algorithm and its parameters; 3) malicious clients can collude.

Under this threat model we design a worst case attack on FRL (Algorithm 5), which

executes as follows: First, malicious clients compute rankings on their benign data

and use Vote(.) algorithm to compute an aggregate rankings. Finally, each of the

malicious clients uses the reverse of the aggregate rankings to share with the FRL

server in given round. The adversary should invert the rankings layer-wise as the

FRL server will aggregate the local rankings per layer too, and it is not possible to

mount a model-wise attack.

Algorithm 5 FRL Poisoning

1: Input: number of malicious clients M , number of malicious local epochs E ′, seed
seed, global ranking Rt

g, learning rate η, subnetwork size k%
2: Function Maliciousupdate(M, seed, Rt

g, E
′, η, k):

3: for mu ∈ [M ] do
4: Malicious Client Executes:
5: θs, θw ← Initialize random scores and weights using seed
6: θs[Rt

g]← sort(θs)
7: S ← Edge-PopUp(E ′, Dtr

u , θ
w, θs, k, η)

8: Rt
mu ← ArgSort(S) {Ranking of the malicious client}

9: end for
10: Aggregation:

11: Rt
m ← Vote(Rt

{mu∈[M ]}) {Majority vote aggregation}
12: return Reverse(Rt

m) {reverse the ranking}
13: End Function

Now we justify why the attack in Algorithm 5 is the worst case attack on FRL for

the strong threat model. Note that, FRL aggregation, i.e., Vote(.), computes the

reputations using clients’ rankings and sums the reputations of each network edge.

Therefore, the strongest poisoning attack would want to reduce the reputation of good

edges. This can be achieved following the aforementioned procedure of Algorithm 5

to reverse the rankings computed using benign data.
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5.2.3.3 Theoretical analysis of robustness of FRL algorithm

In this section, we prove an upper bound on the failure probability of robustness of

FRL, i.e., the probability that a good edge will be removed from the final subnetwork

when malicious clients mount the worst case attack.

Following the work of [25], we make two assumptions in order to facilitate a

concrete robustness analysis of FRL: a) each malicious client has access only to its

own data, and b) we consider a simpler Vote(.) function, where the FRL server

puts an edge ei in the final subnetwork if more than half of the clients have ei (a

good edge) in their local subnetworks. In other words, the rankings that each client

sends to the server is just a bit mask showing that each edge should or should not be

in the final subnetwork. The server makes a majority vote on the bit masks, and if

an edge has more than half votes, it will be in the global subnetwork. Our Vote(.)

mechanism has more strict robustness criterion, as it uses more nuanced reputations

of edges instead of bit masks. Hence, the upper bound on failure probability in this

section also applies to the FRL vote(.) function.

The probability that our voting system fails is the probability that more than

half of the votes do not include ei in their subnetworks. The upper bound on the

probability of failure would be 1/2
√

np(1−p)
(n(p+α(1−2p)−1/2))2

, where n is the number of clients

being processed, p is the probability that a benign client puts ei in their top ranks,

and α is the fraction of malicious clients. Please check [111] for the detailed proof.

Figure 5.4 shows the upper bound on the failure of Vote(.) for different values of

α and p. As can be seen, the higher the probability p, the higher the robustness of

FRL.
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Figure 5.4: Upper bound on the failure probability of Vote(.) function in FRL. α is
the percentages of malicious clients and p is the probability that a benign client puts
a good edge in its top k ranks.

5.2.4 Robustness evaluation of FRL

5.2.4.1 Experimental setup

Datasets and their distribution: We use MNIST, CIFAR10, and FEMNIST

datasets. Most real-world FL settings have heterogeneous client data, hence following

previous works [127, 75], we distribute MNIST and CIFAR10 datasets among 1,000

clients in non-iid fashion using Dirichlet distribution with parameter β = 1. Note

that, increasing β results in more iid datasets. FEMNIST is naturally distributed

non-iid among 3,400 clients. We further split the datasets of each client into training

(80%) and test (20%).

We run all the experiments for 2000 global rounds of FRL and FL, while selecting

25 clients in each round. At the end of the training, we calculate the test accuracy
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Table 5.5: State-of-the-art model architectures that we use for FRL experiments.

Architecture Layer Name Number of parameters

LeNet [158]
(MNIST and
FEMNIST)

Conv(32) 288
Conv(64) 18432
FC(128) 1605632

FC(10) or FC(62) 1280 or 7936

Conv8 [126]
(CIFAR10)

Conv(64), Conv(64) 38592
Conv(128), Conv(128) 221184
Conv(256), Conv(256) 884736
Conv(512), Conv(512) 3538944

FC(256), FC(256), FC(10) 592384

of all the clients on the final global model, and we report the mean and standard

deviation of all clients’ test accuracies in our experiments. For MNIST and FEM-

NIST we use LeNet architecture and for CIFAR10 we use Conv8 architecture shown

in Table 5.5. For complete hyperparameter settings, please refer to Appendix C.1

of [111]. We independently tune the hyperparameters for FRL and other baselines

(Section 5.2.4.1).

Baseline FL algorithms: We compare the FRL with FedAvg (Section 2.1) Multi-

Krum (Section 2.2.3), Trimmed-mean (Section 2.2.3) and the following two additional

FL baselines:

SignSGD [25] is a quantization method used in distributed learning to compress each

dimension of gradient updates into 1 bit instead of 32 or 64 bits. To achieve this, in

SignSGD the clients only send the sign of their gradient updates to the server, and

the server runs a majority vote on them. SignSGD is designed for distributed learning

where all the clients participate in each round, so all the clients are aware of the most

updated weight parameters of the global model. However, SignSGD only reduces

upload communication (clients→server). But, does not reduce download communica-

tion (server→clients), i.e., to achieve good performance of the global model, the server

sends all the weight parameters (each of 32 bits) to the newly selected clients in each

round. Hence, SignSGD is as inefficient as FedAvg in download communication.
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TopK [15, 12] is a sparsification method used in distributed learning that transmits

only a few dimensions of each model update to the server. In TopK, the clients

first sort the absolute values of their local model updates, and send the Top K%

largest model update dimensions to the server for aggregation. TopK suffers from

the same problem as SignSGD: for performance reasons, the server should send the

entire updated model weights to the new selected clients.

Table 5.6: Comparing the robustness of various FL algorithms: FRL and Sparse-FRL
(SFRL) (in bold) outperform the state-of-the-art robust AGRs and SignSGD against
our strong untargeted poisoning attacks from Section 4.2.

Dataset AGR No malicious 10% malicious 20% malicious

MNIST + LeNet
1000 clients

FedAvg 98.8 (3.2) 10.0 (10.0) 10.0 (10.0)
Trimmed-mean 98.8 (3.2) 95.1 (7.7) 87.6 (9.5)
Multi-krum 98.8 (3.2) 98.6 (3.3) 97.9 (4.1)
SignSGD 97.2 (4.6) 96.6 (5.0) 96.2 (5.6)
FRL 98.8 (3.1) 98.8 (3.1) 98.7 (3.3)

SFRL Top 50% 98.2 (3.8) 97.04 (4.4) 95.1 (7.8)

CIFAR10 + Conv8
1000 clients

FedAvg 85.4 (11.2) 10.0 (10.1) 10.0 (10.1)
Trimmed-mean 84.9 (11.0) 56.3 (16.0) 20.5 (13.2)
Multi-krum 84.7 (11.3) 58.8 (15.8) 25.6 (14.4)
SignSGD 79.1 (12.8) 39.7 (15.9) 10.0 (10.1)
FRL 85.3 (11.3) 79.0 (12.4) 69.5 (14.8)

SFRL Top 50% 77.6 (13.0) 41.7 (15.4) 39.7 (15.2)

FEMNIST + LeNet
3400 clients

FedAvg 85.8 (10.2) 6.3 (5.8) 6.3 (5.8)
Trimmed-mean 85.2 (11.0) 72.7 (15.7) 56.2 (20.3)
Multi-krum 85.2 (10.9) 80.9 (12.2) 23.7 (12.8)
SignSGD 79.3 (12.4) 76.7 (13.2) 55.1 (14.9)
FRL 84.2 (10.7) 83.0 (10.9) 65.8 (17.8)

SFRL Top 50% 75.2 (12.7) 70.5 (14.4) 60.39 (14.8)

5.2.4.2 Robustness of FRL against untargeted poisoning

Here, we compare FRL with Multi-krum (Mkrum) and Trimmed-mean. Table 5.6

gives the performances of robust AGRs, SignSGD, and FRL with different percentages

of malicious clients using our strong model poisoning attacks (Section 4.2), and the

attacks in [25] and Algorithm 5, respectively. Here, we make a rather impractical

assumption in favor of the previous robust AGRs: we assume that the server knows

the exact % of malicious clients in each FL round. Note that, FRL does not require

this knowledge.
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FRL achieves higher robustness than state-of-the-art robust AGRs: We

note from Table 5.6 that, FRL is more robust to the presence of malicious clients who

mount untargeted poisoning attacks, compared to Multi-Krum and Trimmed-mean,

when percentages of malicious clients are 10% and 20%. For instance, on CIFAR10,

10% malicious clients can decrease the accuracy of FL models to 56.3% and 58.8% for

Trimmed-mean and Multi-Krum respectively; 20% malicious clients can decrease the

accuracy of the FL models to 20.5% and 25.6% for Trimmed-mean and Multi-Krum

respectively. On the other hand, FRL performance decreases to 79.0% and 69.5% for

10% and 20% attacking ratio, respectively.

We make similar observations for MNIST and FEMNIST datasets: for FEM-

NIST, 10% (20%) malicious clients reduce accuracy of the global model from 85.8%

to 72.7% (56.2%) for Trimmed-Mean, and to 80.9% (23.7%) for Multi-krum, while

FRL accuracy decreases to 83.0% (65.8%).

FRL is more accurate than SignSGD: First, we note that, in the absence of

malicious clients, FRL is significantly more accurate than SignSGD. For instance,

on CIFAR10 distributed in non-iid fashion among 1000 clients, FRL achieves 85.3%

while SignSGD achieves 79.1% , or on FEMNIST, FRL achieves 84.2% while SignSGD

achieves 79.3%. This is because, FRL clients send more nuanced information via

rankings of their subnetworks compared to SignSGD, where clients just send the

signs of their model updates.

FRL is more robust than SignSGD: Next, we note from Table 5.6 that, FRL is

more robust against untargeted poisoning attacks compared to SignSGD when per-

centages of malicious clients are 10% and 20%. For instance, on CIFAR10, 10% (20%)

malicious clients can decrease the accuracy of SignSGD model to 39.8% (10.0%). On

the other hand, FRL performance decreases to 79.0% and 69.5% for 10% and 20%

attacking ratio respectively. We make similar observations for MNIST and FEMNIST

datasets: for FEMNIST, 10% (20%) malicious clients reduce accuracy of the global

77



model from 85.8% to 76.7% (55.1%) for SignSGD, while FRL accuracy decreases to

83.0% (65.8%).

Robustness of Sparse-FRL: We evaluate robustness of SFRL Top 50% against

10% and 20% malicious clients. As we can see from Table 5.6, by sending only top

half of the local rankings, the accuracy goes from 85.3% (FRL) to 77.6% (SFRL).

SFRL also can provide robustness to some extend, but adversary has more influence

on the global ranking since half of the rankings are missing. For instance, on CI-

FAR10, 10% (20%) malicious clients can decrease the accuracy of global ranking to

41.7% (39.7%) from 77.6%. Also for FEMNIST, 10% (20%) malicious clients can

decrease the accuracy of global ranking to 70.5% (60.39%) from 75.2%. We can see

when malicious clients’ percentages are higher, SFRL can perform better compared

to existing robust AGR.

FRL versus FedAvg and TopK: We omit the results of non-robust aggregations,

FedAvg and TopK, because even a single malicious client [30] can jeopardize their

performances.

5.2.4.3 Robustness of FRL against targeted poisoning

So far, we evaluated the robustness of FRL against untargeted attacks. In this

section, we evaluate the robustness against targeted poisoning, and specifically against

backdoor poisoning attacks. We consider state-of-the-art backdoor attacks of three

types: semantic [18], artificial [164], and edge-case[155] backdoor attacks.

Evaluation setup: Below we detail evaluation setup we use for evaluating robust-

ness of FRL against targeted poisoning.

Training hyperparameters: We compare the performances of the FRL and Fe-

dAvg against the above backdoor attacks. We evaluate the accuracy of the (poisoned)

global model on the main (inputs without trigger) and backdoor (inputs with trigger)

tasks. Following [155, 18], for all the experiments, we start from a pre-trained model
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with 80.0% test accuracy and train it for 1,000 more FL rounds when malicious clients

are present. We use N = 1000 clients, distribute CIFAR10 as in Section 5.2.4.1, and

randomly select n = 25 clients in each round. We report the final test accuracy

and the average of backdoor test accuracies over the 1000 FL rounds when percent-

ages of malicious clients is in {1, 2, 5, 10}. We assume that each malicious client

has some benign data (per the distribution scheme from Section 5.2.4.1) and all the

backdoored data. We use the same hyperparameters discussed in Section 5.2.4.1 for

training CIFAR10 on Conv8 model.

Backdoor attack hyperparameters: Here we provide hyperparameter details.

(1) Model Replacement in FL backdoor Attacks: FL backdoor poisoning attacks use

a strategy called model replacement where the malicious client first finds a malicious

update that contains the backdoor, then it scales the model parameters to cancel the

contributions from the other honest clients. For example, if there are m malicious

clients selected in FL round t, each malicious client u calculates its backdoored update

θtu, and re-scaled it to λθtu where λ = m
n

where n is the number of selected clients

in each FL round. Model replacement strategy requires that the global model is

close to convergence, so the malicious clients can replace the global model with their

backdoored model, which performs well on the main task. Following this strategy, the

backdoor accuracy would be very high in FedAvg, even if one of the malicious clients

is chosen in one round. However, in FRL, re-scaling is not possible as the clients are

sending their local rankings where each ranking are a permutation of the indices of

the edges in each layer, i.e., of [0, nℓ− 1]∀ℓ ∈ [L] where L is the number of layers and

nℓ is the number of parameters in ℓth layer. To have a fair comparison with FedAvg,

we did not use a model replacement strategy for FedAvg too.

(2) Semantic backdoors: We choose images with vertically striped walls in the back-

ground (Figure 5.5 (a)) as the backdoors. Of these 12 images with this trigger in the

CIFAR10 dataset, we use 9 of them for training the backdoors while keeping the other
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three for testing the backdoor accuracy. The malicious clients want the global model

to predict these images as the bird (class label=2). We measure the backdoor accu-

racy on 1000 randomly rotated and cropped versions of the three backdoor images

held out of the adversary’s training.

(3) Artificial backdoors: We add a particular pixel pattern to the top left corner of

the first nine (not bird) images of the CIFAR10 dataset (Figure 5.5 (b)) and change

their labels to bird (label=2). To evaluate these attacks, we pick 256 random (not

bird) images from CIFAR10 and add this pattern to them with the label of class bird.

(4) Edge-Case backdoors: We collect 980 images from public web by searching for

Southwest airplanes (similar to what [155] did) and resize the images to 32 × 32

(Figure 5.5 (c)). We set their target labels as truck (class label=9). We use 784 of

these images for training and keep 196 of them for the evaluation of the backdoor.
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0 2 4 6 8 10
Percentage of attackers

0

20

40

60

80

Te
st
 A
cc
ur
ac
y

FedAvg (Backdoor)
FRL (Backdoor)

FedAvg (Main Task)
FRL (Main Task)

(b) Edge-Case backdoor results

Figure 5.5: FL backdoor poisoning attacks on CIFAR10 distributed over 1000 clients
with Dirichlet (β = 1.0) for presence pf adversary in 1000 FL rounds.

Evaluation results:

Semantic backdoor attacks: Figure 5.5 (a) shows the performance of FedAvg and

FRL on the main task and the backdoor task when different percentages of malicious

clients want to put a semantic backdoor in the global model. This figure shows that

FRL is more robust against semantic backdoor attacks for different percentages of
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malicious clients. For example, with 2% of malicious clients, training FedAvg results

in 84.4% final test accuracy with 82.7% average backdoor accuracy, while training

FRL results in 84.1% and 49.2% accuracy on the main task and backdoor task,

respectively. The existence of a more significant number of malicious clients (e.g.,

10%) results in higher backdoor accuracy for both FedAvg and FRL as the malicious

clients have more influence on the global model to introduce their backdoor; with

existence of 10% of malicious clients, training FedAvg and FRL achieves 95.7% and

91.2% average backdoor accuracy respectively.

Artificial backdoor attacks: These attacks are ineffective when the adversary

cannot use model replacement strategy (i.e., cannot re-scale their parameters). In

FRL, malicious clients cannot scale their updates, as they submit a local ranking

(from a discrete space of updates). To be fair, we also did not use re-scaling in our

experiments for FedAvg. We did not report the results for this attack, as the backdoor

accuracy would be 0% for both FRL and FedAvg with no parameter re-scaling. It

means that the global model always predict the right label (not the adversary target

label ”bird”) for the test backdoor images.

Edge-Case backdoor attacks: Figure 5.5 (b) shows that FRL is more robust

against Edge-case backdoor attacks for different percentages of malicious clients. For

example, with 2% of malicious clients, training FedAvg results in 83.7% final test

accuracy with 77.3% average backdoor accuracy, while training FRL results in 84.0%

and 64.6% accuracy on the main task and backdoor task, respectively. Similar to

semantic backdoors, a larger number of malicious clients (e.g., 10%) results in higher

backdoor accuracy for both FedAvg and FRL; with 10% of malicious clients, training

FedAvg and FRL achieves 94.0% and 90.3% average backdoor accuracy respectively.
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CHAPTER 6

A CRITICAL EVALUATION POISONING ATTACKS ON
PRODUCTION FEDERATED LEARNING

In Chapter 4, we demonstrated that the our state-of-the-art model poisoning

attacks can significantly reduce performances of the global models trained using FL

based on state-of-the-art robust aggregation rules (AGRs). In other words, we showed

that the theoretical robustness guarantees of the major robust AGRs overestimate

their robustness against poisoning attacks.

The gap between the literature and practice: In order to test the theoreti-

cal robustness of AGRs, in Chapter 4 we assumed a strong poisoning adversary who

introduces and controls up to 25% malicious clients, because most of the existing ro-

bust AGRs claim that they can defend against up to 25% malicious clients. Majority

of the existing literature on poisoning attacks and defenses for FL makes similarly

unrealistic assumptions that do not hold in real-world FL deployments, e.g., assump-

tions about the percentages of malicious clients, total number of FL clients, and the

types of FL systems [82]. Typically, the assumptions are about the convexity of

optimization problem, percentages of malicious clients, total number of FL clients,

and type of the FL setting. For instance, state-of-the-art attacks [64, 22, 132] (de-

fenses [30, 168, 165, 45]) assume adversaries who can compromise up to 25% (50%)

of FL clients. For an app like Gboard with ∼ 1B installations [82], 25% malicious

clients would mean an attacker controls 250 million Android devices ! We argue that,

although interesting from theoretical perspectives, the assumptions in recent FL ro-

bustness works do not represent common real-world adversarial scenarios that account

for the difficulty and cost of at-scale compromises.
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Hence, in this chapter, we perform a critical analysis of the literature on FL ro-

bustness against (untargeted) poisoning under practical considerations. Our ultimate

goal is to understand the significance of poisoning attacks and the need for sophisti-

cated robust FL algorithms in production FL.

More specifically, following the systematization of threat models of poisoning at-

tacks on FL introduced in Chapter 3, we discuss the practicality of all possible threat

models obtained by combining the dimensions corresponding to the objective of untar-

geted poisoning. Note that, as clarified in Section 3.1.1.1.1, this thesis focuses on un-

targeted poisoning on FL. As we will discuss, out of all possible combinations, only two

threat models, i.e., nobox offline data poisoning and whitebox online model poisoning,

are of practical value to production FL. We believe that prior works [22, 30, 64, 132]

have neglected the crucial constraints of production FL systems on the parameters

relevant to FL robustness. To the best of our knowledge, for the first time, we consider

the production FL environments [82, 32] and provide practical ranges for various pa-

rameters of poisoning threat models. As a result, our evaluations lead to conclusions

that contradict the common beliefs in the literature, e.g., we show that production FL

even with the non-robust Average AGR is significantly more robust than previously

thought.

Next, we introduce improved poisoning attacks under the two aforementioned

threat models. We build on the classic label flipping data poisoning attack [161, 162,

118] designed for centralized ML and present the first attacks that systematically

consider the data poisoning threat model for FL. We also propose novel model poi-

soning attacks based on the idea of stochastic gradient ascent and show that they

outperform the state-of-the-art.

Finally, we extensively evaluate all existing poisoning attacks as well as our own

improved attacks across three benchmark datasets, for various FL parameters, and
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Table 6.1: Practical ranges of FL parameters based on the literature and discussions
on FL production systems [6, 82, 32] and the ranges used in untargeted FL poisoning
and robust AGRs literature [64, 22, 132, 30, 108]. MPA means model poisoning
attack and DPA means data poisoning attack. Red (green) cells denote impractical
(practical) ranges.

Parameters/Settings What we argue to be practical
Used in previous
untargeted works

FL type + Attack type
Cross-silo + DPAs

Cross-device + {MPAs, DPAs} Cross-silo + MPAs

Total number of FL
clients, N

Order of [103, 1010] for cross-device
[2, 100] for cross-silo

[50, 100]

Number of clients
chosen per round, n

Small fraction of N for cross-device
All for cross-silo

All

% of compromised
clients, M

M ≤0.1% for DPAs
M ≤0.01% for MPAs

[20, 50]%

Average size of benign
clients’ data, |D|avg

[50, 1000] for cross-device
Not applicable to cross-silo

Not studied for cross-device
[50, 1000] for cross-silo

Maximum size of
local poisoning data

Up to 100× |D|avg for DPAs
Not applicable to MPAs

∼ |D|avg

for different types of FL deployments. We make several significant deductions about

the state of FL poisoning literature for production FL.

6.1 Practical Considerations for Poisoning Threat Models

In this section, we consider practical FL deployments and discuss their features

relevant to understanding the robustness of such practical FL deployments.

6.1.1 Salient Features of Production Federated Learning

Production FL can be either cross-device or cross-silo [82]. In cross-device FL,

the number of clients (N) is large (from few thousands to billions) and only a small

fraction of them is chosen in each FL training round, i.e., n ≪ N . In cross-device

FL, clients’ devices are highly resource constrained, and therefore, they can process

only a limited amounts of data in an FL round. Also, as the devices have highly

unreliable network connections, it is expected that a small fraction of the selected

devices may drop out in any given FL round. Note that, this equally impacts both

benign and malicious clients and does not affect the robustness; this is similar to how
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Table 6.2: The eight possible threat models for untargeted poisoning attacks on
FL. T3-T8 are valid, but only T4 and T5 represent practical FL deployments (Sec-
tion 6.1.4).

Capability Knowledge Attack mode
∈ {MP, DP} ∈ {Nb, Wb} ∈ {Off, On}

T1 Model poison Nobox Offline
T2 Model poison Nobox Online
T3 Model poison Whitebox Offline
T4 Model poison Whitebox Online
T5 Data poison Nobox Offline
T6 Data poison Nobox Online
T7 Data poison Whitebox Offline
T8 Data poison Whitebox Online

the choice of n has no impact on the robustness (Section 6.3.4.3). In cross-silo FL, N

is moderate (up to 100) and all clients are selected in each round, i.e., n = N . Clients

are large corporations, e.g., banks, and have devices with ample resources. Hence,

they can process very large amounts of data and client drop-outs do not happen.

In both FL types, the on-device model used for inference and the on-device model

being trained are different. Hence, an adversary cannot gain any insight into the

training-model by querying the inference-model, i.e., nobox access (Table 3.1), and

must break into the device, i.e., get whitebox access (Table 3.1).

Finally, we assume that production systems are adequately protected against stan-

dard attack vectors and vulnerabilities such as Sybil attacks. For instance, if the

adversary manages to operate millions of fake accounts [63], we argue that the ser-

vice provider should prioritize improving their security attestation protocols instead

of deploying FL. Section 6.1.3 also explains that the cost of operating a large scale,

persistent botnet in modern operating systems, e.g., Android, is non-trivial. Please

refer to [82] for more details on production FL.

6.1.2 Understanding the practicality of threat models

For our goal of untargeted poisoning with the partial knowledge of the benign

data, we can combine the rest of the dimensions in Table 3.1 and obtain eight possible
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threat models (Table 6.2). We argue that only T4 (nobox offline data poison) and

T5 (whitebox online model poison) are of practical value, and below, justify why

other models are less relevant in practice: (1) With model poisoning capability, the

adversary has whitebox access by default, hence, T1 and T2 in Table 6.2 are not valid.

(2) In cross-device FL, only a few selected clients get the most recent global model

in each round. Hence, to gain whitebox access to the model, the adversary needs to

control (i.e., break into) a large number of devices (so that in most FL rounds, the

FL server picks at least one of them), which is impractical in practice as we explain

in Section 6.1.3. With whitebox access, the adversary can mount the stronger online

model poisoning attacks (MPAs) instead of data poisoning attacks (DPAs). Therefore,

T3, T7, and T8 are not reasonable threat models, as they combine whitebox access

with either offline attacks or DPAs. (3) Under T6 (nobox online data poison), the

adversary mounts an online attack, i.e., they adaptively poison the local data of

malicious clients. But, as the adversary has no knowledge of the (current) global

model due to nobox access, they cannot generate new poisoning data adaptively.

Hence, the combination of nobox and online is not practical.

6.1.3 Practical Ranges of FL Parameters

We argue that the literature on untargeted poisoning [22, 64, 132, 30, 108] rarely

evaluates their proposed attacks/defenses for the production FL settings, primarily

due to their motivation to perform worse-case analyses. But, we show that such

analyses lead to conclusions that do not apply to production FL.

Table 6.1 demonstrates the stark differences between the parameter ranges used in

the untargeted poisoning literature and their practical ranges, which we have obtained

from recent surveys [82, 32] and discussion among FL experts [6]. This is due to the

more challenging nature of untargeted poisoning in FL. We attribute this to the

86



difficulty of establishing successful untargeted attacks for practical settings, as we

will also show in our evaluations.

Contrary to what production FL settings encounter, previous works commonly

evaluate robustness using very high percentages of malicious clients and/or using

model poisoning attacks on cross-silo FL (Table 6.1). However, we use small per-

centages of malicious clients M ≤1, for cross-device FL, use large numbers of clients

N ∈[1, 000, 34, 000] and use n ∈ [25, 50]≪ N in each round; we use N=n=50.

In particular, consider the percentages of malicious clients; state-of-the-art at-

tacks [64, 22, 132] (defenses [30, 168, 165, 45]) assume adversaries who can compromise

up to 25% (50%) of FL clients. The cost of creating and operating a compromised

client botnet at scale (which includes breaking into devices) is non-trivial. To create

the botnet, the adversary would need to either buy many physical devices (∼$25 each)

and root them (for state-of-the-art model poisoning attacks [64, 22, 132]), pay for ac-

cess to large but undetected botnets with remote administrative access, or develop

an entirely new botnet via compromising a popular app/sdk to exploit unpatched

security holes and gain persistence. To operate the botnet, the adversary must avoid

detection by antimalware services [8] as well as dynamic anti-abuse services (such as

Android’s SafetyNet [9]). With a botnet in place, the adversary may further need to

pay for a skilled engineering team to keep malicious FL code in sync with the tar-

get FL-enabled app and to reverse-engineer frequently-shifting ML workloads. Such

an engineering team could instead change apps’ behaviors to mimic the effect of a

compromised FL-trained model, they might use their privileged access to steal lo-

gin credentials for account hijacking, or they might participate in ad/click fraud or

bank fraud or ransomware for financial gain. More plausible scenarios for an adver-

sary reaching double-digit client percentages—such as an app insider—likely enable

attacker-controlled FL servers, thereby removing them from the literature’s standard

threat model.
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For data poisoning attacks, we assume that malicious clients can have a limited

amount of poisoned data Dp. Because, in cross-device FL, the devices with low

processing powers (e.g., smart phones and watches) can process limited Dp in the

short duration of FL rounds. However, in cross-silo FL, silos can inspect Dp and

remove Dp with sizes much larger than the average size of clients’ data |D|avg. Hence,

we argue that |Dp| should be up to 100 × |D|avg. We discuss rest of the parameters

from Table 6.1 in the corresponding sections.

6.1.4 Threat Models in Practice

Here we discuss the two threat models of practical interest.

6.1.4.1 Nobox Offline Data Poisoning (T4)

In this setting, the adversary does not know the architecture, parameters, or

outputs of the global model. The adversary knows the server’s AGR, but may or may

not know the global model architecture; we evaluate both cases. We assume that

the adversary knows the benign data of the malicious clients and mounts offline data

poisoning attacks (DPAs).

This adversary does not require any access to the internals (e.g., FL binaries,

memory) of compromised devices, and therefore, can compromise large percentages

of production FL clients, e.g., on order of up to 0.1% [82, 6]. However, the poisoning

impact of the corresponding poisoned updates is very limited. This is partly because

arbitrarily poisoned updates (e.g., of model poisoning attacks (MPAs) [64, 22, 132])

need not map to the valid data domain. For instance, consider the standard max

function: f(x, y)=max(x, y). Gradient of this function with respect to either x or y

is always 0 or 1 [53]. Hence, a DPA cannot have a poisoned update with an arbitrary

value for gradients of the parameters. But an MPA can, because it can directly assign

any arbitrary value to the parameters’ gradients.
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6.1.4.2 Whitebox Online Model Poisoning (T5)

The adversary knows the parameters and predictions of the global model whenever

the server selects at least one compromised client. We assume that the adversary

knows the server’s aggregation rule and the benign data on the compromised devices.

The adversary mounts online MPAs.

Unlike data poisoning adversary, this adversary breaks into the compromised de-

vices, which is extremely costly as discussed in Section 6.1.3. Hence, in practice, a

model poisoning adversary can compromise very small percentages of FL clients, e.g.,

on order of up to 0.01% [82, 6]. However, due to their ability to directly manipulate

the model updates, in theory, a model poisoning adversary can craft highly poisonous

updates. We can justify this claim from the example of a zero-value parameter dis-

cussed in Section 6.1.4.1.

6.2 Exploring The Space of FL Poisoning Attacks

Existing FL Poisoning Attacks: Section 2.2.1 details the existing data and model

poisoning attacks. In our evaluations, we also consider our model poisoning attacks

from Chapter 4; we call them dynamic optimization (DYN-OPT) attacks.

6.2.1 Improved FL Poisoning Attacks

We use the same general optimization problem as in Section 4.2.1 of Chapter 4 to

design improved data and model poisoning attacks. The optimization is reproduced

below for reference:

argmax
∇′∈Rd

∥∇b −∇p∥ (6.1)

...∇b =favg(∇i∈{[n′]}), ∇p = fagr(∇′
{i∈[m]},∇{i∈[n′]})

where, m is the number of malicious clients selected in the given round, fagr is the

target AGR, favg is the Average AGR, ∇{i∈[n′]} are the benign updates available to
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the adversary (e.g., updates computed using the benign data of malicious clients), ∇b

is a reference benign aggregate, and ∇′
{i∈[m]} are m replicas of the poisoned update,

∇′, of our attack. ∇p is the final poisoned aggregate.

Although the optimization problem is the same as before, two key differences are:

(1) We are the first to use (6.1) to construct systematic data poisoning attacks on

FL. (2) Our model poisoning attacks not only tailor the optimization in (6.1) to the

given AGR (as in Chapter 4), but also to the given dataset and global model, by

using stochastic gradient ascent algorithm (Section 6.2.1.2); this boosts the efficacy

of our attack.

6.2.1.1 Improved Data Poisoning Attacks (DPAs)

We formulate a general DPA optimization problem using (6.1) as follows:

argmax
Dp⊂D

∥∇b −∇p∥ (6.2)

...∇b and ∇p as in (6.1) and ∇′ = A(Dp, θ
g)− θg

where D is the entire input space and Dp is the poisoning data used to compute the

poisoned update ∇′ using a training algorithm A, e.g., mini-batch SGD, and global

model θg. The rest of the notations are the same as in (6.1). To solve (6.2), we find

Dp such that when θg is fine-tuned using Dp, the resulting model θ′ will have high

cross-entropy loss on some benign data Db (e.g., that of malicious clients), i.e., high

L(Db; θ
′), and the corresponding update ∇′ = θ′−θg will circumvent the target AGR.

Our intuition is that, when the global model is updated using such ∇′, it will have

high loss on benign data [28, 78, 112].

Sun et al. [147] propose DPAs on federated multi-task learning where each client

learns a different task. Hence, their attacks are orthogonal to our work. On the

other hand, as [64] demonstrates, backgradient optimization based DPAs [112] are
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Figure 6.1: Effect of varying the sizes of poisoned data, Dp, on the objectives of DPAs
(Section 6.2.1.1) on various AGRs. We compute Dp by flipping the labels of benign
data.

computationally very expensive (∼10 days to compute poison for a subset of MNIST

task) yet ineffective.

Instead, because the central server has no visibility into the clients’ data or their

sizes, we propose to use an appropriate amount of label flipped data as Dp for each of

the malicious clients. Our intuition behind this approach is the same as before: the

larger the amount of label flipped data used to compute θ′, the larger the L(Dp; θ
′)

and ∥∇′∥, and therefore, the higher the deviation in (6.2). We validate this intuition

using FEMNIST dataset in Figure 6.1 for various AGRs. For instance, Figures 6.1 (a)

and (b) show that increasing |Dp| monotonically increases update’s loss and norm,

respectively, and hence, can effectively poison the Average AGR [30, 108].

In our work, we propose two label flipping (LF) strategies: static LF (SLF)

and dynamic LF (DLF). In SLF, for a sample (x, y), the adversary flips labels in a
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static fashion as in Section 2.2.1. On the other hand, in DLF, the adversary computes

a surrogate model θ̂, an estimate of θg, e.g., using the available benign data, and flips

y to the least probable label with respect to θ̂, i.e., to argmin θ̂(x). We observe

that the impacts of the two LF strategies are dataset dependent. Therefore, for each

dataset, we experiment with both of the strategies and, when appropriate, present

the best results. We now specify our DPA for Average, Norm-bounding, Multi-krum,

and Trimmed-mean AGRs; these are described in Section 2.2.3.

Average: To satisfy the attack objective in (6.2) for Average AGR, we produce

updates with large loss and norm [30, 108] using very large amounts of label flipped

data (Figures 6.1-(a,b)).

To obtain large |Dp|, we combine the benign data of all malicious clients and

flip their labels using either SLF or DLF strategy (simply SLF/DLF). To increase

|Dp| further, we add Gaussian noise to existing feature vectors of |Dp| to obtain new

feature vectors and flip their labels using SLF or DLF.

Norm-bounding: To attack Norm-bounding AGR, we use large |Dp| to generate

poisoned updates that incur high losses on benign data (as we show in Figure 6.1-

(b)). As our evaluations will show, even if their norms are bounded, such poisoned

updates remain far from benign updates and have high poisoning impacts. This leads

to effective attacks, but only at high percentages of malicious clients (e.g., M=10%).

Multi-krum: Following [132], our attack aims to maximize the number of poisoned

updates in the selection set (S) of Multi-krum AGR (Section 2.2.3). As the size of S is

fixed, maximizing the number of poisoned updates in S implicitly means minimizing

the number of benign updates. This objective is formalized as:

argmax
Dp⊂D′

p

m′ = |{∇ ∈ ∇′
{i∈[m]}|∇ ∈ S}| (6.3)

where D′
p is all the available labels flipped data and m′ is the final number of poisoned

updates in S of Multi-krum.
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Figure 6.2: Schematic of our PGA attack: PGA first computes a poisoned update ∇′

using stochastic gradient ascent (SGA). Then, fproject finds the scaling factor γ that
maximizes the deviation between benign aggregate ∇b and poisoned aggregate ∇p

γ.
Robust aggregations easily discard the scaled poisoned updates, γ∇′, with very high
γ (e.g., γ{4,5}), while those with very small γ (e.g., γ{1,2}) have no impact.

We solve (6.3) based on an observation: In Figure 6.1-(d) we vary |Dp| and plot

the fraction of corresponding poisoned updates that Multi-krum selects. Let |D|avg

be the average dataset size of benign clients, e.g., |D|avg is 23.7 for FEMNIST. Note

from Figure 6.1-(d) that, even for |Dp| slightly higher than |D|avg, Multi-krum easily

discards most of the poisoned updates. Only when |Dp| is small (∼10), Multi-krum

selects most of the poisoned updates. Hence, we sample Dp ⊂ D′
p, where we vary

|Dp| ∈ [0.5 · |D|avg, 3 · |D|avg], and check the poisoning impact of Dp on Multi-krum;

to reduce variance, we repeat this 10 times for each |Dp|. We report the results for

Dp with the maximum poisoning impact.

Trimmed-mean: For Trimmed-mean AGR, we use the objective in (6.2), but it

is cumbersome to solve it directly. Hence, similar to our attacks on Average and

Norm-bounding AGRs, we use large |Dp| for poisoned data on each of the malicious

clients. Our approach is based on the observation in Figure 6.1-(c): The higher the

|Dp| (obtained using DLF/SLF strategies), the higher the Trimmed-mean objective

value, i.e., ∥∇p −∇b∥.
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6.2.1.2 Improved Model Poisoning Attacks (MPAs)

We use (6.1) as the general optimization problem for our MPAs. To solve this

optimization, we craft a poisoned model θ′ with high L(Db; θ
′) while ensuring that

the corresponding poisoned update, ∇′, circumvents the target AGR.

Model poisoning adversary can directly manipulate the malicious clients’ updates

(Section 6.1.4.2). Hence, first, our attack uses the stochastic gradient ascent (SGA)

algorithm (instead of SGD) and fine-tunes θg to increase (instead of decreasing) the

loss on some benign data, Db, to obtain a malicious θ′. But, in order to ensure

that the corresponding poisoned update, i.e., ∇′ = θ′ − θg, circumvents the target

AGR, we project the update on a ball of radius τ around origin, i.e., scale the update

to have a norm ∥∇′∥ ≤ τ , where τ is the average of norms of the available benign

updates. Hence, we call our attack projected gradient ascent (PGA). To perform

stochastic gradient ascent, we increase the loss on batch b of data by using the opposite

of a benign gradient direction, i.e., −∇θL(θ; b).

Algorithm 6 gives the overview of our MPA. The adversary first computes τ (line

2), an average of the norms of some benign updates available to her (∇{i∈[n′]}). Then,

the adversary fine-tunes θg using Dp and SGA to compute a poisoned update ∇′; our

attack computes ∇′ for any AGR in the same manner. Finally, the adversary uses

fproject function to appropriately project ∇′ in order to circumvent the robustness

criteria of the target AGR, fagr.

Algorithm 7 describes fproject: It computes ∇b = favg(∇{i∈[n′]}). Then, it finds a

scaling factor γ for ∇′ that maximizes the distance between the benign aggregate ∇b

and the poisoned aggregate ∇p = fagr(γ∇′
{i∈[m]},∇{i∈[n′]}). Note that, there can be

many ways to optimize γ [132], but we empirically observe that simply searching for

γ in a pre-specified range (e.g., [1,Γ] with Γ ∈ R+) yields strong attacks (line 6).

Figure 6.2 depicts the idea of fproject algorithm.
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Algorithm 6 Our PGA model poisoning attack algorithm

1: Input: ∇{i∈[n′]}, θ
g, fagr, Dp

2: τ = 1
n′
∑

i∈[n′] ∥∇i∥ {Compute norm threshold}
{τ is given for norm-bounding AGR}

3: θ′ ← ASGA(θ
g, Dp) {Update using stochastic gradient ascent}

4: ∇′ = θ′ − θg {Compute poisoned update}
5: ∇′ = fproject(fagr,∇′, τ,∇{i∈[n′]}) {Scale ∇′ appropriately}
6: Output ∇′

Algorithm 7 The projection function (fproject) of our PGA from Section 6.2.1.2.

1: Input: fagr, ∇′, τ , ∇{i∈[n′]}
2: d∗ = 0 {Initialize maximum deviation}
3: γ∗ = 1 {Optimal scaling factor that maximizes deviation in (6.1)}
4: ∇′ = ∇′×τ

∥∇′∥ {Scale ∇
′ to have norm τ}

5: ∇b = favg(∇{i∈[n′]}) {Compute reference benign update}
6: for γ ∈ [1,Γ] do
7: ∇′′ = γ · ∇′

8: d = ∥fagr(∇′′
{i∈[m]},∇{i∈[n′]})−∇b∥

9: γ∗ = γ if d > d∗ {Update optimal γ}
10: γ = γ + δ {Update γ}
11: end for
12: Output γ∗ · ∇′

Due to the modular nature of our attacks, one can attack any given AGR by

plugging its algorithm in Algorithm 7. This is unlike Sun et al. [148], who propose a

similar targeted attack which only works against norm-bounding AGR.

Furthermore, to reduce computation, below we tailor fproject to some of the state-

of-the-art AGRs from Section 2.2.3; note that, the adversary obtains a poisoned

update, ∇′, using Algorithm 6 before tailoring fproject to the target AGR.

Average: Average does not impose any robustness constraints, therefore, we sim-

plify fproject by scaling ∇′ by an arbitrarily large constant, e.g., 1020. If the server

selects a compromised client, such poisoned update suffices to completely poison θg.

Norm-bounding: Following the Kirchoff’s law, we assume that the attacker knows

the norm-bounding threshold, τ , and therefore, fproject scales ∇′ by τ
∥∇′∥ , so that the

norm of the final ∇′ will be τ .
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Multi-krum: Similar to our DPA (Section 6.2.1.1), the objective of our MPA on

Multi-krum is to maximize the number of poisoned updates in the selection set S.

We aim to find a scaling factor γ for ∇′ such that maximum number of ∇′′ = γ∇′

are selected in S. This is formalized below:

argmax
γ∗∈R

m = |{∇ ∈ ∇′′
{i∈[m]}|∇ ∈ S}| (6.4)

To solve the optimization in (6.4), our fproject searches for the maximum γ in a

pre-specified range [1,Γ] such that Multi-krum selects all the scaled poisoned updates.

Specifically, in Algorithm 7, instead of computing the deviation (line-8), we compute

the number of ∇′′ selected in S and update γ∗ if S has all of ∇′′s.

Trimmed-mean: Here, we directly plug Trimmed-mean algorithm in Algorithm 7

(line-8). Our attack is similar to that of [132], but instead of using one of several

perturbation vectors, ω’s, we use stochastic gradient ascent to tailor ω to the entire

FL setting ( e.g., θg, data, optimizer, etc.) to improve the attack impact.

6.3 Analysis of FL Robustness in Practice

In this section, we evaluate state-of-the-art data (DPAs) and model poisoning

attacks (MPAs) against non-robust and robust FL algorithms (Section 2.2.3), un-

der practical threat models from Section 6.1.4. We start by analyzing cross-device

FL (Sections 6.3.2 to 6.3.4), as it is barely studied in previous works and is more

susceptible to poisoning. Then, we will analyze cross-silo FL in Section 6.3.5.

6.3.1 Experimental setup

Real-world FL datasets [3, 121] are proprietary and cannot be publicly accessed.

Hence, we follow the literature on untargeted poisoning in FL [64, 132, 22, 151] and

focus on image and categorical datasets. But, we ensure that our setup embodies
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the production FL [82], e.g., by using large number of clients with extremely non-iid

datasets.

6.3.1.1 Datasets and Model Architectures

FEMNIST [36, 51] is a character recognition classification task with 3,400 clients,

62 classes (52 for upper and lower case letters and 10 for digits), and 671,585 grayscale

images. Each client has data of her own handwritten digits or letters. Considering the

huge number of clients in real-world cross-device FL (up to 1010), we further divide

each of the clients’ data in p ∈ {2, 5, 10} non-iid parts using Dirichlet distribution [110]

with α = 1. Increasing the Dirichlet distribution parameter, α, generates more iid

datasets. Unless specified otherwise, we set p = 10, i.e., the total number of clients

is 34,000. We use LeNet [96] architecture.

CIFAR10 [88] is a 10-class classification task with 60,000 RGB images (50,000 for

training and 10,000 for testing), each of size 32 × 32. Unless specified otherwise, we

consider 1,000 total FL clients and divide the 50,000 training data using Dirichlet

distribution [110] with α = 1. We use VGG9 architecture with batch normaliza-

tion [139].

Purchase [4] is a classification task with 100 classes and 197,324 binary feature

vectors each of length 600. We use 187,324 of total data for training and divide it

among 5,000 clients using Dirichlet distribution with α = 1. We use validation and

test data of sizes 5,000 each. We use a fully connected network with layer sizes {600,

1024, 100}.

6.3.1.2 Details of Federated learning and attack parameters

For FEMNIST, we use 500 rounds, batch size, β = 10, E = 5 local training

epochs, and in the eth round use SGD optimizer with a learning rate η = 0.1× 0.995e

for local training; we select n = 50 clients per round and achieve baseline accuracy

Aθ=82.4% with N=34,000 clients. For CIFAR10, we use 1,000 rounds, β = 8, E = 2,
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Figure 6.3: Attack impacts (Iθ) of state-of-the-art data (DPA-DLF/SLF) and model
(MPA) poisoning attacks on cross-device FL with average AGR. Iθ’s are signifi-
cantly lower for practical percentages of compromised clients (≤ 0.1%) than previously
thought.

and in the eth round use SGD with momentum of 0.9 and η = 0.01 × 0.9995e; we

use n = 25 and achieve Aθ=86.6% with N=1,000. For Purchase, we use 500 rounds,

β = 10, E = 5, and in the eth round use SGD with η = 0.1 × 0.999e; we use n = 25

and achieve Aθ=81.2% with N=5,000.

We generate large poisoned data Dp required for our DPAs (Section 6.2.1.1) by

combining the dataset of compromised clients and adding Gaussian noise to their

features. We round the resulting feature for categorical Purchase dataset.

6.3.1.3 Attack impact metric

Aθ denotes the maximum accuracy that the global model achieves over all FL

training rounds, without any attack. A∗
θ for an attack denotes the maximum accuracy

of the model under the given attack. We define attack impact, Iθ, as the reduction

in the accuracy of the global model due to the attack, hence for a given attack, Iθ =

Aθ − A∗
θ.

6.3.2 Evaluating Non-robust FL (Cross-device)

We study Average AGR due to its practical significance and widespread use.

Previous works [30, 64, 132, 22, 108, 168] have argued that even a single compromised
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Figure 6.4: Even with a very large number of FL rounds (5,000), the state-of-the-art
model poisoning attacks withM=0.1% cannot break the robust AGRs (Section 6.3.3).

client can prevent the convergence of FL with Average AGR. However, our results

contradict those of previous works: we show that this established belief about Average

AGR is incorrect for production cross-device FL.

Figure 6.3 shows the attack impacts (Iθ) of various DPAs and MPAs. Note that,

for the Average AGR, all MPAs [132, 64, 22], including ours, are the same and craft

arbitrarily large updates in a malicious direction. Hence, we show a single line for

MPAs in Figure 6.3.

We see that for cross-device FL, when percentages of compromised clients (M)

are in practical ranges (Table 6.1), Iθ’s of all the attacks are very low, i.e., the final

θg converges with high accuracy. For FEMNIST, Iθ of MPAs at M=0.01% is ∼2%

and Iθ of DPAs at 0.1% is ∼5%. In other words, compared to the no attack accuracy

(82.3%), the attacks reduce the accuracy by just 2% and 5%. Similarly, we observe

very low Iθ’s for the Purchase and CIFAR10 datasets.

Note that, here we use very large local poisoned data (Dp) for our DPAs, as DPAs

on Average AGR become stronger with higher |Dp| (Section 6.2.1.1); |Dp|’s are 20,000,

50,000, and 20,000 for FEMNIST, CIFAR10, and Purchase, respectively. However,
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as we will show in Section 6.3.4.1, under practical |Dp|, Iθ’s of DPAs are negligible

even with M=10%.

The inherent robustness of cross-device FL is due to its client sampling procedure.

In an FL round, the server selects a very small fraction of all FL clients. Hence, in

many FL rounds no compromised clients are chosen when M (< 1%) is in practical

ranges.

(Takeaway 6.3.2) Contrary to the common belief, production cross-device FL

with (the naive) Average AGR converges with high accuracy even in the presence

of untargeted poisoning attacks.

6.3.3 Evaluating Robust FL (Cross-device)

In this section, contrary to previous works, we study the robustness of robust

AGRs for cross-device FL when percentages of compromised clients (M) are in prac-

tical ranges. Figure 6.8 shows the poisoning impact (Iθ) of DPAs and MPAs for Norm-

bounding (Normb), Multi-krum (Mkrum), and Trimmed-mean (Trmean) AGRs. Be-

low, we discuss three key takeaways:

6.3.3.1 Cross-device FL with robust AGRs is highly robust in practice

Iθ of attacks on robust AGRs are negligible in practice, i.e., when M ≤ 0.1% for

DPAs and M ≤ 0.01% for MPAs. For instance, Iθ ≤ 1% for all of state-of-the-art

attacks on all the three datasets, i.e., the attacks reduce the accuracy of θg by less

that 1 percent.

We also run FL with a robust AGR for a very large number (5,000) of rounds

to investigate if the strongest of MPAs against the AGR with M = 0.1% can break

the AGR after long rounds of continuous and slow poisoning. Figure 6.4 shows the

results: Mkrum and Trmean remain completely unaffected (in fact accuracy of the

global model increases), while accuracy due to Normb reduces by <5%.
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Figure 6.5: FEMNIST with CNN architecture
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Figure 6.6: CIFAR10 with VGG9 architecture
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Figure 6.7: Purchase with Fully connected architecture

Figure 6.8: Attack impacts of various poisoning attacks (Section 6.2) on cross-device
FL with robust AGRs (Section 2.2.3). These AGRs are highly robust for practical
percentages of compromised clients ; for in-depth analysis, please check Section 6.3.3.
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In summary, state-of-the-art poisoning attacks [132, 22, 64] demonstrate that the

robust AGRs are significantly less robust than their theoretical guarantees. On the

other hand, our findings show that these AGRs are more than sufficient to protect,

more practical, production cross-device FL against untargeted poisoning. This is due

to the peculiar client sampling of cross-device FL, as discussed in Section 6.3.2.

(Takeaway 6.3.3.1) Cross-device FL with robust AGRs is highly robust to state-

of-the-art poisoning attacks under production FL environments (M <0.1%, n ≪

N).

6.3.3.2 Investigating simple and efficient robustness checks is necessary

Most of the state-of-the-art robust AGRs with strong theoretical guarantees [30,

108, 168, 165] have complex robustness checks on their inputs, which incur high com-

putation and storage overheads. For instance, to process n updates of length d, the

computational complexity of Mkrum is O(dn2) and that of Trmean is O(dnlogn).

Therefore, in production FL systems where n can be up to 5, 000 [82, 32], the com-

putation cost prohibits the use of such robust AGRs.

On the other hand, Norm-bounding only checks for the norm of its inputs and has

computation complexity of O(d), same as Average. Figure 6.8 shows that a simple

and efficient AGR, Norm-bounding, protects cross-device FL against state-of-the-art

poisoning attacks similarly to the theoretically robust (and expensive) AGRs, under

practical M . For instance, for all the datasets with M ≤ 1%, Iθ < 1% for all of the

AGRs (Figure 6.8). Our evaluation highlights that simple robust AGRs, e.g., Norm-

bounding, can effectively protect cross-device FL in practice, and calls for further

investigation and invention of such low-cost robust AGRs.

(Takeaway 6.3.3.2) Even the simple, low-cost Norm-bounding AGR is enough to

protect production FL against untargeted poisoning, questioning the need for the

more sophisticated (and costlier) AGRs.

102



6.3.3.3 Thorough empirical assessment of robustness is inevitable

Theoretically robust AGRs claim robustness to poisoning attacks at high M ’s,

e.g., in theory, Mkrum [30] and Trmean [168] are robust for M ≤ 25%. But, we

observe that, even at the theoretically claimed values of M , these robust AGRs do

not exhibit high robustness; in fact, simple AGRs, e.g., Norm-bounding, are equally

robust. Note in Figure 6.8 that, for FEMNIST at M=10%, Iθ’s on Trmean are higher

than on Norm-bounding. For CIFAR10 at M=10%, Iθ’s for Norm-bounding and

Trmean are almost similar.

Sections 6.3.3.2 and 6.3.3.3 show that, some of the sophisticated, theoretically

robust AGRs do not outperform simpler robust AGRs at any ranges of M . More

importantly they demonstrate the shortcomings of the methodology used to assess

the robustness of AGRs in previous works [30, 108, 168, 165] (because these works

use very preliminary attacks) and highlight that a thorough empirical assessment is

necessary to understand the robustness of AGRs in production FL systems.

(Takeaway 6.3.3.3) Understanding the robustness of AGRs in production FL

requires a thorough empirical assessment of AGRs, on top of their theoretical ro-

bustness analysis.

6.3.4 Effect of FL Parameters on Poisoning (Cross-device)

6.3.4.1 Effect of the Size of Local Poisoning Datasets (|Dp|) on DPAs.

The success of our state-of-the-art data poisoning attacks depends on |Dp| of

compromised clients (Section 6.2.1.1). In Sections 6.3.2 and 6.3.3, we use large |Dp|

(e.g., 50,000 for CIFAR10) to find the highest impacts of DPAs. But, as argued in

Section 6.1.3, in practice |Dp| ≤ 100×|D|avg; |D|avg is the average size of local datasets

of benign clients and it is around 20 (50) for FEMNIST (CIFAR10). In Figure 6.9, we

report Iθ of the best of DPA-SLF or DPA-DLF for |Dp| ∈ {1, 10, 102, 103, 104} · |D|avg;

we use impractically high |Dp|’s of up to 104 · |D|avg only for experimental analyses.
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Figure 6.9: Effect of varying sizes of local poisoned dataset Dp on impacts Iθ of the
best of DPAs. When |Dp| and M are in practical ranges, Iθ’s are negligible for robust
AGRs and are dataset dependent for non-robust Average AGR.
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Figure 6.10: With 1% compromised clients, increasing |D|avg has no clear pattern of
effects of on attack impacts, but it increases the global model accuracy

Figure 6.9 shows that Iθ’s of DPAs slightly increase with |Dp|. For FEMNIST and

CIFAR10 with any AGR, including Average, Iθ’s are negligible even for unrealistically

high |Dp| of 1000× |D|avg for M ≤ 1%. We omit Mkrum here, as |Dp| of the effective

DPAs on Mkrum is always in practical ranges and close to |D|avg (Section 6.2.1.1).

To summarize, for all robust AGRs, DPAs have negligible impacts on FL when

|Dp| and M are in practical ranges, while for non-robust AGRs, the reductions in Iθ

are non-trivial and dataset dependent. This also means that using a reasonable upper

bound on the dataset sizes of FL clients can make FL highly robust to DPAs.

(Takeaway 6.3.4.1) Enforcing a limit on the size of the local dataset of each

client can act as a highly effective (yet simple) defense against untargeted DPAs in

production FL.

105



6.3.4.2 Effect of the Average Dataset Size of Benign FL Clients (|D|avg)

Figure 6.10 shows Iθ when we vary |D|avg. To emulate varying |D|avg, we vary the

total number of FL clients, N , for given dataset, e.g., for CIFAR10, |D|avg is 50 (10)

for N=1,000 (N=5,000). As discussed in Section 6.1.3, we use |Dp|=100× |D|avg for

DPAs.

We observe no clear effect of varying |D|avg on Iθ’s. For instance, at M=1%, Iθ’s

of our PGA and DPA-SLF on CIFAR10 + Normb reduce with increase in |D|avg,

while Iθ of any attacks on FEMNIST with robust AGRs do not change with varying

|D|avg. We explain each of these observations below:

At M=1%, Iθ’s of STAT-OPT on CIFAR10 + Normb reduce with increase in

|D|avg. This is because, increasing |D|avg improves the quality of updates of benign

clients, but does not improve the attacks. Hence, when the benign impact of benign

updates overpowers the poisoning impact of poisoned updates, Iθ’s reduce.

On the other hand, Iθ’s of any attacks on FEMNIST with robust AGRs do not

change with varying |D|avg. This is because, FEMNIST is an easy task, and therefore,

the presence of compromised clients does not affect the global models.

Interestingly, Iθ of MPAs on CIFAR10 with Average AGR increases with |D|avg.

This is because, due to the difficulty of CIFAR10 task, MPAs on CIFAR10 with

Average AGR are very effective and when the server selects even a single compromised

client, it completely corrupts the global model.

More importantly, we observe that even with moderately high |D|avg, cross-device

FL completely mitigates state-of-the-art DPAs and MPAs despite M being impracti-

cally high, with an exception of MPAs on Average AGR. For instance, for CIFAR10

with |D|avg=50 and FEMNIST with |D|avg=200, all robust AGRs almost completely

mitigate all of DPAs and MPAs, while Average AGR mitigates all DPAs. However,

as MPAs are very effective against Average, their Iθ remains high. As clients in FL

continuously generate data locally [34, 104], it is common to have large |D|avg in
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Figure 6.11: As discussed in Section 6.3.4.3, the number of clients, n, chosen in each
FL round has no noticeable effect on the attack impacts, with the exception of model
poisoning on Average AGR. We use M = 1% of compromised clients.

practice. Interestingly, our evaluation also implies that simply lower bounding the

dataset sizes of FL clients improves FL robustness.

(Takeaway 6.3.4.2) When local dataset sizes of benign clients are in practical

regimes (Table 6.1), cross-device FL with robust AGRs is highly robust to untar-

geted poisoning.

6.3.4.3 Number of Clients Selected Per Round.

Figure 6.11 shows the effect of varying the number of clients (n) selected by the

server in each round (for M=1%). Similar to [64], we do not observe any noticeable

effect of n on the impact of attacks, since the expected percentage of compromised

clients (M) does not change with n. But, we observe the opposite behavior for

MPAs on Average AGR. This is because, as soon as the server selects even a single

compromised client, MPA prevents any further learning of the global model. An
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increase in n increases the chances of selecting compromised clients, hence amplifying

the attack.

(Takeaway 6.3.4.3) The number of clients selected in each round of production

cross-device FL has no noticeable effect on the impacts of untargeted poisoning

attacks, with the exception of MPAs on Average AGR.

6.3.4.4 Effect of Unknown Global Model Architecture on DPAs

DPA-DLF attack (Section 6.2.1.1) uses the knowledge of global model’s architec-

ture to train a surrogate model. However, in practice, the nobox offline data poisoning

adversary (Section 6.1.4.1) may not know the architecture. Hence, we evaluate impact

of DPA-DLF under the unknown architecture setting.
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Figure 6.12: Impacts of the DPA-DLF
(Section 6.2.1.1) attack, which uses the
knowledge of model architecture, reduce if
the architecture is unknown.

We emulate the unknown architec-

ture setting for FEMNIST dataset. We

assume that the adversary uses a substi-

tute convolutional neural network given

in Table 6.3 as they do not know the true

architecture, which is LeNet in our ex-

periments. Figure 6.12 compares the im-

pacts of DPA-DLF when the adversary

uses the true and the substitute architec-

tures. Note that, impacts of DPA-DLF

reduce when the adversary uses the sub-

stitute architecture.

(Takeaway 6.3.4.4) The DPAs that rely on a surrogate model (e.g., our DLF) are

less effective if the architectures of the surrogate and global models do not match.
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Table 6.3: The architecture of the surrogate model that we use to emulate the un-
known architecture setting (Section 6.3.4.4).

Layer name Layer size
Convolution + Relu 5× 5× 32

Max pool 2× 2
Convolution + Relu 5× 5× 64

Max pool 2× 2
Fully connected + Relu 1024

Softmax 62

6.3.5 Evaluating Robustness of Cross-silo FL

In cross-silo FL, each of N clients, i.e., silos (e.g., corporations like banks, hos-

pitals, insurance providers, government organizations, etc.), collects data from many

users (e.g., bank customers or hospital patients) and collaboratively train the FL

model; we denote the total number of users by N ′.

Recall from Section 6.1.4.2 that the model poisoning adversary completely breaks

into the devices of compromised clients and, to be effective, persists in their systems

for long duration because model poisoning attacks are online attacks (Section 6.1.4.2).

For cross-silo FL, this means that the adversary should break into large corporations,

e.g., a bank, who are bound by contract and have professionally maintained soft-

ware stacks. Plausible cross-silo poisoning scenarios involve strong incentives (e.g.,

financial) and require multiple parties to be willing to risk the breach of contract

by colluding or for one party to hack thereby risking criminal liability. This makes

breaking into these silos practically unlikely, hence we argue that model poisoning

threats in cross-silo FL are impractical.

Note that this is unlike the large scale data-breaches [7, 1, 2] which are short-lived

and are only capable of stealing information, but not changing the infrastructure.

Hence, we only study the data poisoning threat for cross-silo FL. For worse-case

analyses, we assume that the silos train their models on all the data contributed by

their users. If the silos inspect the users’ data and remove the mislabeled data, one

109



0 0.01 0.1 1 10
Compromised clients %

0

20

40

60

80

100

At
ta

ck
 im

pa
ct

 (%
)

FEMNIST + Cross-silo FL
No attack
Avg
Normb
Mkrum
Trmean

0 0.01 0.1 1 10
Compromised clients %

0

20

40

60

80

100
CIFAR10 + Cross-silo FL

Figure 6.13: All data poisoning attacks have negligible impacts on cross-silo FL, when
compromised clients are concentrated in a few silos or distributed uniformly across
silos (Section 6.3.5).

should consider clean-label data poisoning attacks [129, 69]; we leave this study to

future work. Note that, data inspection is not possible in cross-device FL as data of

clients (who are also the users) is completely local, hence clean-label poisoning is not

relevant in cross-device FL.

We assume that each silo collects data from equal number (i.e., N ′/N) of users.

For DPAs, we assume M% of the N ′ users are compromised and each of them shares

poisoned data Dp (computed as described in Section 6.2.1.1) with their parent silo; as

discussed in Section 6.1.3, we assume |Dp| = 100×|D|avg for each user. We distribute

the compromised users either uniformly across the silos or concentrate them in a few

silos. For instance, consider 50 silos and 50 compromised users and that, each silo can

have a maximum of 50 users. Then in the uniform case, a single compromised user

shares her Dp with each silo, while in the concentrated case, all the 50 compromised

users share their Dp with a single silo.

Figure 6.13 shows the impacts of best of DPAs for the concentrated case. We

see that cross-silo FL is highly robust to state-of-the-art DPAs. Because, in the

concentrated case, very large numbers of benign silos mitigate the poisoning impact of
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the very few (M%) compromised silos. We observe the same results for the uniform

distribution case, because very large numbers of benign users in each silo mitigate the

poisoning impacts of the very few (M%) compromised users.

(Takeaway 6.3.5) In production cross-silo FL, model poisoning attacks are not

practical, and state-of-the-art data poisoning attacks have no impact even with

Average AGR.

6.4 Takeaways

Numerous recent works have proposed sophisticated aggregation rules for FL with

strong theoretical robustness guarantees [30, 108, 168, 13, 165, 123, 54, 61]. However,

our work shows that, when it comes to production FL deployments, even simple,

low-cost defenses can effectively protect FL against poisoning. We also believe that

our systematization of practical poisoning threat models can steer the community

towards practically significant research problems in FL robustness. Complete details

of above contributions are in [134]. Furthermore, using systematization academics

and practitioners can build various threat models of poisoning attacks in different

FL settings of their interest. Furthermore, they can analyze how useful these threat

models are in practical FL deployments, which we hope will lead to more practically

relevant contributions to FL robustness literature.
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CHAPTER 7

ROBUSTNESS EVALUATION OF PERSONALIZED
FEDERATED LEARNING

In this thesis so far, we focused on evaluating robustness of the conventional

federated learning (FL) algorithms, e.g., FedAvg and FedSGD, with and without

robust aggregation rules (AGRs). However, in the past couple of years it has become

crystal clear that the extremely heterogeneity of FL settings has adverse impacts on

the utility of resulting FL models [75, 74, 82, 156] makes it important to personalize

the global FL model to the distribution of each of the participating users to improve

the utility of FL. Consequently, literature has introduced a very large number of

personalized FL (PFL) algorithms [99, 149, 169, 102, 56, 52, 91, 124, 109, 140, 170],

that aim to tune the global model to a client’s data, e.g., using techniques as simple as

fine-tuning [169] to complex algorithms, e.g., that use Monreau envelops [149]. Given

the importance of personalization in FL and proliferation of PFL algorithms, in this

chapter, we take a closer look at how personalization affects robustness of FL.

First we briefly motivate the need for personalization and why should we care

about the robustness of PFL algorithms against poisoning. Then we introduce state-

of-the-art PFL algorithms that we evaluate in this chapter. Next, using state-of-the-

art untargeted and backdoor attacks, we evaluate robustness of the PFL algorithms

and present key observations and conclusions.

7.1 Need for personalization in FL

Real-world FL settings are most of the times extremely heterogeneous [82], because

the participating clients have local datasets with (mildly to significantly) different
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distributions. To understand this, we present an excellent example from the work of

Yu et al. [169]. Consider two common FL tasks: next-word prediction using Reddit

data and image classification using CIFAR10 data. There are 80,000 and 100 total

clients for Reddit and CIFAR10, respectively; we omit further experimental setup

details as it is not required to demonstrate the heterogeneity in FL.

(a) Next-word prediction on Reddit (b) Image classification on CIFAR10

Figure 7.1: Conventional FL algorithms, e.g., FedAvg, compute a single global model
for all clients. As we can see in the two plots here, such single model cannot provide
good performance for all the clients. In fact, for many clients (as in the case of Reddit)
the accuracy of the model trained only on the local data is more than the accuracy of
the global model on their local test data. This implies participating in FL does not
benefit these clients.

To produce Figure 7.1, for each task, we first train a single global model using

FL and all clients’ data. Then for each client we train a local model on their local

training data. Then for each client, the plots show the difference in the accuracy

of the global FL model (Accbasic) and the accuracy of local model (Acclocal) on the

client’s local test data, i.e., it plots (Accbasic − Acclocal). To interpret the plots, note

that whenever (Accbasic−Acclocal) <= 0, the accuracy of local model is more than or

equal to that of the global model for the client, hence the client does not benefit by

participating in FL.

We observe from the plots that as the conventional FL algorithms compute a

single global model for all the clients, many of the clients (as in case of next-word
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prediction using Reddit) do not benefit from FL. In fact the more heterogeneous the

FL environment, the more difficult it is for the single global model to cater to the

heterogeneous needs of all entire population. This shortcoming of conventional FL

algorithms motivates the need for personalized FL, where the goal is to compute one

model per client such that every client always benefits from participating in FL.

7.1.1 State-of-the-art PFL algorithms that we evaluate

As mentioned above, personalized FL has received significant attention from the

research community that has introduced numerous PFL algorithms. However, a re-

cent work byWu et al. [160] comprehensively evaluated representative PFL algorithms

that are can be implemented in real-world cross-silo or cross-device FL settings. They

conclude that not all PFL algorithms consider practical constraints and in fact only

a few can be used in practice. We discuss more on this next.

First note that, depending on the task of interest, [160] considers multiple metrics

to measure the performance of PFL; but we consider three metrics that are relevant

to our work: average per-client accuracy, % of clients hurt after using PFL, and a

fairness metric (variance of accuracy across clients).

Key observations from Motley benchmark study: For cross-device FL, [160]

observes that the simplest PFL algorithm, i.e., FedAvg + fine-tuning (FedAvg-FT),

works the best most datasets and all the three metrics (Table 4 in [160]). While in

the case of cross-silo FL, they observe that when considering the average per-client

accuracy and % of clients hurt metrics, FedAvg-FT almost always performs the best,

while Ditto performs close to FedAvg-FT. For fairness metric, Ditto almost always

outperforms other PFL algorithms.

Hence, based on the observations of [160], we evaluate two PFL algorithms in this

work: FedAvg-FT and Ditto. We describe them in detail below.
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7.1.1.1 FedAvg + Fine-tuning (FedAvg-FT)

FedAvg-FT first trains a global model on the data of all clients participating in

FL training. Then this global model is distributed to all the participating FL clients.

Each of the FL clients then performs local fine-tuning of the global model using their

local dataset to personalize the model to perform well on their local data distribution.

The clients can fine-tune any subset of the model parameters; common techniques

include fine-tuning the entire model or just the last few layers of the model.

7.1.1.2 Ditto

Multi-task learning (MTL) approaches aim to compute personalized models for a

set of tasks by learning the task relations (either explicitly or implicitly), and Ditto

is also a MTL approach, where different tasks correspond to different FL clients.1

The objective of traditional FL which fits a single global model, w, for all clients

is to solve:

min
w

G(F1(w), . . . FK(w)) , (Global Obj)

where Fk(w) is the local objective for device k, and G(·) is a function that aggregates

the local objectives {Fk(w)}k∈[K] from each device. For example, in FedAvg [104],

G(·) is typically set to be a weighted average of local losses, i.e.,
∑K

k=1 pkFk(w),

where pk is a pre-defined non-negative weight such that
∑

k pk = 1. However,

in general, each device may generate data xk via a distinct distribution Dk, i.e.,

Fk(w) := Exk∼Dk
[fk(w;xk)]. To better account for this heterogeneity, it is common

to consider techniques that learn personalized, device-specific models, {vk}k∈[K] across

the network.

1We use some of the language and notations from the original work [99] as it is to explain Ditto
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To this end, Ditto considers two ‘tasks’: the global objective (Global Obj), and

the local objective Fk(vk), which aims to learn a model using only the data of device

k. To relate these tasks, we incorporate a regularization term that encourages the

personalized models to be close to the optimal global model. The resulting bi-level

optimization problem for each device k ∈ [K] is given by:

min
vk

hk(vk;w
∗) := Fk(vk) +

λ

2
∥vk − w∗∥2

s.t. w∗ ∈ argmin
w

G(F1(w), . . . FK(w))) .

(Ditto)

Algorithm 8 Ditto for Personalized FL

1: Input: K, T , s, λ, η, w0, {v0k}k∈[K]

2: for t = 0, · · · , T − 1 do
3: Server randomly selects a subset of devices St, and sends wt to them
4: for device k ∈ St in parallel do
5: Solve the local sub-problem of G(·) inexactly starting from wt to obtain wt

k:

6: wt
k ← update global(wt,∇Fk(w

t))

7: /* Solve hk(vk;w
t) */

8: Update vk for s local iterations: vk = vk − η(∇Fk(vk) + λ(vk − wt))

9: Send ∆t
k := wt

k − wt back
10: end for
11: Server aggregates {∆t

k}:
12: end for
13: Return: {vk}k∈[K] (personalized), wT (global)

Ditto solves the Ditto objective jointly by solving for the global model w∗ and per-

sonalized models {vk}k∈[K] in an alternating fashion, as summarized in Algorithm 8.

Ditto optimization proceeds in two phases: (i) updates to the global model, w∗, are

computed across the network, and then (ii) the personalized models vk are fit on

each local device. The process of optimizing w∗ is exactly the same as optimizing

for any objective G(·) in federated settings: If we use iterative solvers, then at each

communication round, each selected device can solve the local subproblem of G(·)
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approximately (Line 5). For personalization, device k solves the global-regularized

local objective minvk hk(vk;w
t) inexactly at each round (Line 6).

7.2 A robustness evaluation personalized FL

7.2.1 Why should we care about robustness of PFL?

We believe that, due to numerous attractive properties of personalization in FL,

all the future applications of FL will adopt personalization in some fashion. Second,

although majority of PFL works focus on providing FL with improved performance for

all clients, multiple recent PFL works [169, 99] have gone beyond just FL performance

and claimed that the personalization in FL can provide intrinsic and improved robust-

ness against poisoning attacks on FL. However, as we will show these works do not

perform a comprehensive analyses of their proposed PFL algorithm, e.g., Ditto [99]

uses simplest of untargeted and backdoor attacks to evaluate their robustness. And,

as we discussed in Chapter 4, such robustness claims based on sub-optimal attacks

may lead to vulnerable FL applications.

Hence, we perform a thorough robustness analysis of two state-of-the-art and

practical PFL algorithms (FedAvg-FT and Ditto) for two reasons: 1) to understand

and quantify the threat of FL poisoning to PFL, as personalization is increasingly

becoming important to FL, and 2) to verify the robustness claims of some of the

recent PFL works.

7.2.2 Methodology

To evaluate the robustness of the two PFL algorithms, we consider both backdoor

and untargeted poisoning attacks. In this work, we do not design new poisoning

attacks against the PFL algorithms and instead evaluate them against existing state-

of-the-art attacks. The reason for this is as follows: Both the PFL algorithms we

consider perform local fine-tuning over the global model (FedAvg-FT does it once at
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the end of FL training, while Ditto does it iteratively at each FL round). Hence, both

these PFL algorithms (and many others [124, 52, 140] that use local fine-tuning) have

to rely on the robust aggregation rules (AGRs) they use at the server for the overall

robustness of their PFL algorithm. For example, as the baseline Ditto algorithm uses

simple averaging at the server, to make it robust against poisoning, Ditto proposes

to use various robust AGRs, e.g., Median, Multi-krum and Norm-bounding, during

server’s aggregation step. Therefore, to appropriately assess the robustness of (robust)

PFL algorithms, we use the state-of-the-art poisoning attacks that are tailored to

specific robust AGRs that these PFL algorithms use. The specific backdoor and

untargeted attacks we use are detailed below:

7.2.2.1 The backdoor attack we use

Here, we first justify the choice of our backdoor attack and then provide its details.

Literature has proposed a number of backdoor attacks [18, 164, 155, 172] against FL.

However, as Sun et al. [148] show the early attacks [18, 164] that rely on a technique

called boosting (here the adversary scales their model update poisoned with backdoor

by a large constant) are ineffective against simplest of robust AGRs, i.e., Norm-

bounding. To address this issue, Wang et al. [155] propose a novel backdoor attack,

called edge-case attack, that targets the clients who data distribution lies on the tail

of the overall FL data distribution; we use this attack for evaluation in this work.

Once the adversary introduces a backdoor into the FL model, its impact generally

peaks after a few rounds but then starts to diminish; this is especially true for cross-

device FL where backdoors are more relevant in practice. This is because in cross-

device FL, it is highly unlikely that the server will select an adversary-controlled

device multiple times during the lifespan of FL training, unless the adversary controls

a large number of devices which as we argued in Chapter 6 makes the attack very

costly and prohibitive. To address this issue Zhang et al. [172] propose a technique to
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make a backdoor attack more durable. We omit evaluating Neurotoxin, because we

evaluate how effective the PFL algorithms are at removing the backdoors from the

most corrupt global model, i.e., the model for which backdoor accuracy is the highest

during FL training.

Figure 7.2: Samples from the tail of the distribution of CIFAR10 (a) and FEMNIST
(b) datasets. (a) Images of Southwest airline planes which are not in the original
CIFAR10 data although it has multiple plane images (b) Images of digit ’7’ from
ARDIS dataset [93] written in a different style than ’7’ in the original FEMNIST
data.

Details of edge-case backdoor attack: There are three steps of this attack.

• Collect tail data: First the adversary acquires some edge-case data, i.e., the

data from the tail of the distribution of overall FL data. For instance, in case of

FEMNIST digits data, [155] uses handwritten digits written in Swedish style.

Such different styled data is not in train or test data of the original FEMNIST

hence they are good candidates for tail data. For CIFAR10 which has images

of arbitrary planes with label “plane”, one can use plane images of a specific

airline, e.g., Southwest, as the tail data, because such Southwest airline images

are not in either train or test split of original CIFAR10. Examples of such tail

data are shown in Figure 7.2.

• Generate poisoning data from tail data: Next adversary creates poisoning

data,Dp, using these tail data; specifically, they assign the incorrect target label,

yt, to these images to generate pairs of (x, yt). For instance, for FEMNIST, we
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assign label yt = 1 to all the images of digit 7 from ARDIS data to generate

Dp. Then we populate Dp on the malicious clients’ devices that the adversary

controls.

• Compute malicious, backdoored model updates using Dp: There are

multiple way to obtain malicious update by training on Dp. As we focus on

model poisoning attacks in this work, we consider the projected gradient decent

(PGD) attack from [155]. Under this attack, malicious clients apply PGD on

the losses for D′ = D ∪ Dp, where D is the benign FEMNIST data owned by

the malicious client. That is they periodically project the model on the ball

centered around the global model of the previous iteration. A heuristic choice

for the radius of this ball is the maximum norm difference allowed by the server’s

robust AGR, e.g., norm threshold in case of the Norm-bounding defense.

7.2.2.2 Untargeted attack we use

We use our own state-of-the-art untargeted poisoning attacks (Chapter 4) tailored

to specific robust AGRs that we use with the PFL algorithms (Norm-bounding, Multi-

krum and Trimmed-mean) to evaluate their robustness.

7.2.3 Experimental setup

Below is the experimental setup we use:

7.2.3.1 Datasets and model architectures

We use FEMNIST dataset for evaluations and Section 4.3 provides the details of

the dataset; we use the LeNet [96] architecture. However, in this section, we use the

dataset splitting strategy proposed in [160] which are different for cross-device and

cross-silo FL. We explain these the splitting strategies below.

Cross-device: We divide the 3,400 clients in FEMNIST data in three groups: train-

ing, validation and test clients. We use training clients (with all of their data) to train
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the FL model, e.g., using FedAvg algorithm. For validation and test client, we split

their data in two parts: personalization and test. We use the personalization data for

personalization, e.g., using fine-tuning, and validate the performance of personalized

model on the test data. For hyperparameters tuning, we use validation clients and

finally report the accuracy using test clients.

Cross-silo: We use 300 out of 3,400 FEMNIST clients for cross-silo experiments.

We split each client’s data into three splits: train, validation and test. We use train

data of all clients to train the FL model. When personalizing the model as well, we

use the train data. We use validation data to perform tuning of hyperparameters of

FL and personalization algorithms. Finally we report accuracy on clients’ test data.

7.2.3.2 Attack settings

Backdoor attack: For FEMNIST, we use ARDIS [93] as the tail data and use the

same data split as in [155] for the attack. Specifically, for cross-device setting, we

use 660 images of digit 7 for training and 100 images for testing. Out of 660, we use

p% of images for generate poisoning data Dp for backdoor and add this to the data

of a single client who is the malicious client. We distribute the rest among 5 benign

FEMNIST clients. We add the 100 test images to one of test clients, and use 50 of

them for personalization and test on the rest of 50 images. Note that there is only

a single client with poisoning data; we use fixed-frequency attack setting where the

single attacking client participates every tf rounds, starting from round 1,000.

While for cross-silo setting, we use p% of the entire 760 images of digit 7 for

generating Dp and add it to the data of a single client, who is the only malicious

client in population. We add the rest of the (100 − p)% data with correct labels

to 1 or 2 of the benign clients. Note that in cross-silo setting both the benign and

malicious clients participate in each round.
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Untargeted attack: We use p% of the 3,400 (in case of cross-device) or 300 (in

case of cross-silo) clients as the malicious clients, we vary p ∈ {1, 5, 10, 15, 20}. Note

that these clients are all among the training client population of cross-device and

cross-silo FL.

7.2.3.3 FL training hyperparameters

For each setting, we first obtain the best possible accuracy in the benign setting

and then use the same parameters for evaluating the robustness of corresponding PFL

algorithm. For cross-device FL, we randomly select 30 out of 3,400 FEMNIST clients

and train for 1,500 rounds where server optimizer is SGD with learning rate 1. For

local training, each client uses 5 local epochs, batch size of 32, and SGD optimizer

with momentum of 0.9, weight decay of 1e−4 and learning rate of 0.05× 0.999t where

t is the round number. For cross-silo FL, we use all 300 clients in each round and

train for 300 rounds where server optimizer is SGD with learning rate 1. For local

training, each client uses uses 2 local epochs, batch size of 32, and SGD optimizer

with momentum of 0.9, weight decay of 1e−4 and learning rate of 0.05× 0.995t where

t is the round number. For Ditto, we search the parameter γ ∈ {0.1, 0.2, 0.5, 1, 2} as

suggested in [99].

For Norm-bounding, we use norm threshold of 2 for cross-device and 3 for cross-

silo FL. For both Trimmed-mean and Multi-krum defenses, we assume that the server

knows exact number of attackers participating in each FL round.

7.2.3.4 Measurement metrics

We use standard measurement metrics in our evaluations. For the edge-case back-

door attacks, we compute backdoor accuracy Abd that measures the percentage of

edge-case test data from the source class are classified into the target class, i.e., in

our case, the percentage of ARDIS 7’s classified as 1. We also measure main task

accuracy, i.e., the accuracy on the benign test data, i.e., in our case, data from all
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FEMNIST classes and data from all classes, except class 7, of ARDIS. For untargeted

attacks, we measure the main task accuracy, i.e., percentage of correctly classified

FEMNIST test data.

7.2.4 Experimental results

In this section, we provide the experimental results. First we demonstrate the

PFL in fact improves the average per-client accuracy, then we demonstrate how PFL

performs against backdoor and untargeted poisoning attacks.

7.2.4.1 Personalized FL improves average per-client accuracy

First, in Table 7.1, we show that the personalized FL algorithms improve the av-

erage per-client accuracy for our specific cross-device and cross-silo settings of FEM-

NIST.

For cross-device FL, accuracy of local training and simple FedAvg are 59.68%

and 85.69%, respectively, while local fine-tuning (FedAvg-FT) achieves 90.01% ac-

curacy. Note also that FedAvg-FT improves the overall fairness across test clients:

the standard deviation of client accuracies is 8.27% for FedAvg while it is 5.68% for

FedAvg-FT. However, we also note that FedAvg-FT can hurt some of the FL clients :

For 6.14% (43/700) test clients the FedAvg global model performs better than in-

dividual fine-tuned local models. This is because we use the same hyperparameters

for all the FL clients, which may not be suitable for some of the clients. Note that

FedAvg-FT performance for these clients can be improved by personalizing the fine-

tuning hyperparameters, e.g., making local lr = 0 will achieve the accuracy same as

that of the global model.

For cross-silo FL as well, we make similar observations. More specifically,

FedAvg-FT (Ditto) improves over local-training and FedAvg by 29.05% (28.03%) and

3.24% (2.22%), respectively. Furthermore, both FedAvg-FT and Ditto significantly

reduce the standard deviation over client accuracies, i.e., improve fairness.
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Table 7.1: Personalization helps improve the overall performance of FL.

FL type Algorithm Metric EMNIST

Cross-device

Local training Per-client acc 59.68 ± 17.21

FedAvg + Fine-tuning
(FedAvg-FT)

Per-client acc before FT 85.69 ± 8.27
Per-client acc after FT 90.01 ± 5.68

% clients hurt 6.14

Cross-silo

Local training Per client acc 60.23 ± 18.01

FedAvg + Fine-tuning
(FedAvg-FT)

Per-client acc before FT 86.04 ± 10.99
Per-client acc after FT 89.28 ± 9.54

% clients hurt 6
Ditto Per client acc 88.26 ± 10.7
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Figure 7.3: Impact of varying the % of total edge data (660 samples in our case) that
the adversary holds; benign clients hold rest of the data. Edge-case backdoor attacks
are very effective against FedAvg, but personalized FL algorithms are very effective in
mitigating their threat to FL. For cross-device FL here, adversary participates every
10th round starting from round 1,000. We use FedAvg + Norm-bounding here.

7.2.4.2 Impact of personalization on edge-case backdoor attacks

We now discuss the impact of personalization on the success of edge-case backdoor

attacks in FL. Recall that we have total of 660 data for training from class 7 of ARDIS.

Figure 7.3 shows the results when we vary % of 660 training data that the adversary

uses to train their malicious update; the benign clients use the rest of the data.

Even with Norm-bounding defense, we note that edge-case backdoor attacks are

highly effective against FedAvg. For instance, With 50% edge data, i.e., 330 edge
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samples, the attack achieves 88% accuracy against cross-device FedAvg and 91% ac-

curacy against cross-silo FedAvg; this is without any effect on the main task accuracy.
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Figure 7.4: Impact of attack frequency.

However, personalization almost

completely mitigates the backdoor

attack: In all cases we note that the

backdoor accuracy reduces to close to

0%, except in cross-device FedAvg-FT

where it reduces to between 15-20%.

Furthermore, we do not observe any sig-

nificant impact on the main task accu-

racy. We observe the maximum reduc-

tion in FedAvg-FT accuracy for the case of cross-device FL: when adversary has

100% of edge-data, the accuracy of FedAvg-FT reduces from 89.28% to 87.1%. The

reason behind this is that both FedAvg-FT and Ditto use some form of fine-tuning,

and fine-tuning is well-known to remove backdoors from machine learning models.

Next, Figure 7.4 shows the results when we vary the frequency of adversary’s

participation in cross-device FL; note that in cross-silo FL, adversary participate in

every round by default. Here, the adversary uses 50% of edge data for malicious

update training and the rest is with benign clients. We make similar observations as

before that although edge backdoor attacks are very effective against traditional FL,

personalization effectively mitigates them.

7.2.4.3 Impact of personalization on untargeted attacks

In this section, we now turn to evaluate the impact of personalization on untar-

geted poisoning in FL. We use three defenses, i.e., robust AGRs, for this evaluation:

Norm-bounding [148], Trimmed-mean [168] and Multi-krum [30]. We combine these

three AGRs with each of the three settings we consider, i.e., cross-device FedAvg-
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Figure 7.5: Cross-device FL + local fine-tuning
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Figure 7.6: Cross-silo FL + local fine-tuning
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Figure 7.7: Cross-silo FL + Ditto

Figure 7.8: Impact of our state-of-the-art untargeted poisoning attacks (Chapter 4)
on PFL algorithms. We make the following observations. First, under production
FL settings (e.g., with practical percentages of malicious clients), PFL algorithms
remain highly robust. However, personalization algorithms fail to salvage FL against
stronger adversary, e.g., with higher percentages of malicious clients.
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FT, cross-silo FedAvg-FT and cross-silo Ditto. Figure 7.8 shows results for all the 9

combinations described above. We make two key observations as follows.

(1) Under real-world, production FL environments, personalized FL re-

mains highly robust to untargeted poisoning. Recall from Chapter 6 that

under real-world settings, an adversary can afford to control a very small percentage,

typically < 1%, of FL population as malicious clients. We use our state-of-the-art

AGR tailored untargeted poisoning attacks from Chapter 4 against Trimmed-mean

and Multi-krum and from Section 6.2.1.2 against Norm-bounding. We note from Fig-

ure 7.8 that for all 9 settings, these attacks reduce the average per-client accuracy of

the personalized FL algorithms by less than 3%.

(2) Under stronger (theoretically relevant) threat models, personalized FL

is vulnerable to poisoning but is much more robust than tradition FL. As

discussed in Chapter 4, majority of prior FL poisoning defenses aim to defend against

poisoning by very strong adversaries, e.g., who control up to 25% of FL population

as malicious clients. Many of personalized FL algorithms also make similar claims,

e.g., Ditto [99] claims that it can defend even when there are 40% malicious clients in

FL population! To test these claims, we evaluate the aforementioned 9 combinations

under stronger threat models, i.e., with higher % of malicious clients and strong

poisoning attacks.

First, we note in Figure 7.8 that all three robust AGRs are highly vulnerable to

poisoning by the strong adversary in traditional FL setting. We observe that, with

10% malicious clients, the minimum reduction in accuracy due to our attacks is 10%

and it is for cross-device FL with FedAvg + Multi-krum. For cross-silo FL, we observe

significantly more reductions of at least 50%. As discussed in Section 4.4.2, this is

because all malicious clients poison the global model in every round of cross-silo FL.

Next, we note that, in all the 9 cases for all the percentages of malicious clients,

personalization significantly improves the per-client accuracy and reduces the impact
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of our attacks. For instance, with 20% malicious clients, in case of cross-device

FL, local fine-tuning improves per-client accuracy for Norm-bounding from 34.2% to

59.2%, for Trimmed-mean from 39.1% to 69.2% and for Multi-krum from 69.2% to

79.3%. We make similar observations for other percentages of malicious clients.

Finally, even in the case of cross-silo FL settings, where our attacks have a very

large impact on traditional FL, personalization improves the average per-client ac-

curacy. For example, with 20% malicious clients, FedAvg-FT improves the accuracy

Norm-bounding from 15.4% to 59.0%, for Trimmed-mean from 19.0% to 59.2% and

for Multi-krum from 25.7% to 60.0%. While, with 20% malicious clients, Ditto per-

forms slightly better and improves the accuracy Norm-bounding from 15.4% to 63.4%,

for Trimmed-mean from 19.0% to 62.9% and for Multi-krum from 25.7% to 63.0%.

Note that the green horizontal line in Figures 7.6 and 7.7 represents the average

per-client accuracy of local-only training, which is 60.23%. Hence, as expected, our

observations above suggest that, under very strong poisoning attacks, personalized

FL algorithms can perform at least as good as local-only training where clients do not

collaborate.

7.3 Takeaways

The major implications of our study in this chapter are as follows: The carefully

tuned personalized FL (PFL) always improves the average per-client accuracy over

traditional FL. In terms of robustness, PFL is very effective at mitigating backdoor

attacks that impact a small portion of the global ML model and remains highly robust

to untargeted poisoning under practical, production FL environments. Under strong

untargeted poisoning threat models, PFL fails to completely salvage traditional FL,

but can significantly improve the average per-client accuracy over traditional FL

algorithms.
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Keith, Konečnỳ, Jakub, Kumar, Sanjiv, and McMahan, Hugh Brendan. Adap-

tive federated optimization. In International Conference on Learning Represen-

tations (2020).

[128] Rieke, Nicola, Hancox, Jonny, Li, Wenqi, Milletari, Fausto, Roth, Holger R,

Albarqouni, Shadi, Bakas, Spyridon, Galtier, Mathieu N, Landman, Bennett A,

Maier-Hein, Klaus, et al. The future of digital health with federated learning.

NPJ digital medicine 3, 1 (2020), 119.

[129] Shafahi, Ali, Huang, W Ronny, Najibi, Mahyar, Suciu, Octavian, Studer,

Christoph, Dumitras, Tudor, and Goldstein, Tom. Poison frogs! targeted clean-

label poisoning attacks on neural networks. In Advances in Neural Information

Processing Systems (2018), pp. 6103–6113.

[130] Shejwalkar, Virat, Ganesh, Arun, Mathews, Rajiv, Thakkar, Om, and

Thakurta, Abhradeep. Recycling scraps: Improving private learning by lever-

aging intermediate checkpoints. arXiv preprint arXiv:2210.01864 (2022).

[131] Shejwalkar, Virat, and Houmansadr, Amir. Reconciling utility and membership

privacy via knowledge distillation. arXiv preprint arXiv:1906.06589 (2019).

[132] Shejwalkar, Virat, and Houmansadr, Amir. Manipulating the byzantine: Op-

timizing model poisoning attacks and defenses for federated learning. In The

Network and Distributed System Security Symposium (NDSS) (2021).

146



[133] Shejwalkar, Virat, and Houmansadr, Amir. Membership privacy for machine

learning models through knowledge transfer. In Proceedings of the AAAI Con-

ference on Artificial Intelligence (AAAI) (2021).

[134] Shejwalkar, Virat, Houmansadr, Amir, Kairouz, Peter, and Ramage, Daniel.

Back to the drawing board: A critical evaluation of poisoning attacks on feder-

ated learning. arXiv preprint arXiv:2108.10241 (2021).

[135] Shejwalkar, Virat, Inan, Huseyin A, Houmansadr, Amir, and Sim, Robert.

Membership inference attacks against NLP classification models. In NeurIPS

2021 Workshop Privacy in Machine Learning (2021).

[136] Shen, Shiqi, Tople, Shruti, and Saxena, Prateek. Auror: Defending against

poisoning attacks in collaborative deep learning systems. In Proceedings of the

32nd Annual Conference on Computer Security Applications (2016), pp. 508–

519.

[137] Shokri, Reza, and Shmatikov, Vitaly. Privacy-preserving deep learning. In

Proceedings of the 22nd ACM SIGSAC conference on computer and communi-

cations security (2015), ACM.

[138] Shokri, Reza, Stronati, Marco, Song, Congzheng, and Shmatikov, Vitaly. Mem-

bership inference attacks against machine learning models. In Security and

Privacy (SP), 2017 IEEE Symposium on (2017).

[139] Simonyan, Karen, and Zisserman, Andrew. Very deep convolutional networks

for large-scale image recognition. International Conference on Learning Repre-

sentations (2015).

147



[140] Singhal, Karan, Sidahmed, Hakim, Garrett, Zachary, Wu, Shanshan, Rush,

John, and Prakash, Sushant. Federated reconstruction: Partially local federated

learning. Advances in Neural Information Processing Systems 34 (2021), 11220–

11232.

[141] Smith, Adam, Thakurta, Abhradeep, and Upadhyay, Jalaj. Is interaction nec-

essary for distributed private learning? In 2017 IEEE Symposium on Security

and Privacy (SP) (2017), IEEE, pp. 58–77.

[142] Song, Congzheng, and Raghunathan, Ananth. Information leakage in embed-

ding models. In Proceedings of the 2020 ACM SIGSAC conference on computer

and communications security (2020), pp. 377–390.

[143] Song, Congzheng, Ristenpart, Thomas, and Shmatikov, Vitaly. Machine learn-

ing models that remember too much. In Proceedings of the 2017 ACM SIGSAC

Conference on Computer and Communications Security (2017).

[144] Song, Congzheng, and Shmatikov, Vitaly. Auditing data provenance in text-

generation models. In Proceedings of the 25th ACM SIGKDD International

Conference on Knowledge Discovery & Data Mining (2019), pp. 196–206.

[145] Song, Congzheng, and Shmatikov, Vitaly. Overlearning reveals sensitive at-

tributes. In International Conference on Learning Representations (2019).

[146] Song, Liwei, and Mittal, Prateek. Systematic evaluation of privacy risks of

machine learning models. In 30th {USENIX} Security Symposium ({USENIX}

Security 21) (2021).

[147] Sun, Gan, Cong, Yang, Dong, Jiahua, Wang, Qiang, Lyu, Lingjuan, and Liu,

Ji. Data poisoning attacks on federated machine learning. IEEE Internet of

Things Journal 9, 13 (2021), 11365–11375.

148



[148] Sun, Ziteng, Kairouz, Peter, Suresh, Ananda Theertha, and McMahan, H Bren-

dan. Can you really backdoor federated learning? NeurIPS Workshop on

Federated Learning (2019).

[149] T Dinh, Canh, Tran, Nguyen, and Nguyen, Josh. Personalized federated learn-

ing with moreau envelopes. Advances in Neural Information Processing Systems

33 (2020), 21394–21405.

[150] Tang, Xinyu, Mahloujifar, Saeed, Song, Liwei, Shejwalkar, Virat, Nasr, Mi-

lad, Houmansadr, Amir, and Mittal, Prateek. Mitigating membership infer-

ence attacks by self-distillation through a novel ensemble architecture. In 31th

{USENIX} Security Symposium ({USENIX} Security 22) (2022).

[151] Tolpegin, Vale, Truex, Stacey, Gursoy, Mehmet Emre, and Liu, Ling. Data

poisoning attacks against federated learning systems. In European Symposium

on Research in Computer Security (2020), Springer, pp. 480–501.
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