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## ABSTRACT

# FOUNDATIONS OF NODE REPRESENTATION LEARNING 

SEPTEMBER 2023

SUDHANSHU CHANPURIYA<br>B.Sc., DARTMOUTH COLLEGE<br>M.Sc., UNIVERSITY OF MASSACHUSETTS AMHERST<br>Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST

Directed by: Professor Cameron Musco

Low-dimensional node representations, also called node embeddings, are a cornerstone in the modeling and analysis of complex networks. In recent years, advances in deep learning have spurred development of novel neural network-inspired methods for learning node representations which have largely surpassed classical 'spectral' embeddings in performance. Yet little work asks the central questions of this thesis: Why do these novel deep methods outperform their classical predecessors, and what are their limitations?

We pursue several paths to answering these questions. To further our understanding of deep embedding methods, we explore their relationship with spectral methods, which are better understood, and show that some popular deep methods are equivalent to spectral methods in a certain natural limit. We also introduce the problem of inverting node embeddings in order to probe what information they contain. Further,
we propose a simple, non-deep method for node representation learning, and find it to often be competitive with modern deep graph networks in downstream performance.

To better understand the limitations of node embeddings, we prove some upper and lower bounds on their capabilities. Most notably, we prove that node embeddings are capable of exact low-dimensional representation of networks with bounded max degree or arboricity, and we further show that a simple algorithm can find such exact embeddings for real-world networks. By contrast, we also prove inherent bounds on random graph models, including those derived from node embeddings, to capture key structural properties of networks without simply memorizing a given graph.
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## CHAPTER 1

## INTRODUCTION

Graphs naturally model a wide variety of complex systems including computer networking, social networks, protein-protein interaction, and co-authorship [22, 165, 81, 206, 159, 107, 129, 120, 80]. Understanding and analyzing such networks lies at the heart of computer science. Underlying almost all graph machine learning are methods which learn useful representations of nodes and reveal interpretable structure in the graph, such as communities of nodes. The learned node representations can be used as input for many downstream tasks, such as network analysis, visualization, clustering, classification, and link prediction. In this thesis, we analyze the capacity and limitations of existing methods, both by empirical investigation of real-world networks and by proving theoretical bounds.

More specifically, we focus on node 'embedding' techniques, which map the nodes of a graph to low-dimensional Euclidean space in such way that the geometry of the embedding reflects important structure in the graph. A node embedding method takes as input a graph $G$ with $n$ nodes $v_{1}, \ldots, v_{n}$ and maps each node $v_{i}$ to a vector $\boldsymbol{x}_{i} \in \mathbb{R}^{k}$, where $k$ is an embedding dimension typically with $k \ll n$.

Low-dimensional node embeddings have a long and rich history. They have played a major role in theoretical computer science, and specifically in the development of approximation algorithms for NP-hard problems. Spectral clustering relies on node embeddings based on a small number of extremal eigenvectors of a matrix representation of the graph (e.g., top eigenvectors of the adjacency matrix 124], or bottom eigenvectors of the Laplacian [11]) to find good cuts, e.g., [133, 169, 154. Metric
embeddings have been used in multi-commodity flow algorithms [102, 113]. These methods embed a graph in a Euclidean space so that the distances between nodes in the graph are close to the geometric distances between the embeddings. In particular, by Bourgain's theorem, every metric space with $n$ elements (including every $n$ node graph metric) can be embedded in an $\mathcal{O}(\log n)$ dimensional space with $\mathcal{O}(\log n)$ distortion [24]. In their seminal work on the maximum cut problem [70], Goemans and Williamson introduced a large family of semidefinite programming relaxations for NPhard problems that embed nodes in a Euclidean space, and round these embeddings to obtain a near-optimal solution.

Many of the most classic random network models, including the stochastic block model [84, 7] and random dot-product models [206] are based on low-dimensional node embeddings. Each pair of nodes $v_{i}, v_{j}$ is connected with probability depending on the similarity between their embeddings (e.g., the dot product $\boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{j}$.). Many machine learning methods learn a latent low-dimensional embedding by maximizing a likelihood function that depends on a probabilistic model of this form [92, 127, 138, 73]. Relatedly, work in non-linear dimensionality reduction learns node embeddings that capture general dataset structure. Classical methods such as Laplacian eigenmaps, IsoMap, and locally linear embeddings [17, 184, 156] associate a graph $G$ with a generic high-dimensional dataset (e.g., by forming a $k$-nearest neighbors graph) and apply variants of spectral embedding on $G$ to find an informative embedding for the original data points.

In recent years, the overall successes of deep learning [99] have inspired new methods for graph machine learning. Several neural network architectures that work with graph data in an end-to-end fashion have been developed, including the graph convolutional network (GCN) [94, 46] and many descendents [36, 199, 188]. In this thesis, we mostly focus on 'unsupervised' node representations, which are derived solely from a graph's structure, without optimizing directly for a downstream objective, e.g., to
target some given node classes. There are several neural network-based methods that fall in this category, including DeepWalk, node2Vec, LINE, PTE, SDNE, and many more $144,182,181,75,28,192,29,139,193]$. These modern methods have overall surpassed classical methods in downstream performance and become the node embeddings of choice in practice. This raises the following questions, which are the core questions of this thesis:

Why do these novel methods outperform their classical predecessors, and what are their limitations?

Some prior work approaches a better understanding of these methods from various directions. Notably, a line of work 109, 110, 147 which overlaps with the related task of learning word representations in natural language processing (NLP) has found an interesting connection: many of these methods learn embeddings that implicitly form a low-dimensional factorization of a certain matrix corresponding to the graph $G$. This interpretation is striking given that these methods are based on the typical deep learning framework of stochastic gradient descent (SGD) on some probabilistic objective function, which does not obviously equate to matrix factorization. The implicit matrix contains the pointwise mutual information (PMI) of co-occurences between nodes when taking random walks on the graph; roughly, its elements correspond to positive and negative latent correlations between nodes. In NLP, explaining the structure of the PMI matrix and word embeddings derived thereof, especially as it relates to their effectiveness in word analogies (e.g., that "man is to king as woman is to queen" may be reflected in the embeddings of these four words), has attracted much attention [15, 68, 8, 9]. Other work at the intersection of machine learning and privacy empirically investigates the information contained in deep node embeddings to try to quantify how much can be inferred about, e.g., users in a social network, if a malicious party is provided node embeddings from the network [54, 51].

Broadly, the preceding research works towards characterizing the nature and power of deep node embeddings, but there is also some prior work on the limitations of embeddings. 128 provides a certain negative result for graph neural networks (GNNs), and hence embeddings derived thereof, by relating them to the 1-dimensional Weisfeiler-Leman graph isomorphism heuristic (1-WL) [74. Specifically, they prove that 'vanilla' GNNs, which form each node's representation by iteratively aggregating those of its neighbors, are no more expressive than 1-WL in terms of distinguishing between graphs. As more directly relates to node embeddings, [167] recently showed that a natural graph model in which, roughly speaking, the probability of an edge between two nodes increases with the dot product of their embeddings, cannot simultaneously exhibit sparsity and high triangle density, which are common characteristics of real-world networks. This result can be seen as a strong instance in a line of work showing that certain random graph models fail to capture empirically-observed properties of networks 195, 146.

We contribute to many of these lines of work as we attempt to answer our core questions. In doing so, we proceed along several paths, which are summarized in the next section.

### 1.1 Summary of Contributions

We now present a summary of the main contributions of this thesis.

### 1.1.1 Understanding Modern Node Embedding Methods

In Chapter 2, we investigate the first core question concerning the greater effectiveness of deep learning-based methods for node embedding compared to the older spectral methods. We approach this question in Section 2.1 by refining our understanding of the relationship between spectral methods and the popular DeepWalk method, which perhaps best exemplifies the more recent family of methods. At the
core of spectral methods is factorizing the graph's adjacency matrix or Laplacian matrix. Although DeepWalk's algorithm for node embedding seems totally different - it involves stochastic gradient descent (SGD) on a probabilistic objective involving cooccurrences of nodes in random walks on the graph - we show that they are actually closely related. We build on work from Qiu et al. [147], who provide a closed-form expression for the DeepWalk objective function, which is based on factorizing the pointwise mutual information (PMI) matrix discussed previously. In this objective, the "window size" $T$ within which nodes are considered to co-occur is a key hyperparameter. We study the objective in the $T \rightarrow \infty$ limit, which allows us to simplify the expression from [147]. We prove that this limiting objective corresponds to factorizing a simple transformation of the pseudoinverse $\boldsymbol{L}^{+}$of the graph Laplacian $\boldsymbol{L}$. Specifically, we show that the limiting PMI matrix has the form

$$
\boldsymbol{M}_{\infty}=\operatorname{tr}(\boldsymbol{D}) \cdot \mathbf{D}^{-1 / 2}\left(\tilde{\mathbf{L}}^{+}-\mathbf{I}\right) \mathbf{D}^{-1 / 2}+\mathbf{J}
$$

where $\mathbf{D}$ is the degree matrix, $\tilde{\mathbf{L}}$ is the normalized Laplacian (i.e., $\mathbf{D}^{-1 / 2} \mathbf{L} \mathbf{D}^{-1 / 2}$ ), and $\mathbf{J}$ is the all-ones matrix. This result tightly links DeepWalk to spectral embeddings: it shows that in this limit, as DeepWalk factorizes $\boldsymbol{M}_{\boldsymbol{\infty}}$, it essentially computes the top eigenvectors of a simple transformation of $\tilde{\boldsymbol{L}}$, which is exactly the approach of classical spectral embeddings. Beyond this limiting result, we show that by applying a simple nonlinear entrywise transformation to $\boldsymbol{M}_{\boldsymbol{\infty}}$, we recover a good approximation of the finite- $T$ PMI matrix, yielding embeddings that are competitive with those from DeepWalk and related methods on a downstream task. Surprisingly, we find that even simple binary thresholding of $\boldsymbol{L}^{+}$is often competitive, suggesting that the core advancement of recent methods is a nonlinearity on top of the classical spectral embedding approach. This finding has implications for the design and analysis of new methods.

We also investigate the effectiveness of modern node embedding methods via a another route: by exploring exactly what information is encoded by these methods, and how this information correlates with performance in downstream learning tasks. We tackle this investigation in Section 2.2 by introducing a novel problem: studying whether embeddings can be inverted to (approximately) recover the graph used to generate them. Again focusing on DeepWalk, we present algorithms for accurate embedding inversion - i.e., from the low-dimensional embedding of a graph $G$, we can find a graph $\tilde{G}$ with a very similar embedding. Interestingly, based on the result from Section 2.1, we can prove that in a certain limiting sense, as the window size $T$ and dimensionality of embeddings are both increased, DeepWalk embeddings become exactly invertible:

Theorem (Limiting Invertibility of Full-Rank PMI Embeddings). Let $G$ be an undirected, connected, non-bipartite graph with full-rank adjacency matrix $\boldsymbol{A} \in\{0,1\}^{n \times n}$ and number of edges $|E(G)|$. Let $\boldsymbol{M}_{T}$ be the PMI matrix of $G$ which is produced with window size $T$. There exists an algorithm that takes only $\boldsymbol{M}_{T}$ and $|E(G)|$ as input and recovers $\boldsymbol{A}$ exactly in the limit as $T \rightarrow \infty$.

In the more practical situation of finite $T$ and low-dimensionality embeddings, we perform numerous experiments on real-world networks, observing that significant information about $G$, such as specific edges and bulk properties like triangle density, is often lost in $\tilde{G}$. However, community structure is often preserved or even enhanced. These findings are a step towards a more rigorous understanding of exactly what information embeddings encode about the input graph, and why this information is useful for learning tasks.

### 1.1.2 Power and Limitations of Embeddings

We approach the second core question involving the limitations of low-dimensional node embeddings in Chapter 3. To do so, we investigate whether embeddings are ca-
pable of representing structures of interest in graphs. This work is largely in response to work from Seshadhri et al. 167 which suggests that such embeddings, regardless of whether they are derived from classical spectral methods or modern neural networkinspired methods, cannot capture local structure arising in complex networks. In particular, they show that any network generated from a natural low-dimensional model cannot be both sparse and have high triangle density (high clustering coefficient), two hallmark properties of many real-world networks. In Section 3.1, we show that the results of 167 are intimately connected to the model they use rather than the low-dimensional structure of complex networks: we prove that a minor relaxation of their model can generate sparse graphs with high triangle density. Surprisingly, we can show that this same model leads to exact low-dimensional factorizations of many real-world networks, formalized as follows:

Theorem (Exact Embeddings for Bounded-Degree Graphs). Let $\boldsymbol{A} \in\{0,1\}^{n \times n}$ be the adjacency matrix of a graph $G$ with maximum degree $c$. Then there exist embeddings $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times(2 c+1)}$ such that $\boldsymbol{A}=\left[\boldsymbol{X} \boldsymbol{Y}^{\top}>0\right]$, where $[z>0]$, which is 1 if $z$ is positive and 0 otherwise, is applied entry-wise to $\boldsymbol{X} \boldsymbol{Y}^{T}$.

The salient difference between our graph model and that of 167 is that ours has two factors $\boldsymbol{X}$ and $\boldsymbol{Y}$, corresponding to two embedding vectors per node, rather than one; this drastically increases the model's expressiveness. Beyond our theoretical results, we give a simple algorithm based on a logistic variant of principal component analysis (PCA) that succeeds in finding such exact embeddings, and a large number of experiments verify the ability of very low-dimensional embeddings to exactly represent local structure in real-world networks.

In Section 3.2, we extend the results of Section 3.1 in two ways. First, we show that, in addition to the exact representation guarantee for bounded degree graphs, a similar result applies to graphs with bounded arboricity: for graphs with arboricity $\alpha$, there are exact embeddings with embedding dimensionality $\mathcal{O}\left(\alpha^{2}\right)$. This result
is more applicable to real-world networks, which are typically sparse (corresponding to low arboricity), but often have high max degree. Second, we show that the exact embedding result applies not only to the above factorization, but also to the following one: $\boldsymbol{A} \approx\left[\boldsymbol{B} \boldsymbol{B}^{\top}-\boldsymbol{C} \boldsymbol{C}^{\top}>0\right]$, for nonnegative factors $\boldsymbol{B}, \boldsymbol{C}$. For undirected graphs, which are the main focus of this work, this factorization is more interpretable in that its symmetry reflects the undirectedness (i.e., the symmetry of the adjacency matrix), and also since the nonnegativity allows the embeddings to be interpreted as community assignments in a community detection framework: intuitively, each entry of the nonnegative embedding vector of a node represents the intensity with which the node participates in a community. On the empirical side, we evaluate the performance of this factorization for downstream tasks like community detection and link prediction.

Overall, this work adds to a growing body of literature on expressiveness guarantees for representations of relational data. While we focus in this thesis on embeddings in Euclidean space with standard dot products, we also note that there is a wealth of prior work $[153,119,150,77,90,163,37,190,161,19,196,23]$ on guarantees for other kinds of embeddings of graphs. This includes spherical embeddings, which use a non-Euclidean, positively-curved space; hyperbolic embeddings, which use a negatively-curved space and are well-suited to tree-like graphs; and box embeddings, which represent each node with an axis-aligned box in Euclidean space such that two boxes overlap iff the corresponding nodes are adjacent. For example, [23] show that a variant of box embeddings can exactly represent any directed acyclic graph (DAG) with boxes in a $\mathcal{O}(c \cdot \log (n))$-dimensional space, where $c$ is the max degree and $n$ is the number of nodes; note that the scaling is linear in the max degree, as in our result. We note that [23] also specifies the bits of precision needed for their exact representation result (i.e., the bit complexity). In our guarantees, we do not consider
precision, and effectively assume infinite precision; providing a guarantee with both dimension and bit complexity is a key future direction.

### 1.1.3 Power and Limitations of Random Graph Models

The strength of our results concerning exact representation actually suggests a possible weakness of low-dimensional node embeddings: such embeddings are generally intended to capture meaningful network structure (such as node communities), but are they instead simply attempting to memorize the input graph? The tension between representation and memorization motivates Chapter 4, which approaches this investigation of the second core question from the following, more abstract direction.

In Section 4.1, we study the inherent limitations of edge independent random graph models, in which each edge is added to the graph independently with some probability:

Definition (Edge Independent Graph Model). For any symmetric matrix $\boldsymbol{P} \in$ $[0,1]^{n \times n}$, let $\mathcal{G}(\boldsymbol{P})$ be the distribution over undirected unweighted graphs where $G \sim$ $\mathcal{G}(\boldsymbol{P})$ and its edge set $E(G)$ contains edge $(i, j)$ independently, with probability $\boldsymbol{P}_{i j}$. That is, $\mathbb{P}(G)=\prod_{(i, j) \in E(G)} \boldsymbol{P}_{i j} \cdot \prod_{(i, j) \notin E(G)}\left(1-\boldsymbol{P}_{i j}\right)$.

Such models include both the classic Erdös-Rényi [56] and stochastic block models [84], as well as modern generative models such as NetGAN [20], variational graph autoencoders 93], and CELL 151]. We prove that subject to a bounded overlap condition, which ensures that the model does not simply memorize a single graph, edge independent models are inherently limited in their ability to generate graphs with high triangle and other subgraph densities. Notably, such high densities are known to appear in real-world social networks and other graphs. In particular, we define overlap as follows:

Definition (Expected Overlap). For symmetric $\boldsymbol{P} \in[0,1]^{n \times n}$, let

$$
\operatorname{Ov}(\boldsymbol{P}):=\frac{\mathbb{E}_{G_{1}, G_{2} \sim \mathcal{G}(\boldsymbol{P})}\left|E\left(G_{1}\right) \cap E\left(G_{2}\right)\right|}{\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}|E(G)|}
$$

That is, for any $\boldsymbol{P} \in[0,1]^{n \times n}, \operatorname{Ov}(\boldsymbol{P}) \in[0,1]$ is the ratio of the expected number of edges shared by two graphs drawn independently from $\mathcal{G}(\boldsymbol{P})$ to the expected number of edges in a graph drawn from $\mathcal{G}(\boldsymbol{P})$. Our main result is that for any edge independent model with bounded overlap, $G \sim \mathcal{G}(\boldsymbol{P})$ cannot have too many triangles in expectation:

Theorem (Overlap Upper Bounds Triangles). For a graph $G$, let $\Delta(G)$ denote the number of triangles in $G$. For symmetric $\boldsymbol{P} \in[0,1]^{n \times n}, \mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}[\Delta(G)]=$ $\mathcal{O}\left(n^{3} \cdot \operatorname{Ov}(\boldsymbol{P})^{3}\right)$.

We complement our negative results with a simple generative model that balances overlap and accuracy, performing comparably to more complex models in reconstructing many graph statistics.

In Section 4.2, we extend this investigation on limitations of edge independent random graph models to more general classes of graph models which allow for edge dependency in the graph distributions. We define fully dependent random graph models, which allow for arbitrary dependencies (i.e., an arbitrary distribution over graphs), and node independent random graph models, which serve as a medium between the two prior classes of models. Specifically, the concept of the node independent model is that each node has a distribution over embeddings, that all nodes' embeddings are sampled independently, and that the presence of an edge between two nodes is determined by a pairwise function of their embeddings:

Definition (Node Independent Graph Model). A distribution $\mathcal{A}$ over symmetric adjacency matrices $\boldsymbol{A} \in\{0,1\}^{n \times n}$, where, for some embedding space $\mathcal{E}$, some mutually independent random variables $\boldsymbol{x}_{\mathbf{1}}, \ldots, \boldsymbol{x}_{\boldsymbol{n}} \in \mathcal{E}$, and some symmetric function $e: \mathcal{E} \times$ $\mathcal{E} \rightarrow[0,1]$, the entries of $\boldsymbol{A}$ are Bernoulli random variables $\boldsymbol{A}_{i j}=\operatorname{Bernoulli}\left(e\left(\boldsymbol{x}_{\boldsymbol{i}}, \boldsymbol{x}_{\boldsymbol{j}}\right)\right)$ that are mutually independent conditioned on $\boldsymbol{x}_{\mathbf{1}}, \ldots, \boldsymbol{x}_{\boldsymbol{n}}$.

We prove analogous bounds for these latter two new classes of models as we prove in Section 4.1 for edge independent models. Again, the main results concern upper bounds on triangle count in terms of our notion of overlap, which generalizes naturally to (not necessarily edge independent) graph distributions $\mathcal{A}$. Letting $\operatorname{Ov}(\mathcal{A})$ denote this generalized overlap, recall that for edge independent models, the expected number of triangles is bounded above by $\mathcal{O}\left(n^{3} \cdot \operatorname{Ov}(\mathcal{A})^{3}\right)$. We can show that this bound for fully dependent models is relaxed to $\mathcal{O}\left(n^{3} \cdot \operatorname{Ov}(\mathcal{A})^{1}\right)$, and that the bound for node independent models sits in between at $\mathcal{O}\left(n^{3} \cdot \operatorname{Ov}(\mathcal{A})^{1.5}\right)$. A summary of the main results in this section is given in Table 1.1. This section broadly works towards expanding the applicability of our theoretical bounds to practical algorithms, some of which violate edge dependency, as well as a more precise characterization of the capabilities of these more powerful models. The results in this chapter overall, together with those about exact embeddings, begin to shape an understanding of the capabilities of node embedding methods in general, beyond just classical spectral methods.

Table 1.1. Preview of results for Section 4.2. The level of edge dependency in graph generative models inherently limits the range of graph statistics, such as triangle counts, that they can produce. Note that overlap $\operatorname{Ov}(\mathcal{A}) \in[0,1]$, so a higher power on $\operatorname{Ov}(\mathcal{A})$ means a tighter bound on the number of triangles.

| Model | Upper Bound on $\Delta / n^{3}$ | Examples |  |
| :--- | :--- | :--- | :--- |
| Edge Independent | $\operatorname{Ov}(\mathcal{A})^{3}$ | • Erdős-Rényi <br> • SBM <br> • NetGAN [20, 152] |  |
| Node Independent | $\operatorname{Ov}(\mathcal{A})^{3 / 2}$ | • Variational <br> (VGAE) [94] |  |
| Fully Dependent | $\operatorname{Ov}(\mathcal{A})$ | - GraphVAE [170] <br> - GraphVAE-MM [208] <br> - Exponential Random Guto-Encoder <br> (ERGMs) [62] |  |

### 1.1.4 Simplifying Deep Graph Networks

While much of our work characterizes the greater strength of modern deep methods for learning node representations relative to classical spectral ones, in Chapter 5, we also question the need for deep learning in certain settings. Note that in this chapter only, the graphs we work with are also associated with node feature vectors, that is, the graph data comprise not only an $n \times n$ adjacency matrix $\boldsymbol{A}$, but also a node feature matrix $\boldsymbol{X} \in \mathbb{R}^{n \times d}$. The methods in this chapter use $\boldsymbol{A}$ in different ways to process $\boldsymbol{X}$ into learned node representations $\boldsymbol{X}^{\prime} \in \mathbb{R}^{n \times d^{\prime}}$, which can be used for a downstream task like node classification. We build on work of Wu et al. 197, who propose a method called Simple Graph Convolution (SGC), which eschews deep learning. SGC's approach is to produce $\boldsymbol{X}^{\prime}$ by simply smoothing the features across the edges of the graph. This is much faster and simpler than deep methods like graph convolutional networks (GCNs) [94], which are based on the usual deep learning pipeline of backpropagation through an end-to-end model, but SGC is surprisingly found to be competitive with GCNs on benchmark tasks. However, SGC's feature smoothing operation is known 135 to be sensible only when the graph exhibits the common but not universal characteristic of homophily, wherein nodes mostly link to similar nodes. We ask whether a simple, non-deep approach like SGC can also handle heterophilous graph structure, wherein nodes mostly link to dissimilar nodes.

We propose a new method, Adaptive Simple Graph Convolution (ASGC), which processes each feature separately in a manner that can be either smoothing or nonsmoothing, and thus can adapt to both homophilous and heterophilous structures. Like SGC, ASGC is not a deep model, instead being based on linear least squares, and hence is fast, scalable, and interpretable. Our approach is a sort of spectral method for feature processing: roughly, for each node feature $\boldsymbol{x} \in \mathbb{R}^{n}$, ASGC constructs a Krylov subspace generated by $\boldsymbol{A}$ and $\boldsymbol{x}$, that is, span $\left\{\boldsymbol{A} \boldsymbol{x}, \boldsymbol{A}^{2} \boldsymbol{x}, \ldots, \boldsymbol{A}^{K} \boldsymbol{x}\right\}$ for some hyperparameter $K$, and projects $\boldsymbol{x}$ onto this subspace to generate the fil-


Figure 1.1. Node classification test accuracy with 12 methods as a proportion of the best method's accuracy; mean performance over 5 homophilous and 5 heterophilous networks. The three non-deep methods are grouped on the left. ASGC is competitive with the deep filtering method GPR-GNN and outperforms the other methods.
tered $\boldsymbol{x}^{\prime}$, which is directly passed to a linear classifier. Empirically, ASGC is often competitive with recent deep models at node classification on a benchmark of realworld datasets - see Figure 1.1 for test accuracy results on the node classification task, aggregated across 5 homophilous and 5 heterophilous datasets. Note that this competitive performance is despite that our method, like SGC, is not a feature learning method - classification is linear following application of fixed linear algebraic filtering. This means that, in contrast to the deep methods, which form node embeddings with access to the training class labels, our method forms embeddings without these labels, but is still comparably effective on the classification task even with this barrier. Also in contrast to deep methods, the simplicity of our approach enables us to to prove performance guarantees on natural synthetic data models. The SGC paper questioned whether the complexity of graph neural networks is warranted for common graph problems involving homophilous networks; our results similarly suggest that, while deep learning often achieves the highest performance, heterophilous structure alone does not necessitate these more involved methods. Together with SGC, these results call into question the near-ubiquity of deep learning in recently-proposed graph machine learning methods.
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## CHAPTER 2 UNDERSTANDING MODERN NODE EMBEDDING METHODS

In this chapter, we pursue two paths to understanding the action of modern node embedding methods as exemplified by DeepWalk 144]. We first derive a simplified expression for the DeepWalk objective which clarifies its relationship with classical spectral embeddings. We also propose and pursue the problem of inverting node embedding, that is, taking node embeddings as input and outputting a graph with approximately these embeddings; we then probe the graph to see what information is captured in the embeddings.

### 2.1 Deep Network Embeddings as Laplacian Embeddings with a Nonlinearity

The primary classical approach for the node embedding task is spectral embedding: nodes are represented by their corresponding values in the smallest eigenvectors of the graph Laplacian. Spectral embedding methods include the Shi-Malik normalized cuts algorithm 169], Laplacian Eigenmaps 17], and spectral partitioning methods for stochastic block models 124. They also include many spectral clustering methods, which apply spectral embeddings to general datasets by first transforming them into a graph based on data point similarity [133]. The spectral embedding approach has recently been exceeded in predictive performance on many tasks by methods inspired by Word2vec [126], which performs the related word embedding task. Word2vec forms representations for words based on the frequency with which they co-occur
with other words, called context words, within a fixed distance $T$ in natural text. The DeepWalk 144, LINE 182], and node2vec [75] algorithms, among others, adapt this idea to network data. In particular, DeepWalk takes several random walks on the network, treating the nodes as words, and treating the walks as sequences of words in text. It has been shown in 109] that the representations learned by this approach are implicitly forming a low-dimensional factorization of a known matrix, which contains the pointwise mutual information (PMI) of co-occurences between nodes in the random walks. Work by Qiu et al. 147] gives a closed form expression for this matrix and shows a connection to the normalized graph Laplacian. This motivates their NetMF algorithm, which performs a direct factorization, improving on the performance of DeepWalk on a number of tasks.

In this section, we consider DeepWalk in the limit as the window size $T$ goes to infinity. We derive a simple expression for the PMI matrix in this limit:

$$
\begin{equation*}
\boldsymbol{M}_{\infty}=v_{G} \cdot \mathbf{D}^{1 / 2}\left(\tilde{\mathbf{L}}^{+}-\mathbf{I}\right) \mathbf{D}^{1 / 2}+\mathbf{J} \tag{2.1}
\end{equation*}
$$

where $\mathbf{D}$ is the degree matrix, $v_{G}$ is the trace of $\mathbf{D}$ (twice the number of edges in $G$ ), $\tilde{\mathbf{L}}$ is the normalized Laplacian (i.e., $\mathbf{I}-\mathbf{D}^{1 / 2} \mathbf{A} \mathbf{D}^{1 / 2}$ ), and $\mathbf{J}$ is the all-ones matrix. $\tilde{\mathbf{L}}^{+}$is the pseudoinverse of $\tilde{\mathbf{L}}$. One can show that $\mathbf{D}^{1 / 2} \tilde{\mathbf{L}}^{+} \mathbf{D}^{1 / 2}$ is equal to the unnormalized Laplacian pseudoinverse $\mathbf{L}^{+}$, the central object in classic spectral embeddings, up to a rank-2 component (see Equation 2.6 in Section 2.1.2.3). Thus, $\boldsymbol{M}_{\boldsymbol{\infty}}$ is equal to $\mathbf{L}^{+}$ plus at most a rank- 3 component and a diagonal matrix.

Not surprisingly, embeddings formed directly using a low dimensional factorization of $\boldsymbol{M}_{\boldsymbol{\infty}}$ itself perform poorly on downstream tasks compared to DeepWalk and other skip-gram methods. However, we show that after an element-wise application of a linear function followed by a logarithm, in particular, $x \rightarrow \log (1+x / T)$, $\boldsymbol{M}_{\infty}$ approximates the finite- $T$ PMI matrix. Embeddings formed by factorizing this transformed matrix are competitive with DeepWalk and nearly competitive with the

NetMF method of Qiu et al. 147, when evaluated on multi-label node classification tasks. We call our method InfiniteWalk.

Note that the window hyperparameter $T$ only appears in the entrywise nonlinearity in InfiniteWalk and not in the formula for $\boldsymbol{M}_{\boldsymbol{\infty}}$. This is perhaps surprising, as $T$ is a key hyperparameter in existing methods. Our results suggest that $T$ 's importance lies largely in determining the shape of the nonlinearity applied. Since $\boldsymbol{M}_{\infty}$ is closely related to the Laplacian pseudoinverse, the key difference between DeepWalk and classic spectral embedding seems to be the application of this nonlinearity.

In more detail, note that our results show that InfiniteWalk well approximates DeepWalk by forming a low-rank factorization of a nonlinear entrywise transformation of $\boldsymbol{M}_{\boldsymbol{\infty}}$. Classic spectral embedding and clustering methods 169, 124, 17 embed nodes using the eigenvectors corresponding to the smallest eigenvalues of the Laplacian $\mathbf{L}$ (or a variant of this matrix), which are the largest eigenvalues of $\mathbf{L}^{+}$. Thus, these methods can be viewed as embedding nodes using an optimal low-dimensional factorization of $\mathbf{L}^{+}$(lying in the span of $\mathbf{L}^{+}$'s top eigenvectors), without applying an entrywise nonlinearity.

Inspired by this observation, we simplify the idea of a nonlinear transformation of the Laplacian pseudoinverse even further: thresholding it to a binary matrix. In particular, we form the binary matrix

$$
\left[\mathbf{L}^{+} \geq c\right]
$$

where $c$ is an element of $\mathbf{L}^{+}$itself of some hyperparameter quantile (e.g. the median or the $95^{\text {th }}$ percentile element). Surprisingly, embeddings from factorizing this binary matrix are also competitive with DeepWalk and the method of Qiu et al. on many tasks.

Broadly, our results strengthen the theoretical connection between classical methods based on factorizing the graph Laplacian and more recent "deep" methods for
node embedding. They suggest that these methods are not as different conceptually as they may seem at first glance.

### 2.1.1 Background

We begin by surveying prior work on skip-gram-based network embeddings and their connections to matrix factorization, which our work builds on.

### 2.1.1.1 Skip-Gram

In word embedding models, words are typically treated as both words and contexts. A context is simply a word that appears within a window of length $T$ of another word. As formalized in 71], given a dataset of words $w \in \mathcal{W}$, contexts $c \in \mathcal{C}$ (typically $\mathcal{W}=\mathcal{C})$, and $(w, c)$ word-context co-occurrence pairs $(w, c) \in \mathcal{D}$, the "skip-gram" model for training word and context embeddings $\mathbf{v}_{w}, \mathbf{v}_{c} 126$ has the following loglikelihood objective:

$$
\underset{\left\{\mathbf{v}_{c}\right\}_{\mathcal{C}},\left\{\mathbf{v}_{w}\right\}_{\mathcal{W}}}{\arg \max } \sum_{(w, c) \in \mathcal{D}} \log \operatorname{Pr}(c \mid w), \quad \text { where } \quad \operatorname{Pr}(c \mid w)=\frac{e^{\mathbf{v}_{c} \cdot \mathbf{v}_{w}}}{\sum_{c^{\prime} \in \mathcal{C}} e^{\mathbf{v}_{c^{\prime}} \cdot \mathbf{v}_{w}}}
$$

We can see that the objective encourages co-occuring pairs $(w, c) \in \mathcal{D}$ to have similar embeddings with large dot product $\mathbf{v}_{c} \cdot \mathbf{v}_{w}$. This exact objective is not used as repeatedly evaluating the partition function is too computationally expensive; [126] proposes a substitute: the skip-gram with negative sampling (SGNS). Here, an auxiliary 'negative' dataset $\mathcal{D}^{\prime}$ consisting of random ( $w, c$ ) pairs not appearing in $\mathcal{D}$ is used. Pairs in this negative set are encouraged to have dissimilar embeddings with small $\mathbf{v}_{c} \cdot \mathbf{v}_{w}$.

### 2.1.1.2 Implicit PMI Matrix

Levy and Goldberg [109] prove that SGNS implicitly factors a matrix whose entries gave the pointwise mutual information (PMI) of occurrence of a word $w_{i}$ and
occurrence of a context $c_{j}$. Given a dataset of these co-occurrences, an element of this matrix $\mathbf{M}$ is given by

$$
\begin{aligned}
\mathbf{M}_{i j} & =\log \left(\frac{\operatorname{Pr}\left(w_{i}, c_{j}\right)}{\operatorname{Pr}\left(w_{i}\right) \operatorname{Pr}\left(c_{j}\right)}\right)-\log (b) \\
& =\log \left(\frac{\#(w, c) \cdot|\mathcal{D}|}{\#(w) \cdot \#(c)}\right)-\log (b)
\end{aligned}
$$

where $b=\left|\mathcal{D}^{\prime}\right| /|\mathcal{D}|$ is the ratio of negative samples to positive samples. Their proof assumes that the dimensionality of the embedding is at least the cardinality of the word/context set; the analysis of Li et al. 110] relaxes assumptions under which this equivalence holds. Several works, including [15] and 68], propose generative models for word-context co-occurrence to explain the effectiveness of PMI-based methods in linearizing semantic properties of words. More recently, the analysis of Allen et al. in [8] and [9] has provided explanations of this phenomenon based on geometric properties of the PMI matrix, without the strong assumptions required by the generative models. The extensive research and results on the skip-gram PMI matrix make it an intrinsically interesting object in representation learning.

### 2.1.1.3 Networks

The DeepWalk method 144 applies the SGNS model to networks, where the word and context sets are the nodes in the network, and the co-occuring pairs $\mathcal{D}$ are node pairs that appear within a window of length $T$ hops in a set of length $L$ random walks run on the graph. Qiu et al. 147] derived the following expression for the PMI matrix in the context of random walks on undirected, connected, and non-bipartite graphs for DeepWalk: in the limit as the number of walks originating at each node $\gamma \rightarrow \infty$ and walk length $L \rightarrow \infty$, it approaches

$$
\begin{equation*}
\mathbf{M}_{\mathbf{T}}=\log \left(v_{G}\left(\frac{1}{T} \sum_{k=1}^{T} \mathbf{P}^{k}\right) \mathbf{D}^{-1}\right)-\log b \tag{2.2}
\end{equation*}
$$

where $\log$ is an element-wise natural logarithm, $v_{G}$ (the "volume" of the graph) is the sum of the degrees of all of the nodes, and $\mathbf{P}=\mathbf{D}^{-1} \mathbf{A}$ is the random walk transition matrix.

Rather than sampling from random walks as in DeepWalk, the NetMF algorithm of Qiu et al. explicitly calculates and factors this matrix to produce embeddings, outperforming DeepWalk significantly on multi-label node classification tasks. For low $T$, NetMF manually computes the exact sum, whereas for high $T$, it computes a lowrank approximation via SVD of the symmetrized transition matrix, $\tilde{\mathbf{P}}=\mathbf{D}^{1 / 2} \mathbf{A D}^{1 / 2}$. While Qiu et al. analyze the effect of increasing $T$ on the spectrum of the resulting matrix, they do not pursue the $T \rightarrow \infty$ limit, stopping at $T=10$ as in the original DeepWalk paper. We show that this limiting matrix is both meaningful and simple to express.

### 2.1.1.4 Other Approaches

Some other node embedding algorithms share significant similarities with DeepWalk. Qiu et al 147 showed the LINE method to also be implicit matrix factorization, though its algorithm is based on edge sampling rather than sampling from random walks. In particular, its factorized matrix is a special case of the DeepWalk matrix with $T=1$. We include the performance of LINE in our empirical results. node2vec [75] is a generalization of DeepWalk which uses second-order random walks: the distribution of the following node in node2vec walks depends on the current and preceding nodes rather than only the current node as in DeepWalk. Hyperparameters allow the walk to approach BFS-like or DFS-like behavior as desired, which the authors assert extract qualitatively different information about node similarities.

Several architectures for applying convolutional neural networks to network data in an end-to-end fashion have been developed in the past few years, including the graph convolutional networks (GCNs) of [94] and [46], and some methods leverage
these architectures to produce node embeddings: for example, Deep Graph Info$\max$ 189] uses GCNs to maximize a mutual information objective involving patches around nodes. Recent work from Wu et al. 197] shows that much of the complexity of GCNs comes from components inspired by other forms of deep learning that have limited utility for network data. In the same way, we seek to further the investigation of the core principles of "deep" network embeddings apart from their inspiration in word embedding and neural networks. We note that, like DeepWalk, and the related methods, we focus on unsupervised embeddings, derived solely from a graph's structure, without training, e.g., on node labels.

### 2.1.2 Methodology

We now present our main contributions, which connect DeepWalk in the infinite window limit to classic spectral embedding with a nonlinearity. We discuss how this viewpoint clarifies the role of the window size parameter $T$ in DeepWalk and motivates a very simple embedding technique based on a binary thresholding of the graph Laplacian pseudoinverse.

### 2.1.2.1 Derivation of Limiting PMI Matrix

We start by showing how to simplify the expression in Equation 2.2 for the DeepWalk PMI given by 147] in the limit $T \rightarrow \infty$. We first establish some well-known facts about random walks on graphs. First, $\mathbf{P}^{\infty}$ is well-defined under our assumption that the graph is undirected, connected, and non-bipartite. It is rank-1 and equal to $\mathbf{1} \tilde{\boldsymbol{d}}^{\top}$, where $\mathbf{1}$ is a column vector of ones and $\tilde{\boldsymbol{d}}$ is the probability mass of each node in the stationary distribution of the random walk as a column vector. Note that $\tilde{\boldsymbol{d}}_{i}=\mathbf{D}_{i i} / v_{G}$. That is, the probability mass of a node in the stationary distribution is proportional to its degree. We let $\tilde{\mathbf{D}}=\mathbf{D} / v_{G}$ denote the diagonal matrix with entries $\tilde{\mathbf{D}}_{i i}=\tilde{\boldsymbol{d}}_{i}$.

Let $\lambda_{i}$ and $\mathbf{w}_{\mathbf{i}}$ be the $i^{\text {th }}$ eigenvalue and eigenvector of the symmetrized transition matrix $\tilde{\mathbf{P}}=\mathbf{D}^{1 / 2} \mathbf{A} \mathbf{D}^{1 / 2}$. We have $\lambda_{1}=1$ and $\mathbf{w}_{\mathbf{1}}=\left(\sqrt{\tilde{\boldsymbol{d}}_{1}}, \ldots, \sqrt{\tilde{\boldsymbol{d}}_{n}}\right)^{\top}$. From 108, for any positive integer $k$,

$$
\begin{equation*}
\mathbf{P}^{k}=\mathbf{P}^{\infty}+\sum_{j=2}^{n} \lambda_{j}^{k} \mathbf{v}_{\mathbf{j}} \mathbf{v}_{\mathbf{j}}^{\top} \tilde{\mathbf{D}} \tag{2.3}
\end{equation*}
$$

where $\mathbf{v}_{\mathbf{i}}=\tilde{\mathbf{D}}^{1 / 2} \mathbf{w}_{\mathbf{i}}$. We rewrite the expression in Equation 2.3 for $\mathbf{P}^{k}$ and the expression Equation 2.2 of Qiu et al. for the PMI matrix, setting the negative sampling ratio $b$ to 1 for the latter (i.e., one negative sample per positive sample):

$$
\begin{aligned}
\mathbf{P}^{k} & =\mathbf{1} \tilde{\boldsymbol{d}}^{\top}+\tilde{\mathbf{D}}^{1 / 2} \sum_{j=2}^{n} \lambda_{j}^{k} \mathbf{w}_{\mathbf{j}} \mathbf{w}_{\mathbf{j}} \tilde{\mathbf{D}}^{1 / 2} \quad \text { and } \\
\mathbf{M}_{\mathbf{T}} & =\log \left(T^{-1} \sum_{k=1}^{T} \mathbf{P}^{k} \tilde{\mathbf{D}}^{-1}\right)
\end{aligned}
$$

Substituting the former into the latter, then rearranging the order of the summations and applying the geometric series formula yields

$$
\begin{aligned}
\mathbf{M}_{\mathbf{T}} & =\log \left(\mathbf{1 1}+T^{-1} \tilde{\mathbf{D}}^{1 / 2}\left(\sum_{k=1}^{T} \sum_{j=2}^{n} \lambda_{j}^{k} \mathbf{w}_{\mathbf{j}} \mathbf{w}_{\mathbf{j}}^{\top}\right) \tilde{\mathbf{D}}^{1 / 2}\right) \\
& =\log \left(\mathbf{1 1} \mathbf{1}^{\top}+T^{-1} \tilde{\mathbf{D}}^{1 / 2}\left(\sum_{j=2}^{n} \frac{\lambda_{j}\left(1-\lambda_{j}^{T}\right)}{1-\lambda_{j}} \mathbf{w}_{\mathbf{j}} \mathbf{w}_{\mathbf{j}}^{\top}\right) \tilde{\mathbf{D}}^{1 / 2}\right) .
\end{aligned}
$$

Now we consider the limit as $T \rightarrow \infty$. Define

$$
\boldsymbol{M}_{\infty}=\lim _{T \rightarrow \infty} T \cdot \mathbf{M}_{\mathbf{T}}
$$

Since $\left|\lambda_{j}\right|<1$ for $j \neq 1$ 108, the $\left(1-\lambda_{j}^{T}\right)$ terms go to 1 as $T \rightarrow \infty$, and we have:

$$
\boldsymbol{M}_{\infty}=\lim _{T \rightarrow \infty} T \cdot \log \left(\mathbf{1 1} \mathbf{1}^{\top}+T^{-1} \tilde{\mathbf{D}}^{1 / 2}\left(\sum_{j=2}^{n} \frac{\lambda_{j}}{1-\lambda_{j}} \mathbf{w}_{\mathbf{j}} \mathbf{w}_{\mathbf{j}}^{\top}\right) \tilde{\mathbf{D}}^{1 / 2}\right)
$$

Since $\log (1+\epsilon) \rightarrow \epsilon$ as $\epsilon \rightarrow 0$, for any constant real number $c, T \log \left(1+T^{-1} c\right) \rightarrow c$ as $T \rightarrow \infty$. We apply this identity element-wise, then simplify:

$$
\begin{aligned}
\boldsymbol{M}_{\boldsymbol{\infty}} & =\tilde{\mathbf{D}}^{1 / 2}\left(\sum_{j=2}^{n} \frac{\lambda_{j}}{1-\lambda_{j}} \mathbf{w}_{\mathbf{j}} \mathbf{w}_{\mathbf{j}}^{\top}\right) \tilde{\mathbf{D}}^{1 / 2} \\
& =\tilde{\mathbf{D}}^{1 / 2}\left(\sum_{j=2}^{n} \frac{1}{1-\lambda_{j}} \mathbf{w}_{\mathbf{j}} \mathbf{w}_{\mathbf{j}}^{\top}-\sum_{j=2}^{n} \frac{1-\lambda_{j}}{1-\lambda_{j}} \mathbf{w}_{\mathbf{j}} \mathbf{w}_{\mathbf{j}}^{\top}\right) \tilde{\mathbf{D}}^{1 / 2} \\
& =\tilde{\mathbf{D}}^{1 / 2}\left(\sum_{j=2}^{n} \frac{1}{1-\lambda_{j}} \mathbf{w}_{\mathbf{j}} \mathbf{w}_{\mathbf{j}}^{\top}+\mathbf{w}_{\mathbf{1}} \mathbf{w}_{\mathbf{1}}^{\top}-\sum_{j=1}^{n} \mathbf{w}_{\mathbf{j}} \mathbf{w}_{\mathbf{j}}^{\top}\right) \tilde{\mathbf{D}}^{1 / 2} \\
& =\tilde{\mathbf{D}}^{1 / 2}\left(\tilde{\mathbf{L}}^{+}+\mathbf{w}_{\mathbf{1}} \mathbf{w}_{\mathbf{1}}^{\top}-\mathbf{I}\right) \tilde{\mathbf{D}}^{1 / 2} \\
& =\mathbf{1 1}^{\top}+\tilde{\mathbf{D}}^{1 / 2}\left(\tilde{\mathbf{L}}^{+}-\mathbf{I}\right) \tilde{\mathbf{D}}^{1 / 2},
\end{aligned}
$$

where the last step follows from $\mathbf{w}_{\mathbf{1}}$ being the element-wise square root of $\tilde{\boldsymbol{d}}$. Note that the above equation gives the expression for $\boldsymbol{M}_{\boldsymbol{\infty}}$ in Equation 2.1, since $\tilde{\mathbf{D}}=\mathbf{D} / v_{G}$. Similar analysis also leads to the following general expressions for the finite- $T$ PMI matrix:

$$
\begin{align*}
\mathbf{M}_{\mathbf{T}} & =\log \left(\mathbf{1 1} \mathbf{1}^{\top}+T^{-1} \tilde{\mathbf{D}}^{1 / 2} \tilde{\mathbf{P}} \tilde{\mathbf{L}}^{+}\left(\mathbf{I}-\tilde{\mathbf{P}}^{T}\right) \tilde{\mathbf{D}}^{1 / 2}\right) \\
& =\log \left(\mathbf{1 1}+T^{-1}\left(\mathbf{1 1}+\tilde{\mathbf{D}}^{1 / 2}\left(\tilde{\mathbf{L}}^{+}\left(\mathbf{I}-\tilde{\mathbf{P}}^{T+1}\right)-\mathbf{I}\right) \tilde{\mathbf{D}}^{1 / 2}\right)\right) . \tag{2.4}
\end{align*}
$$

### 2.1.2.2 Approximation of Finite-T PMI Matrix via Limiting PMI Matrix

Note that the expression Equation 2.4 above for the finite- $T$ matrix, when multiplied by $T^{-1}$ differs from the limiting matrix only by the term $\tilde{\mathbf{D}}^{1 / 2} \tilde{\mathbf{L}}^{+} \tilde{\mathbf{P}}^{T+1} \tilde{\mathbf{D}}^{1 / 2}$, which vanishes as $T \rightarrow \infty$. So, we may approximate the finite- $T$ matrix by simply dropping this term as follows:

$$
\begin{align*}
\mathbf{M}_{\mathbf{T}} & \approx \log \left(R\left(\mathbf{1 1}{ }^{\top}+T^{-1}\left(\mathbf{1 1}{ }^{\top}+\tilde{\mathbf{D}}^{1 / 2}\left(\tilde{\mathbf{L}}^{+}-\mathbf{I}\right) \tilde{\mathbf{D}}^{1 / 2}\right)\right)\right) \\
& =\log \left(R\left(\mathbf{1 1}+T^{\top} \boldsymbol{M}_{\infty}\right)\right) \tag{2.5}
\end{align*}
$$

where $R(x)$ is any ramp function to ensure that the argument of the logarithm is positive. In our implementation, we use the function $R_{\epsilon}(x)=\max (\epsilon, x)$. We use the 64-bit floating-point machine precision limit $\left(\sim e^{-36}\right)$ for $\epsilon$. Note that the NetMF method of 147] uses $R_{1}(x)$; we find that a small positive value consistently performs better. Both ramping functions can be interpreted as producing the positive shifted PMI matrix (shifted PPMI) matrix introduced by Levy and Goldberg [109]. Other methods of avoiding invalid arguments to the logarithm are an interesting avenue for future work.

Note that the accuracy of Equation 2.5 is limited by the second largest eigenvalue of $\tilde{\mathbf{P}}$, which is known as the Fiedler eigenvalue. Smaller magnitudes of this eigenvalue are correlated with a faster mixing rate [108], the rate at which $\mathbf{P}^{k} \rightarrow \mathbf{P}^{\infty}$ as $k$ increases. In Section 2.1.3.2 we show that for typical graphs, the Fiedler eigenvalue is relatively small, and so the approximation is very accurate for large $T$, e.g., $T=10$, which is a typical setting for DeepWalk. The approximation is less accurate for small $T$, e.g., $T=1$ (See Table 2.2.)

Effect of the Window Size $T$. Intuitively, the effect of $T$ in Equation 2.5 is to control the "strength" of the logarithm nonlinearity, since, as noted previously, for any real constant $c, \log \left(1+T^{-1} c\right) \rightarrow T^{-1} c$ as $T \rightarrow \infty$. That is, the logarithm becomes a simple linear scaling in this limit. As we will see, even when the approximation of Equation 2.5 in inaccurate (when $T$ is very low) this approximated matrix qualitatively has similar properties to the actual $T$-window PMI matrix, and produces similar quality embeddings, as measured by performance in downstream classification tasks. This finding suggests that the strength of the logarithm nonlinearity can influence the locality of the embedding (as modulated in DeepWalk by the window size $T$ ) independently of modifying the arguments of the nonlinearity, which contain the actual information from the network as filtered by length- $T$ windows.

### 2.1.2.3 Binarized Laplacian Pseudoinverse

Motivated by the view of DeepWalk as a variant of classic Laplacian factorization with an entrywise nonlinearity, we investigate a highly simplified version of InfiniteWalk. We construct a binary matrix by 1) computing the pseudoinverse of the unnormalized Laplacian $\left.\mathbf{L}^{+}, 2\right)$ picking a quantile hyperparameter $\left.q \in(0,1), 3\right)$ determining the quantile $q$ element value, and 4) setting all elements less than this value to 0 and others to 1 . In other words, an element of this matrix $\mathbf{B}$ is given by $\mathbf{B}_{i j}=\left[\left(\mathbf{L}^{+}\right)_{i j} \geq c\right]$, where $c$ is the $q$ quantile element of $\mathbf{L}^{+}$. We then produce embeddings by partially factoring this matrix $\mathbf{B}$ as with the PMI matrices. Interestingly, this can be interpreted as factorizing the adjacency matrix of an implicit derived network whose sparsity is determined by $q$. Gaining a better understanding of the structure and interpretation of this network is an interesting direction from future work.

Note that in this method, we use the unnormalized Laplacian $\mathbf{L}$ rather than the normalized Laplacian $\tilde{\mathbf{L}}=\mathbf{D}^{1 / 2} \mathbf{L} \mathbf{D}^{1 / 2}$, which appears in the expression Equation 2.1 for $\boldsymbol{M}_{\infty}$. This is because, as we will show, the limiting PMI matrix is equal to the pseudoinverse of the unnormalized Laplacian up to a rank-3 term and a diagonal adjustment. We can rewrite our expression for the limiting matrix by expanding the normalized Laplacian in terms of the normalized Laplacian as follows:

$$
\mathbf{M}_{\infty}=\mathbf{1 1}^{T}+v_{G}(\underbrace{\mathbf{D}^{1 / 2}\left(\mathbf{D}^{1 / 2} \mathbf{L} \mathbf{D}^{1 / 2}\right)^{+} \mathbf{D}^{1 / 2}}-\mathbf{D}^{-1})
$$

Consider the underbraced term above containing $\mathbf{L}$. If this term had a true inverse rather than a pseudoinverse, the four factors involving the degree matrix would simply cancel. Instead, application of a variant of the Sherman-Morrison formula for pseudoinverses 125] results in the following expression for this term:

$$
\mathbf{D}^{1 / 2}\left(\mathbf{D}^{1 / 2} \mathbf{L} \mathbf{D}^{1 / 2}\right)^{+} \mathbf{D}^{1 / 2}=\left(\mathbf{I}-\mathbf{1} \tilde{d}^{\top}\right) \mathbf{L}^{+}\left(\mathbf{I}-\tilde{d} \mathbf{1}^{\top}\right)
$$

This yields the following alternate expression for the limiting PMI matrix:

$$
\begin{equation*}
\mathbf{M}_{\infty}=11^{T}+v_{G}\left(\left(\mathbf{I}-\mathbf{1} \tilde{\boldsymbol{d}}^{\top}\right) \mathbf{L}^{+}\left(\mathbf{I}-\tilde{\boldsymbol{d}}^{\top}\right)-\mathbf{D}^{-1}\right) \tag{2.6}
\end{equation*}
$$

In our context of binarizing $\mathbf{L}^{+}$by a quantile, note that addition by the all-ones matrix and multiplication by $v_{G}$ does not affect the ranks of the elements within the matrix, and the subtraction by the diagonal matrix $\mathbf{D}^{-1}$ affects relatively few elements. Hence we might expect binarizing $\mathbf{L}^{+}$by thresholding on quantiles to have a similar effect as binarizing the limiting PMI matrix itself.

Binarization is arguably one of the simplest possible methods of augmenting the Laplacian with a nonlinearity. As we will see, this method has good downstream performance compared to DeepWalk and related methods. We argue that this suggests that the core advancement of deep node embeddings over classical spectral embedding methods based on factorizing the Laplacian is application of a nonlinearity.

### 2.1.3 Experimental Setup

We now discuss how we empirically validate the performance of the limiting PMI matrix method presented in Section 2.1.2.2 and the Laplacian pseudoinverse binarization method of Section 2.1.2.3.

### 2.1.3.1 Data Sets

We use three of the four datasets used in the evaluation of the NetMF algorithm [147. Table 2.1 provides network statistics. Figure 2.1 provides the eigenvalue distribution of the symmetrized random walk matrix $\tilde{\mathbf{P}}$ for each network.

BlogCatalog [4] is a social network of bloggers. The edges represent friendships between bloggers, and node labels represent group memberships corresponding to interests of bloggers.

| Dataset | Nodes | Edges | Fiedler Eigval. |
| :--- | ---: | ---: | ---: |
| BloGCATALOG | 10,312 | 333,983 | 0.568 |
| PPI | 3,852 | 76,546 | 0.800 |
| Wikipedia | 4,777 | 184,812 | 0.504 |

Table 2.1. Network statistics for experiments in Section 2.1.


Figure 2.1. Sorted eigenvalues of $\tilde{\mathbf{P}}$ for each network. The top eigenvalue of 1 is excluded, and the Fiedler eigenvalues are marked with X's.

Protein-Protein Interaction (PPI) 177 is a subgraph of the PPI network for Homo Sapiens. nodes represent proteins, edges represent interactions between proteins, and node labels represent biological states. We use only the largest connected component, which has over $99 \%$ of the nodes.

Wikipedia is a co-occurrence network of words from a portion of the Wikipedia dump. Nodes represent words, edges represent co-occurrences within windows of length 2 in the corpus, and labels represent inferred part of speech (POS) tags.

### 2.1.3.2 Procedure

Implementation. See Algorithm 1 for the pseudocode of our limiting PMI matrix method. We use the NumPy [136] and SciPy [89] libraries for our implementation. The most expensive component of the algorithm is the pseudoinversion of the graph

Laplacian. While there is significant literature on approximating this matrix, or vector products with it [175, 96, 91, 148], we simply use the dense SVD-based function from NumPy. For graphs of larger scale, this method would not be practical. The truncated sparse eigendecomposition is handled via SciPy's packer to ARPACK 101, which uses the Implicitly Restarted Lanczos Method. As in 147, to generate a $d$ dimensional embedding, we return the singular vectors corresponding to the $d$ largest singular values, scaling the dimensions of the singular vectors by the square roots of the singular values. For classification, we use the scikit-learn 141 packer to LIBLINEAR [58]. Demo code for InfiniteWalk is available at github.com/schariya/infwalk.

```
Algorithm 1 InfiniteWalk
    Compute \(\mathbf{M}_{\infty}=\mathbf{1 1}^{\top}+\tilde{\mathbf{D}}^{1 / 2}\left(\tilde{\mathbf{L}}^{+}-\mathbf{I}\right) \tilde{\mathbf{D}}^{1 / 2}\)
    Compute \(\mathbf{M}=\log \left(R_{\epsilon}\left(\mathbf{1 1}^{\top}+T^{-1} \mathbf{M}_{\infty}\right)\right)\)
    Rank- \(d\) approximation by truncated eigendecomposition: \(\mathbf{M} \approx \mathbf{V} \times \operatorname{diag}(\mathbf{w}) \times \mathbf{V}^{\top}\)
    return \(\mathbf{V} \times \operatorname{diag}(\sqrt{|\mathbf{w}|})\) as node embeddings
```

Evaluation Setting. To investigate the usefulness and meaningfulness of the limiting PMI matrix, we evaluate the quality of embeddings generated by its truncated SVD after applying the element-wise ramp-logarithm described in Section 2.1.2.2. For this task, we closely follow the same procedure as in 144 and 147. We use one-vsrest logistic regression on the embeddings for multi-label prediction on the datasets. The classifiers employ L2 regularization with inverse regularization strength $C=1$. Classifiers are trained on a portion of the data, with the training ratio being varied from $10 \%$ to $90 \%$; the remainder is used for testing. As in 144 and 147, we assume that the number of labels for each test example is given. In particular, given that a node is assigned $k$ labels, the classifier predicts exactly the $k$ classes to which it assigned the highest probability. We use the mean scores over 10 random splits of the training and test data for each training ratio. We evaluate the micro-F1 and macro-F1 scores of classifiers using our embedding.

Hyperparameter Choices. We compare our results to those of DeepWalk 144, LINE [182], and NetMF 147] as reported in 147. The hyperparameters used for DeepWalk are the preferred default settings of its authors: window size $T=10$, walk length $L=40$, and number of walks starting from each node $\gamma=80$. Results from the second-order variant of LINE are reported. As the authors of NetMF report results for window sizes $T=1$ and $T=10$, we similarly report results for InfiniteWalk with $T=1$ and $T=10$. We expect the results of InfiniteWalk, as an approximation of the NetMF method in the high $T$ limit, to at least be roughly similar for the higher $T=10$ setting. We also include results with our limiting $T \rightarrow \infty$ matrix, though only for illustrative purposes. As the limiting matrix is essentially a simple linear transformation of the graph Laplacian's pseudoinverse, we expect embeddings derived thereof to perform relatively poorly. The entrywise nonlinearity seems to be critical. The embedding dimensionality is 128 for all methods as in both [144] and [147].

### 2.1.3.3 Binarized Laplacian Pseudoinverse

We implement and evaluate the simplified method of factorizing a binarized version of the unnormalized Laplacian pseudoinverse (described in Section 2.1.2.3) in the same way. We present results for the best values of quantile hyperparameter $q$ found by rough grid search. As with the window size $T$, the best value is expected to vary across networks. We compare to the performance of NetMF, the sampling methods LINE and DeepWalk, and classical methods - since the normalized and unnormalized Laplacians themselves both perform poorly on these tasks, we compare to factorizing the adjacency matrix itself. Again, since inverting and binarizing is one of the simplest possible nonlinearities to apply the Laplacian, good downstream performance suggests that the addition of a nonlinearity is the key advancement of deep node embeddings from classical embeddings of the Laplacian itself.

| Dataset | Error <br> $(T=1)$ | Error <br> $(T=10)$ | Ramped Elts. <br> $(T=1)$ | Ramped Elts. <br> $(T=10)$ |
| :--- | ---: | ---: | ---: | ---: |
| BLOGCATALOG | 2.456 | 0.001273 | 0.18340 | 0.0004901 |
| PPI | 2.588 | 0.041520 | 0.14400 | 0.0025210 |
| WIkIPEDIA | 1.355 | 0.004892 | 0.08892 | 0.0005943 |

Table 2.2. PMI Approximation Error. The first two columns give the Frobenius norm of the difference between the true PPMI matrix $\mathbf{M}_{T}$ and our approximation based on $\mathbf{M}_{\infty}$ (see Equation 2.5), divided by the norm of $\mathbf{M}_{T}$. The log-ramp nonlinearity with $R_{1}$, as used in the NetMF method, is applied to both matrices. The last two columns give the number of elements that are affected by the ramping component of the nonlinearity in one matrix but not the other, normalized by the size of the matrices.

### 2.1.4 Results

We now discuss our experimental results on both the limiting PMI-based algorithm and the simple Laplacian binarization algorithm.

### 2.1.4.1 PMI Approximation Error

In Table 2.2, we show how closely the PMI approximation given by Equation 2.5 matches the true PMI matrix. We can see from Table 2.1 that the Fiedler eigenvalues of our graphs are bounded away from 1. Thus, as expected, the approximation of the finite- $T$ PMI matrix via the limiting matrix is quite close at $T=10$, but not so at $T=1$. Additionally, at $T=10$, the elements which are affected by the ramping component of the nonlinearity are similar between our approximation and the true PMI matrix. The accurate approximation at $T=10$ explains why InfiniteWalk performs similarly on downstream classification tasks. Interestingly, at $T=1$, InfiniteWalk performs competitively, in spite of inaccurate approximation.

### 2.1.4.2 Multi-Label Classification

In Figure 2.2 we show downstream performance of embeddings based on the limiting $\mathbf{M}_{\infty}$ approximation, compared to other methods. Across both metrics and
all datasets, NetMF and InfiniteWalk are generally or par with or outperform the sampling-based methods, LINE and DeepWalk. As observed in 147, DeepWalk and NetMF with $T=10$ have better overall performance than LINE and NetMF with $T=1$ on the BlogCatalog and PPI networks, while the inverse is true for the Wikipedia network. This suggests that shorter-range dependencies better capture Wikipedia's network structure. As expected, InfiniteWalk with the $T=10$ nonlinearity performs better than the version with the $T=1$ nonlinearity on the former two datasets, while the inverse is true for Wikipedia. In all cases, the factorization of the $\boldsymbol{M}_{\infty}$ PMI matrix itself performs poorly. These findings support our hypothesis that changing the strength of the logarithm nonlinearity can largely emulate the effect of actually changing the window size $T$ in sampling and deterministic approaches.

While maximizing downstream performance is not the focus of our work, we observe that, overall, InfiniteWalk has performance competitive with if slightly inferior to NetMF (see Figure 2.3). On BlogCatalog, InfiniteWalk underperforms relative to NetMF. On PPI, InfiniteWalk outperforms NetMF when less than half the data is used for training, but underperforms when given more training data. On Wikipedia, InfiniteWalk underperforms relative to NetMF on macro-F1 score, but outperforms NetMF on micro-F1 score.

Binarized Laplacian Pseudoinverse. In Figure 2.4 we show down stream performance of our simple method based on factorizing the binarized Laplacian pseudoinverse. This method performs remarkably well on both $T=10$ networks. On PPI, it matches the performance of NetMF, and on BlogCatalog, it is nearly on par again, accounting for most of the improvement from the classical method. On the $T=1$ network, Wikipedia, it is less successful, especially on Macro-F1 error, but still improves on the classical method. These result again support our hypothesis that the key ingredient of improved node embeddings seems to be the application of a nonlinearity to the Laplacian pseudoinverse.

Elements of Limiting PMI Matrices. Since we are introducing the limiting PMI matrix as an object for future investigation, we also give a preliminary qualitative description of its elements. See Figure 2.5 for a visualization of the element distribution for the three networks we investigate. Across these networks, these matrices tend to contain mostly small negative elements, corresponding to weak negative correlations between nodes, as well as some large positive values, corresponding to strong positive correlations. The distributions overall have similar shapes, and, interestingly, have roughly the same ratios of negative values to positive values, corresponding to roughly the same ratios of negative correlations to positive correlations.

### 2.1.5 Conclusion

In this section we have simplified known expressions for the finite- $T$ network PMI matrix and derived an expression for the $T \rightarrow \infty$ matrix in terms of the pseudoinverse of the graph Laplacian. This expression strengthens connections between SGNS-based and classic spectral embedding methods.

We show that, with a simple scaled logarithm nonlinearity, this limiting matrix can be used to approximate finite- $T$ matrices which yield competitive results on downstream node classification tasks. This finding suggests that the core mechanism of SGNS methods as applied to networks is a simple nonlinear transformation of classical Laplacian embedding methods. We even find that just binarizing the Laplacian pseudoinverse by thresholding often accounts for most of the performance gain from classical approaches, suggesting again the important of the nonlinearity.

We view this work as a step in understanding the core mechanisms of SGNS-based embedding methods. However many open questions remain.

For example, one may ask why the scaled logarithm non-linearity is a good choice. Relatedly, how robust is performance to changes in the nonlinearity? Our results on binarization of the Laplacian pseudoinverse indicate that it may be quite robust,


Figure 2.2. Multi-label classification performance on the BlogCatalog, PPI, and Wikipedia networks. Micro-F1 score (top) and Macro-F1 score (bottom) versus percent of data used for training. Results for InfiniteWalk (Algorithm 1) all appear as solid lines.
but this is worth further exploration. Finally, as discussed, our binarization method can be viewed as producing the adjacency matrix of a graph based on the Laplacian pseudoinverse, and then directly factoring this matrix. Understanding how this derived graph relates to the input graph would be a very interesting next step in understanding the surprisingly competitive performance of this method.

Additionally, as discussed previously, node2vec [75] is a generalization of DeepWalk that adds additional hyperparameters to create second-order random walks. Qiu et al. 147] also provide an expression for the matrix that is implicitly factored by node2vec, so pursuing the $T \rightarrow \infty$ limit of this matrix may provide insight into node2vec and an interesting generalization of DeepWalk's limiting PMI matrix.


Figure 2.3. Performance of InfiniteWalk relative to NetMF 147. F1 score (\%) of InfiniteWalk minus F1 score of NetMF versus percent of data used for training. For both methods, $T=10$ is used for BlogCatalog and PPI, and $T=1$ is used for Wikipedia.


Figure 2.4. Performance of the binarized Laplacian pseudoinverse method relative to NetMF, sampling-based methods, and embedding by factorizing the adjacency matrix. 0.95 is used as the thresholding quantile for BlogCatalog and PPI, and 0.50 is used for Wikipedia. The more suitable setting of $T$ and the more suitable sampling method is plotted for each network.


Figure 2.5. Distribution of elements of the limiting PMI matrices $\mathbf{M}_{\infty}$ of the three networks. The distributions are separated between negative and positive elements corresponding to negative and positive correlations between nodes.

### 2.2 From Embeddings Back to Graphs

In this section, we focus on the following high-level question:
What graph properties are encoded in and can be recovered from node embeddings? How do these properties correlate with learning tasks?

We study the above question on undirected graphs with non-negative edge weights. Let $\mathcal{G}$ denote the set of all such graphs with $n$ nodes. We formalize the question via Problems 1 and 2 below.

Problem 1 (Embedding Inversion). Given an embedding algorithm $\mathcal{E}: \mathcal{G} \rightarrow \mathbb{R}^{n \times k}$ and the embedding $\mathcal{E}(G)$ for some $G \in \mathcal{G}$, produce $\tilde{G} \in \mathcal{G}$ with $\mathcal{E}(\tilde{G})=\mathcal{E}(G)$ or such that $\|\mathcal{E}(\tilde{G})-\mathcal{E}(G)\|$ is small for some norm $\|\cdot\|$.

We refer to $k$ as the embedding dimension. A solution to Problem lets us approximately invert the embedding $\mathcal{E}(G)$ to obtain a graph. It is natural to ask what structure is common between $G, \tilde{G}$. Using the same notation as Problem 11, our second problem is as follows.

Problem 2 (Graph Recovery). Given $G, \tilde{G}$ such that $\|\mathcal{E}(\tilde{G})-\mathcal{E}(G)\|$ is small for some matrix norm $\|\cdot\|$, how close are $G, \tilde{G}$ in terms of common edges, degree sequence, triangle counts, and community structure?


Figure 2.6. (a) Relative Frobenius error $\|\boldsymbol{A}-\tilde{\boldsymbol{A}}\|_{F} /\|\boldsymbol{A}\|_{F}$ between the adjacency matrices of $G$ and $\tilde{G}$. (b) Relative error between $G$ and $\tilde{G}$ for the conductances of the five largest communities (corresponding to biological states) in a human proteinprotein interaction network.

Answering Problems 1 and 2 is an important step towards a better understanding of a node embedding method $\mathcal{E}$. We focus on the popular DeepWalk method [144]. As discussed in Section 2.1, DeepWalk embedding can be interpreted as low-rank approximation of a pointwise mutual information (PMI) matrix based on node cooccurrences in random walks [71]. The NetMF method 147] directly implements this low-rank approximation using SVD, giving a variant with improved performance in many tasks. Due to its mathematically clean definition, we use this variant. Many embedding methods can be viewed similarly - as producing a low-rank approximation of some graph-based similarity matrix. We expect our methods to extend to such embeddings.

Our contributions. We make the following findings:

- We prove that when the embedding dimension $k$ is equal to $n$ and the node embedding method is NetMF in the limit as the co-occurrence window size parameter goes to infinity, then solving a linear system can provably recover $G$ from $\mathcal{E}(G)$, i.e., find $\tilde{G}=G$.
- We present two algorithms for solving Problem 1 on NetMF embeddings in typical parameter regimes. The first is inspired by the above result, and relies on solving a linear system. The second is based on minimizing $\|\mathcal{E}(G)-\mathcal{E}(\tilde{G})\|_{F}$, where $\|\cdot\|_{F}$ is the matrix Frobenius norm, using gradient based optimization.
- Despite the non-convex nature of the above optimization problem, we show empirically that our approach successfully solves Problem 1 on a variety of real word graphs, for a range of embedding dimensions used frequently in practice. We show that, typically our optimization based algorithm outperforms the linear system approach with respect to producing a graph $\tilde{G}$ with embeddings closer to those of the input graph $G$.
- We study Problem 2 by applying our optimization algorithm to NetMF embeddings for a variety of real world graphs. We compare the input graph $G$ and the output of our inversion algorithm $\tilde{G}$ across different criteria. Our key findings include the following:

1. Fine-Grained Edge Information. As the embedding dimension $k$ increases up to a certain point $\tilde{G}$ tends closer to $G$, i.e., the Frobenius norm of the difference of the adjacency matrices gets smaller. After a certain point, the recovery algorithm is trying unsuccessfully to reconstruct fine grained edge information that is "washed-out" by NetMF. Figure 2.6(a) illustrates this finding for a popular benchmark of datasets (see Section 2.2.3 for more details).
2. Graph properties. We focus on two fundamental graph properties, counts of triangles and community structure. Surprisingly, while the number of triangles in $G$ and $\tilde{G}$ can differ significantly, community structure is wellpreserved. In some cases this structure is actually enhanced/emphasized by


Figure 2.7. $G$ (left), a stochastic block model graph with 1000 nodes and 4 clusters, and $\tilde{G}$ (right), a reconstruction of $G$ from a 32-dimensional NetMF embedding. While $G$ and $\tilde{G}$ differ in the exact edges they contain, we can see that the community structure is preserved.
the embedding method. That is, the conductance of the same community in $\tilde{G}$ is even lower than in $G$.

Figure 2.6(b) shows the relative error between the conductance of a groundtruth community in $G$ and the conductance of the same community in $\tilde{G}$ vs. $k$ for the five largest communities in a human protein-protein interaction network.

Figure 2.7 provides another visual summary of the above findings. Specifically, it shows on the left the spy plot of a stochastic block model graph with 1000 nodes and four clusters, and on the right the spy plot of the output of our reconstruction algorithm from a 32-dimensional NetMF embedding of the former graph. The two graphs differ on exact edges, but the community structure is preserved.

### 2.2.1 Related work

Graph recovery from embeddings. To the best of our knowledge, Problem 1 has not been studied explicitly in prior work. [85] study graph recovery using a partial set of effective resistance measurements between nodes - equivalent to Euclidean
distances for a certain embedding, see Section 4 of 174]. Close to our work lies recent work on node embedding privacy, and in particular graph reconstruction attacks on these embeddings. [54] identify neighbors of a given node $v$ with good accuracy by considering the change in embeddings of the other nodes in $G$ and $G \backslash v$. [51] study a graph reconstruction attack that inverts a simple spectral embedding using a neural network. Training this network requires knowledge of a random subgraph of $G$, used as training data, and can be viewed as solving Problem 1, but with some auxiliary information provided on top of $\mathcal{E}(G)$.

Graph sketching algorithms study the recovery of information about $G$ (e.g., approximations to all its cuts or shortest path distances) from linear measurements of its edge-vertex incidence matrix [122]. These linear measurements can be thought of as low-dimensional node embeddings. However, generally they are designed specifically to encode certain information about $G$, and they differ greatly from the type of embeddings used in graph learning applications. In Section 3.1, we show that any graph with degree bounded by $\Delta$ admits an embedding into $2 \Delta+1$ dimensions that can be exactly inverted. These exact embeddings allow for a perfect encoding of the full graph structure in low-dimensions, and circumvent limitations of a large family of embeddings that cannot capture triangle richness and edge sparsity provably in low dimensions 167.

DeepWalk and NetMF. We focus on inverting embeddings produced by the NetMF variant 147 of the popular DeepWalk method 144. Consider an undirected, connected, non-bipartite graph $G$, with adjacency matrix $\boldsymbol{A} \in\{0,1\}^{n \times n}$, diagonal degree $\operatorname{matrix} \boldsymbol{D} \in \mathbb{R}^{n \times n}$ and volume $v_{G}=\operatorname{tr}(\boldsymbol{D})=\sum_{i, j} \boldsymbol{A}_{i j}$. Qui et al. show that, for window size hyperparameter $T$ (typical settings are $T=10$ or $T=1$ ), DeepWalk stochastically factorizes the pointwise mutual information (PMI) matrix:

$$
\hat{\boldsymbol{M}}_{T}=\log \left(\frac{v_{G}}{T} \sum_{r=1}^{T}\left(\boldsymbol{D}^{-1} \boldsymbol{A}\right)^{r} \boldsymbol{D}^{-1}\right)
$$

where the logarithm is applied entrywise to its $n \times n$ argument. Note that if the diameter of $G$ exceeds $T$, then at least one entry of $\sum_{r=1}^{T}\left(\boldsymbol{D}^{-1} \boldsymbol{A}\right)^{r} \boldsymbol{D}^{-1}$ will be 0 . To avoid taking the logarithm of 0 , NetMF instead employs the positive pointwise mutual information (PPMI) matrix:

$$
\begin{equation*}
\boldsymbol{M}_{T}=\log \left(\max \left(1, \frac{v_{G}}{T} \sum_{r=1}^{T}\left(\boldsymbol{D}^{-1} \boldsymbol{A}\right)^{r} \boldsymbol{D}^{-1}\right)\right) . \tag{2.7}
\end{equation*}
$$

Via truncated eigendecomposition of $\boldsymbol{M}_{T}$, one can find an eigenvector matrix $\boldsymbol{V} \in \mathbb{R}^{n \times k}$ and a diagonal eigenvalue matrix $\boldsymbol{W} \in \mathbb{R}^{k \times k}$ such that $\boldsymbol{M}_{T, k}=\boldsymbol{V} \boldsymbol{W} \boldsymbol{V}^{\top}$ is the best possible $k$-rank approximation of $\boldsymbol{M}_{T}$ in the Frobenius norm. The NetMF embedding is set to the eigenvectors scaled by the square roots of the eigenvalue magnitudes. I.e., $\mathcal{E}(G)=\boldsymbol{V} \sqrt{|\boldsymbol{W}|}$, where the absolute value and the square root are applied entrywise. In practice, these node embeddings perform at least as well as DeepWalk in downstream tasks. Further, their deterministic nature lets us to define a straightforward optimization model to invert them.

### 2.2.2 Proposed methods

In Sections 2.2.2.1 and 2.2.2.2 we present our two proposed NetMF embedding inversion methods. The first is inspired by our constructive proof of Theorem 2.2.1 and relies on solving an appropriately defined linear system. The second is based on optimizing a natural objective using a gradient descent algorithm. Since the NetMF embedding $\mathcal{E}(G)$ encodes the best $k$-rank approximation $\boldsymbol{M}_{T, k}=\boldsymbol{V} \boldsymbol{W} \boldsymbol{V}^{T}$ to the positive pointwise mutual information (PPMI) matrix $\boldsymbol{M}_{T}$, we will assume throughout that we are given $M_{T, k}$ directly and seek to recover $\tilde{G}$ from this matrix. We also assume knowledge of the number of edges in $G$ in terms of the volume $v_{G}$.

While all networks used in our experiments are unweighted, simple, undirected graphs, i.e., their adjacency matrices are binary $\left(\boldsymbol{A} \in\{0,1\}^{n \times n}\right)$, our inversion algorithms produce $\tilde{G}$ with $\tilde{\boldsymbol{A}} \in[0,1]^{n \times n}$. The real valued edge weights in $\tilde{G}$ can be
thought of as representing edge probabilities. We will also convert $\tilde{G}$ to an unweighted graph with binary adjacency matrix $\tilde{\boldsymbol{A}}_{b} \in\{0,1\}^{n \times n}$. We describe the binarization process in detail in the following sections.

### 2.2.2.1 Analytical Approach

We leverage our asymptotic result from Section 2.1, which states that as the number of samples and the window size $T$ for DeepWalk/NetMF tend to infinity, the PMI matrix tends to the limit:

$$
\begin{equation*}
\lim _{T \rightarrow \infty} T \cdot \hat{\boldsymbol{M}}_{T}=\hat{\boldsymbol{M}}_{\infty}=v_{G} \cdot \boldsymbol{D}^{-1 / 2}\left(\overline{\boldsymbol{L}}^{+}-\boldsymbol{I}\right) \boldsymbol{D}^{-1 / 2}+\boldsymbol{J} \tag{2.8}
\end{equation*}
$$

where $\overline{\boldsymbol{L}}=\boldsymbol{I}-\boldsymbol{D}^{-1 / 2} \boldsymbol{A} \boldsymbol{D}^{-1 / 2}$ is the normalized Laplacian, $\overline{\boldsymbol{L}}^{+}$is the Moore-Penrose pseudoinverse of this matrix, and $\boldsymbol{J}$ is the all-ones matrix. Our first observation is that if, in addition to $\hat{\boldsymbol{M}}_{\infty}$, we are given the degrees of the vertices in $G$, then we know both $D$ and $v_{G}$, and we can simply invert Equation 2.8 as follows:

$$
\begin{align*}
\overline{\boldsymbol{L}} & =\left(\boldsymbol{D}^{1 / 2}\left(\frac{\hat{\boldsymbol{M}}_{\infty}-\boldsymbol{J}}{v_{G}}\right) \boldsymbol{D}^{1 / 2}+\boldsymbol{I}\right)^{+}  \tag{2.9}\\
\boldsymbol{A} & =\boldsymbol{D}^{1 / 2}(\boldsymbol{I}-\overline{\boldsymbol{L}}) \boldsymbol{D}^{1 / 2}
\end{align*}
$$

Recovery of Degrees from Limiting PMI. We now show that using just the graph volume $v_{G}$, one can perfectly recover the degree matrix $\boldsymbol{D}$ from $\hat{\boldsymbol{M}}_{\infty}$ via a linear system, provided the graph's adjacency matrix is full-rank. For an undirected graph $G$ with adjacency matrix $\boldsymbol{A}$ and unnormalized Laplacian $\boldsymbol{L}$, let $\boldsymbol{d}$ be the vector with $i^{\text {th }}$ entry equal to the $i^{\text {th }}$ node's degree and $\boldsymbol{d}^{1 / 2}$ be its entrywise square root. Note that

$$
\overline{\boldsymbol{L}} \boldsymbol{d}^{1 / 2}=\boldsymbol{D}^{-1 / 2} \boldsymbol{L} \boldsymbol{D}^{-1 / 2} \boldsymbol{d}^{1 / 2}=\boldsymbol{D}^{-1 / 2} \boldsymbol{L} \mathbf{1}=\mathbf{0}
$$

since the all-ones vector $\mathbf{1}$ is in the null space of the unnormalized Laplacian $\boldsymbol{L}$. Suppose we have the limiting PMI matrix $\boldsymbol{M}_{\infty}$ and the graph volume $v_{G}$. We subtract the all-ones matrix $\boldsymbol{J}$ from $\boldsymbol{M}_{\infty}$ and multiply by $\boldsymbol{d} / v_{G}$ :

$$
\begin{aligned}
\left(\boldsymbol{M}_{\infty}-\boldsymbol{J}\right)\left(\boldsymbol{d} / v_{G}\right) & =v_{G} \cdot \boldsymbol{D}^{-1 / 2}\left(\overline{\boldsymbol{L}}^{+}-\boldsymbol{I}\right) \boldsymbol{D}^{-1 / 2}\left(\boldsymbol{d} / v_{G}\right) \\
& =\boldsymbol{D}^{-1 / 2} \overline{\boldsymbol{L}}^{+} \boldsymbol{d}^{1 / 2}-\boldsymbol{D}^{-1 / 2} \boldsymbol{I} \boldsymbol{d}^{1 / 2} \\
& =0-\mathbf{1}=-\mathbf{1}
\end{aligned}
$$

Thus, if we solve the linear system $\left(\boldsymbol{M}_{\infty}-\boldsymbol{J}\right) \boldsymbol{x}=-\mathbf{1}$ for $\boldsymbol{x}$, we should get $\boldsymbol{x}=\boldsymbol{d} / v_{G}$, from which we can determine all nodes' degrees. Note that without $v_{G}$, we can still recover the degrees up to a constant factor. The only issue with the above approach occurs when $\left(\boldsymbol{M}_{\infty}-\boldsymbol{J}\right)$ is singular and the linear system does not have a unique solution. $\left(\boldsymbol{M}_{\infty}-J\right)$ is singular iff $\left(\overline{\boldsymbol{L}}^{+}-\boldsymbol{I}\right)$ is singular, and this only occurs when $\overline{\boldsymbol{L}}^{+}$ and hence $\overline{\boldsymbol{L}}$ has an eigenvalue equal to $1 . \overline{\boldsymbol{L}}=\boldsymbol{I}-\boldsymbol{D}^{-1 / 2} \boldsymbol{A} \boldsymbol{D}^{-1 / 2}$, so this requires that $\boldsymbol{D}^{-1 / 2} \boldsymbol{A} \boldsymbol{D}^{-1 / 2}$ has a zero eigenvalue. Thus, $\overline{\boldsymbol{L}}^{+}-\boldsymbol{I}$ is singular exactly when $\boldsymbol{A}$ is singular.

Combining this fact with Equations 2.8 and 2.9 we obtain the following:

Theorem 2.2.1 (Limiting Invertibility of Full-Rank PMI Embeddings). Let $G$ be an undirected, connected, non-bipartite graph with full-rank adjacency matrix $\boldsymbol{A} \in$ $\{0,1\}^{n \times n}$ and volume $v_{G}$. Let $\hat{\boldsymbol{M}}_{T}$ be the PMI matrix of $G$ which is produced with window size $T$. There exists an algorithm that takes only $\hat{\boldsymbol{M}}_{T}$ and $v_{G}$ as input and recovers $\boldsymbol{A}$ exactly in the limit as $T \rightarrow \infty$.

Approximation. In our embedding inversion task, rather than the exact limiting PMI matrix $\hat{\boldsymbol{M}}_{\infty}$, we are given the low-rank approximation $\boldsymbol{M}_{T, k}$ of the finite- $T$ PPMI matrix, through the NetMF embeddings. Our first algorithm is based on essentially ignoring this difference. We use $\boldsymbol{M}_{T, k}$ to obtain an approximation to $\hat{\boldsymbol{M}}_{\infty}$, which we
then plug into Equation 2.9. This approximation is based on inverting the following limit from Section 2.1:

$$
\begin{equation*}
\lim _{T \rightarrow \infty} \hat{\boldsymbol{M}}_{T}=\log \left(\frac{1}{T} \hat{\boldsymbol{M}}_{\infty}+\boldsymbol{J}\right) \tag{2.10}
\end{equation*}
$$

where the logarithm is applied entrywise.
Due to the various approximations used, the elements of the reconstructed adjacency matrix $\tilde{\boldsymbol{A}}$ may not be in $\{0,1\}$, and may not even be in $[0,1]$; for this reason, as in 167, we apply an entrywise clipping function, $\operatorname{clip}(x)=\min (\max (0, x)$, 1$)$, after the inversion steps from Equations 2.9 and 2.10. The overall procedure is given in Algorithm 2.

```
Algorithm 2 DeepWalking Backwards (Analytical)
input approximation \(\boldsymbol{M}_{T, k}\) of true \(T\)-step PPMI, window-size \(T\), degree matrix \(\boldsymbol{D}\),
graph volume \(v_{G}\)
output reconstructed adjacency matrix \(\tilde{\boldsymbol{A}} \in[0,1]^{n \times n}\)
    \(\tilde{\boldsymbol{M}}_{\infty} \leftarrow T \cdot\left(\exp \left(\boldsymbol{M}_{T, k}\right)-J\right) \triangleright \exp\) is applied entrywise, \(\boldsymbol{J}\) is the all-ones matrix
    \(\tilde{\overline{\boldsymbol{L}}} \leftarrow\left(\boldsymbol{D}^{1 / 2}\left(\frac{\tilde{\boldsymbol{M}}_{\infty}-\boldsymbol{J}}{v_{G}}\right) \boldsymbol{D}^{1 / 2}+\boldsymbol{I}\right)^{+}\)
    \(\tilde{\boldsymbol{A}} \leftarrow \operatorname{clip}\left(\boldsymbol{D}^{1 / 2}(\boldsymbol{I}-\tilde{\overline{\boldsymbol{L}}}) \boldsymbol{D}^{1 / 2}\right)\)
    return \(\tilde{A}\)
```

Binarization. To produce a binary adjacency matrix $\tilde{\boldsymbol{A}}_{b} \in\{0,1\}^{n \times n}$ from $\tilde{\boldsymbol{A}}$, we use a slight modification of Algorithm 2: rather than clipping, we set the highest $v_{G}$ off-diagonal entries above the diagonal to 1 , and their symmetric counterparts below the diagonal to 1 . This ensures that the matrix represents an undirected graph $\tilde{G}$ with the same number of edges as $G$.

### 2.2.2.2 Optimization Approach

Our gradient based approach parameterizes the entries of a real valued adjacency matrix $\tilde{\boldsymbol{A}} \in(0,1)^{n \times n}$ with independent logits for each potential edge, and leverages the differentiability of Equation 2.7. Based on $\tilde{\boldsymbol{A}}$, we compute the PPMI matrix
$\tilde{\boldsymbol{M}}_{T}$, and then the squared PPMI error loss, i.e., the squared Frobenius error between $\tilde{\boldsymbol{M}}_{T}$ and the low-rank approximation $\boldsymbol{M}_{T, k}$ of the true PPMI, given by the NetMF embeddings. We differentiate through these steps, update the logits, and repeat. Pseudocode is given in Algorithm 3.

Since the input to the algorithm is a low-rank approximation of the true PPMI, and since this approximation is used for the computation of error, it may seem more appropriate to also compute a low-rank approximation of the reconstructed PPMI matrix $\tilde{\boldsymbol{M}}_{T}$ prior to computing the error; we skip this step since eigendecomposition within the optimization loop is both computationally costly and unstable to differentiate through.

Note that we invoke a "shifted logistic" function $\sigma_{v}$ which constructs an adjacency matrix with a given target volume. The pseudocode for this function is given in Algorithm 4. This algorithm is an application of Newton's method. We find that 10 iterations are sufficient for convergence in our experiments.

Our implementation uses PyTorch 140 for automatic differentiation and minimizes the loss using the SciPy [89] implementation of L-BFGS 115, 210] with default hyperparameters and a maximum of 500 iterations.

```
Algorithm 3 DeepWalking Backwards (Optimization)
input approximation \(\boldsymbol{M}_{T, k}\) of true \(T\)-step PPMI, window-size \(T\), graph volume \(v_{G}\),
number of iters. \(N\)
output reconstructed adjacency matrix \(\tilde{\boldsymbol{A}} \in(0,1)^{n \times n}\)
    Initialize elements of \(\boldsymbol{X} \in \mathbb{R}^{(n \times n)}\) to \(0 \triangleright\) logits of the reconstructed adj. matrix
    for \(i \leftarrow 1\) to \(N\) do
        \(\tilde{\boldsymbol{A}} \leftarrow \sigma_{v_{G}}(\boldsymbol{X}) \quad \triangleright\) construct adj. matrix with target volume, see Algorithm 4
        \(\tilde{\boldsymbol{M}}_{T} \leftarrow \operatorname{PPMI}(\tilde{\boldsymbol{A}})\) via Eq. 2.7
        \(L \leftarrow\left\|\tilde{\boldsymbol{M}}_{T}-\boldsymbol{M}_{T, k}\right\|_{F}^{2} \quad \triangleright\) squared error of PPMI
        Calculate \(\partial_{\boldsymbol{X}} L\) via automatic differentiation through Steps 3 to 5
        Update \(X\) to minimize \(L\) using \(\partial_{\boldsymbol{X}} L\)
    return \(\sigma_{v}(\boldsymbol{X})\)
```

```
Algorithm 4 Shifted Logistic Function \(\sigma_{v}\)
input logit matrix \(\boldsymbol{X} \in \mathbb{R}^{(n \times n)}\), target sum \(v \in\left(0, n^{2}\right)\), number of iterations \(I\)
output matrix \(\boldsymbol{A} \in(0,1)^{n \times n}\) which sums approximately to \(v\)
    \(s \leftarrow 0\)
    for \(i \leftarrow 1\) to \(I\) do
        \(\boldsymbol{A} \leftarrow \sigma(\boldsymbol{X}+s) \quad \triangleright \sigma\) is the logistic function applied entrywise
        \(s \leftarrow s+\frac{v-\Sigma(\boldsymbol{A})}{\Sigma(\boldsymbol{A} \circ(\boldsymbol{J}-\boldsymbol{A}))} \quad \triangleright \Sigma\) sums over all elements, \(\circ\) is an entrywise product
    return \(\sigma(\boldsymbol{X}+s)\)
```

Binarization. We binarize the reconstructed $\tilde{\boldsymbol{A}} \in(0,1)^{n \times n}$ differently from the prior approach. We treat each element of $\tilde{\boldsymbol{A}}$ as the parameter of a Bernoulli distribution and sample independently to produce $\tilde{\boldsymbol{A}}_{b} \in\{0,1\}^{n \times n}$. Since we set $\tilde{\boldsymbol{A}}$ 's volume to be approximately $v_{G}$ using the $\sigma_{v}$ function, the number of edges in the binarized network after sampling is also $\approx v_{G}$.

### 2.2.3 Experimental results

We now detail the setup and results for applying our inversion algorithms to realworld and synthetic graphs.

### 2.2.3.1 Experimental setup

Datasets. We apply the NetMF inversion algorithms described in Section 2.2.2 to a benchmark of networks, summarized in Table 2.3. As part of our investigation of how well the output $\tilde{G}$ of our methods matches the underlying graph $G$, we examine how community structure is preserved. For this reason, we choose only test graphs with labeled ground-truth communities. All datasets we use are publicly available: see [147] for BlogCatalog and PPI, [166] for Citeseer and Cora, and SNAP 106] for Email and Youtube. The YouTube graph we use is a sample of 20 communities from the raw network of 106]. For all networks, we consider only the largest connected component. The community labels that we report for various datasets, such as those

| Name | Nodes | Edges | Labels |
| :--- | ---: | ---: | ---: |
| BlogCatalog | 10,312 | 333,983 | 39 |
| E-Mail | 986 | 16,064 | 42 |
| PPI | 3,852 | 76,546 | 50 |
| Cora | 2,485 | 10,138 | 7 |
| Citeseer | 2,110 | 7,388 | 6 |
| YouTube | 10,617 | 55,864 | 20 |

Table 2.3. Network statistics for experiments in Section 2.2.
reported in the legends of Figure 2.10, refer to the labels as given in the input datasets.

Hyperparameter settings. We experiment with a set of different values for the embedding dimension $k$, starting from $2^{4}$ and incrementing in powers of 2 , up to $2^{11}=2048$, except for the Email dataset, which has fewer than $2^{10}$ nodes. For this dataset we only test for $k$ up to $2^{9}$. Throughout the experiments, we set the windowsize $T$ to 10, as this is the most commonly used value in downstream machine learning tasks.

Evaluation. Our first step is to evaluate how well the two algorithms proposed in Section 2.2.2 solve embedding inversion (Problem 11). To do this, we measure the error in terms of the relative Frobenius error between the rank- $k$ approximations of the true and reconstructed PPMI matrices, $\boldsymbol{M}_{T, k}$ and $\tilde{\boldsymbol{M}}_{T, k}$ respectively. These matrices represent the NetMF embeddings of $G$ and $\tilde{G}$. The relative Frobenius error for two matrices $X$ and $\tilde{\boldsymbol{X}}$ is simply $\|\boldsymbol{X}-\tilde{\boldsymbol{X}}\|_{F} /\|\boldsymbol{X}\|_{F}$.

We next study how the reconstructed graph $\tilde{G}$ obtained via embedding inversion compares with the true $G$ (Problem 2). Here, we binarize the reconstructed adjacency matrix to produce $\tilde{\boldsymbol{A}}_{b}$. See Sections 2.2.2.1 and 2.2.2.2 for details. Thus, like $G, \tilde{G}$ is an undirected, unweighted graph. Most directly, we measure the relative Frobenius error between $G$ 's adjacency matrix $\boldsymbol{A}$ and $\tilde{G}$ 's adjacency matrix $\tilde{\boldsymbol{A}}_{b}$. We also measure the reconstruction error for three other key measures:

- Number of triangles $(\tau)$. The total number of 3-cliques, i.e., triangles, in the graph.
- Average path length ( $\ell$ ). The average path length between any two nodes in the graph.
- Conductance $(\phi)$ of ground-truth communities. For a community $S$, the conductance is defined as: $\phi(S)=\frac{e(S: \bar{S})}{\min (\operatorname{vol}(S), \operatorname{vol}(\bar{S}))}$ where $e(S: \bar{S})$ is the number of edges leaving community $S$ and $\operatorname{vol}(S)$ is number of edges induced by $S . \bar{S}$ is the complement $V \backslash S$.

For the above measures we report the relative error between the measure $x$ for the true network and the one of the recovered network $\tilde{x}$, defined as $(\tilde{x}-x) / x$.

Finally, we evaluate how well $\tilde{G}$ 's low-dimensional embeddings perform in classification, where the goal is to infer the labels of the nodes of $G$. We train a linear model using a fraction of the labeled nodes of $G$ and the low-dimensional embedding of $\tilde{G}$, and try to infer the labels of the remaining nodes. We report accuracy in terms of micro F1 score and compare it with the accuracy when using the low-dimensional embedding of $G$ itself. For this task, we use both the recovered real-valued adjacency matrix of $\tilde{G}$ and its binarized version. We observe that, contrary to the previous measures, performance is sensitive to binarization.

Code. All code for this section is written in Python and is available at https: //github.com/konsotirop/Invert_Embeddings.

Summary of findings. Before we delve into details, we summarize our key findings.

- The optimization approach (Alg. 3), significantly outperforms the analytical approach (Alg. 2), in terms of how closely the NetMF embeddings of the reconstructed graph $\tilde{G}$ match those of the true graph $G$ (i.e., in solving Problem 11 ). See Figure 2.8.


Figure 2.8. Relative Frobenius error vs. embedding rank $k$ for the low-rank PPMI matrices of the graphs reconstructed using the inversion algorithms: the analytical approach, Alg. 2 (left), and the optimization approach, Alg. 3 (right). For details, see Section 2.2.3.2.

- Focusing on $\tilde{G}$ produced by Algorithm 3, the NetMF embedding is close to the input at all ranks. The adjacency matrix error of $\tilde{G}$ trends downwards as the embedding rank $k$ increases. However, for small $k$, the two graph topologies can be very different in terms of edges and non-edges. See Figure 2.9.
- $\tilde{G}$ preserves and or even enhances the community structure present in $G$, and tends to preserve the average path length. However, the number of triangles in $\tilde{G}$ greatly differs from that in $G$ when the embedding rank $k$ is low. See Figure 2.9.
- $\tilde{G}$ 's NetMF embeddings perform essentially identically to $G$ 's in downstream classification on $G$. However, binarization has a significant effect: if we first binarize $\tilde{G}$ 's edge weights, and then produce embeddings, there is a drop in classification performance.
- Overall, we are able to invert NetMF embeddings as laid out in Problem 1 and, in the process, recover $\tilde{G}$ with similar community structure to the true graph $G$. Surprisingly, however, $\tilde{G}$ and $G$ can be very different graphs in terms of both specific edges and broader network properties, despite their similar embeddings.


Figure 2.9. From left to right: Relative Frobenius error for the binarized adjacency matrix; relative error for the number of triangles; and relative error for the average path length. All plots are versus the embedding rank.

### 2.2.3.2 Analytical vs. Optimization Based Inversion

Figure 2.8 reports the relative Frobenius error of the analytical method (Alg. 2) and the optimization approach (Alg. 3) in embedding inversion as we range $k$. We can see that Alg. 3 significantly outperforms Alg. 2. While Alg. 22 comes with strong theoretical guarantees (Theorem 2.2.1) in asymptotic settings (i.e., $T \rightarrow \infty, k=n$ ), it performs poorly when these conditions are violated. In practice, the embedding dimension $k$ is always set to be less than $n$ (typical values are 128 or 256), and $T$ is finite ( $T$ is often set to 10). At these settings, the approximations used in Alg. 2 seem to severely limit its performance.

Given the above, in the following sections we focus our attention on the optimization approach. This approach makes no assumption on the rank $k$, or the window-size $T$. We can see in Figure 2.8 that the embedding error stays low across different values of $k$ when using Alg. 3, indicating that performance is insensitive to the dimension parameter.

### 2.2.3.3 Evaluating Graph Recovery

Adjacency matrix reconstruction. We next examine how closely the output of Alg. 3, the binarized adjacency matrix $\tilde{\boldsymbol{A}}_{b}$, matches the original adjacency matrix $\boldsymbol{A}$, especially as we vary the embedding dimensionality $k$. As can be seen in Figure 2.9,
at low ranks, the relative Frobenius error is often quite high - near 1. In combination with Figure 2.8 (left), this shows an interesting finding: two graphs may be very different topologically, but still have very similar low-dimensional node embeddings (i.e., low-rank PPMI matrices). We do observe that as the embedding dimension grows, the adjacency matrix error decreases. This aligns with the message of Theorem 2.2.1 that, in theory, high dimensional node embeddings yield enough information to facilitate full recovery of the underlying graph $G$. We remark that, by construction, $G$ and $\tilde{G}$ have approximately the same number of edges. Thus, the incurred Frobenius error is purely due to a reorientation of the specific edges between the true and the reconstructed networks.

Recovery of graph properties. Bearing in mind that the recovered $\tilde{G}$ differs substantially from the input graph $G$ in the specific edges it contains, we next investigate whether the embedding inversion process at least recovers bulk graph properties.

Figure 2.9 shows the relative error of the triangle count versus embedding dimensionality $k$. We observe that the number of triangles can be hugely different among the true and the reconstructed networks when $k$ is small. In other words, there exist networks with similar low-dimensional NetMF embeddings that differ significantly in their total number of triangles. This is surprising: since the number of triangles is an important measure of local connectivity, one might expect it to be preserved by the node embeddings. In constrast, for another important global property, the average path length, the reconstruction error is always relatively low (also shown in Figure 2.9).

In Figure 2.10, we plot the relative errors for the conductances of the five most populous communities of the networks under consideration. We see that the conductance of ground-truth communities is generally preserved in the reconstructed networks, with the error becoming negligible after rank $2^{7}=128$, an embedding rank which is often used in practice. This finding is intuitive - since NetMF embeddings


Figure 2.10. Relative error for the conductances of the five largest communities for each of the selected networks.


Figure 2.11. Multi-label classification using embeddings from reconstructed networks. Performance when using embeddings from a random graph is included as a baseline.
are used for node classification and community detection, it is to be expected that they preserve community structure.

Node classification. In a typical classification setting for a graph $G$, when we know only a fraction of the labels of its nodes and want to infer the rest, we can use a low-dimensional embedding of its nodes as our feature matrix and employ a linear classifier to infer the labels for the remaining nodes. While our reconstructed networks $\tilde{G}$ differ from $G$ edge-wise, they have similar low-dimensional NetMF embeddings. As another indicator of the preservation of community structure, we measure the performance in this node classification task when using the embeddings $\mathcal{E}(\tilde{G})$ as our feature matrix in place of $\mathcal{E}(G)$. We report the performance of two embeddings made from reconstructed networks: by applying NetMF to $\tilde{G}$ before and after binarizing its edges as described in Section 2.2.2.2.

Our classification setting is the same as that of 147 : we use a one-vs-rest logistic regression classifier, sampling a certain portion of the nodes as the training set. We repeat this sampling procedure 10 times and report the mean micro F1 scores. We also repeat the experiments as we vary the embedding dimensionality $k$ and as we change the ratio of labeled examples from $10 \%$ to $90 \%$.

As shown in Figure 2.11, when we use $\mathcal{E}(\tilde{G})$ generated from the non-binarized (i.e., expected) $\tilde{G}$ as the input to our logistic regression classifier, we achieve almost equal performance to when we use the true embedding $\mathcal{E}(G)$. This finding can be interpreted in two ways. First, it shows that the low error observed in Figure 2.8 (left) extends beyond the Frobenius norm metric, to the perhaps more directly meaningful metric of comparable performance in classification. Second, it makes clear that losing local connectivity properties in the inversion process (like total triangle count and the existence of specific edges) does not significantly effect classification performance. The reconstructed networks seem to preserve more global properties that are important for node classification, like community structure.

| Name | Clusters | $p_{\text {in }}$ | $p_{\text {out }}$ |
| :--- | ---: | ---: | ---: |
| SBM 1 | 4 | 0.10 | 0.020 |
| SBM 2 | 2 | 0.06 | 0.015 |
| SBM 3 | 2 | 0.10 | 0.055 |
| SBM 4 | 2 | 0.10 | 0.010 |
| SBM 5 | 2 | 0.07 | 0.040 |

Table 2.4. Configuration of SBM networks; all networks have 1000 nodes.

While binarization does not significantly affect other metrics used to compare $\tilde{G}$ to $G$ (e.g., adjacency error, triangles), the classification task seems to be more sensitive, as performance falls when we use the embedding for the binarized $\tilde{G}$. It is an interesting open direction to investigate this phenomenon, and generally how the low-dimensional embeddings of a probabilistic adjacency matrix change when that matrix is sampled to produce an unweighted graph.

Synthetic graphs. We repeat the above experiments using several synthetic networks produced by the stochastic block model (SBM) [2]. This random graph model assigns each node to a single cluster, and an edge between two nodes appears with probability $p_{\text {in }}$ if the nodes belong to the same cluster and $p_{\text {out }}$ otherwise, where generally it sets $p_{o u t}<p_{\text {in }}$. The configurations are summarized in Table 2.4. All networks have 1000 nodes, and, within each network, each cluster has the same size.

As with the real-world networks, we include plots for the error of the NetMF embedding matrix and the binarized adjacency matrix (Figure 2.12); the error of triangles count, and average path length (Figure 2.13); the error of the conductances of the top communities (Figure 2.14); and the node classification performance using embeddings made from the reconstructed networks (Figure 2.15). For the node classification task, each node is a member of a single ground-truth community which corresponds to its cluster in the SBM.


Figure 2.12. Relative Frobenius error for the low-rank PPMI matrices of reconstructions of the synthetic SBM networks (left) and the binarized adjacency matrix (right).


Figure 2.13. Graph reconstruction errors for synthetic SBM networks. Relative error for the number of triangles (left) and for the average path length (right).

The results here largely match those of the real-world networks: the networks recovered by applying NetMF embedding inversion differ substantially from the true networks in terms of adjacency matrix and triangle count. However, we observe that community structure is well preserved - see Figure 2.7 for a visual depiction.

Finally, we note that when our input is the full rank PPMI matrix (i.e., $k=n$ ), we succeed in reconstructing $G$ exactly (i.e., $\tilde{G}=G$ ) for the SBM networks. This further supports the message of Theorem 2.2.1 that, when embedding dimensionality is sufficiently high, node embeddings can be exactly inverted. However, at low dimensions, the embeddings seem to capture some important global properties, including community structure, while washing out more local structure.


Figure 2.14. Relative error for the conductances of the five most populous communities for each synthetic SBM network.


Figure 2.15. Multi-label classification using embeddings from reconstructions of two of the synthetic SBM networks.

### 2.2.4 Conclusion

We initiate the study of node embedding inversion as a tool to probe the information encoded in these embeddings. For the NetMF embedding method, we propose two approaches based on different techniques, and we show that the inversion problem can be effectively solved. Building on this, we show that while these embeddings seem to wash out local information in the underlying graph, they can be inverted to recover a graph with similar community structure to the original. Two interesting questions are whether this framework can be extended beyond the NetMF method, and whether we can formalize these empirical findings mathematically.

## CHAPTER 3 <br> POWER AND LIMITATIONS OF EMBEDDINGS

In this chapter, we examine upper and lower bounds on the capabilities of node embeddings at representing graph structure.

### 3.1 Exact Low-Rank Representations of Complex Networks

This recent explosion of novel node embedding methods, which has been discussed previously in this thesis, has already proved valuable for numerous graph mining tasks. But what are the limitations of these methods?

This question was recently posed by Seshadhri, Sharma, Stolman, and Goel in [167]. Seshadhri et al. remark that (i) regardless of the node embedding method, the goal is to produce a low-dimensional embedding that captures as much structure in $G$ as possible, and that (ii) it is well-known that real-world networks are sparse in edges, and rich in triangles. They ask the following intriguing question: can lowdimensional node embeddings represent triangle-rich complex networks? Their key conclusion is that graphs generated from low-dimensional embeddings cannot contain many triangles on low-degree vertices, and thus the answer to the aforementioned question is negative. See Theorem 3.1.4 in Section 3.1.1 for a formal statement of this result.

In this section, we prove that the results in 167 are a consequence of the model they use, rather than a general property of low-dimensional embeddings. We state our contributions as informal results; for the formal statements, see Section 3.1.2. Our first main result is:


Figure 3.1. Reconstructions of a toy graph with 100 triangles connected in a loop and a self-loops on each vertex. Top: Zoomed in to the first 24 vertices, i.e., the first 8 triangles; Bottom: Whole graph. Left: True adjacency matrix; Middle: rank- 5 approximation produced by our logistic PCA variant (LPCA); Right: rank-15 approximation with truncated SVD (TSVD) method [167].

Result 3.1.1. Low-dimensional node embeddings are able to represent triangle-rich graphs.

Figure 3.1 gives an illustrative example of Result 3.1.1. Consider the family of graphs consisting of a set of triangles connected in a cycle. This family is a hard instance according to result of 167] since it has near maximum triangle density given its low maximum degree. Indeed, we can observe that an optimal 15-dimensional representation using the proposed method of 167 preserves very little structure in the graph. However, as Figure 3.1 shows, there exists a rank-5 representation which nearly fully captures the graph structure. We discuss the details in Section 3.1.3.

Our second key result is a low-dimensional model that can perfectly capture all bounded degree graphs, regardless of structure. An important corollary of this result is that preferential attachment graphs 16] admit a $\Theta(\sqrt{n})$-rank factorization with high probability without losing any information about their structure. Furthermore, our result is constructive.

| Dataset | \# Nodes | Mean Degree | Exact Factorization <br> Dimension |
| :---: | :---: | :---: | :---: |
| PUbBMED | 19581 | 4.48 | 48 |
| CA-HEPPH | 11204 | 21.0 | 32 |
| BlogCatalog | 10312 | 64.8 | 128 |
| Citeseer | 3327 | 2.74 | 16 |
| Cora | 2708 | 3.90 | 16 |

Table 3.1. Preview of our results in Section 3.1.3; real-world graphs admit exact low-rank factorizations.

Result 3.1.2. There exists a low-rank factorization algorithm that provably produces exact low-dimensional embeddings for bounded degree graphs.

We believe such exact embeddings are of independent interest to researchers working in the interplay between privacy and node embeddings, e.g., [54, 209] and on graph autoencoders 185, 192, 139, 162.

We complement our results with several experiments on real-world networks. We observe that a simple algorithm can produce very low-dimensional exact representations, that go below the theoretical bounds we prove in Result 3.1.2, and still preserve all local structure. See Table 3.1 for a preview of our results on some popular datasets. We show that even lower dimensional factorizations, while not exact, suffice to capture important structure such as degree and triangle density.

Result 3.1.3. Empirically we observe that our proposed algorithm produces very lowdimensional embeddings that preserve the local structure of large real-world networks.

### 3.1.1 Background: Representations of Triangle-rich Networks

Recently, Seshadhri et al. 167] asked a crucial question: are there any inherent limitations on the ability of low-dimensional embeddings to capture relevant structure in complex networks? They argue that low-dimensional embeddings provably cannot
capture important properties of real-world complex networks. In particular, it is wellknown that real-world networks are sparse and contain many triangles, see e.g., 57, 105]. They argue that a graph generated from a natural low-dimensional embedding cannot have this property. In particular they consider a truncated dot product model, where each node $v_{i}$ is associated with an embedding $\boldsymbol{x}_{i} \in \mathbb{R}^{k}$ and nodes $v_{i}, v_{j}$ connect with probability proportional to the dot product $\boldsymbol{x}_{i}^{\top} \boldsymbol{x}_{j}$, truncated to lie in $[0,1]$. Formally:

Theorem 3.1.4 (Theorem 1, 167). Let $\boldsymbol{A}=\sigma\left(\boldsymbol{X} \boldsymbol{X}^{\top}\right)$ where $\boldsymbol{X} \in \mathbb{R}^{n \times k}$ and $\sigma(x)=$ $\max (0, \min (1, x))$ is a thresholding function which is applied entry-wise to $\boldsymbol{X} \boldsymbol{X}^{\top}$. For any $c \geq 4$ and $\Delta \geq 0$, if a graph $G$ is generated by adding edge $(i, j)$ independently with probability $\boldsymbol{A}_{i j}$ and the expected number of triangles in $G$ that only involve vertices of expected degree $\leq c$ is $\geq \Delta n$, then the embedding dimension $k \geq \min \left(1, \Delta^{4} / c^{9}\right)$. $n / \log ^{2} n$.

If the triangle density $\Delta$ and the maximum degree $c$ are fixed, Theorem 3.1.4 implies that $X$ must have near-linear dimension $\left.k=\mathcal{O} n / \log ^{2} n\right)$. That is, no lowdimensional embedding can capture the important feature of high triangle density on low-degree nodes. This result contrasts with the well-known fact that low-rank approximations can be used to approximate global triangle counts 186], showing that counts restricted to a subgraph of bounded degree nodes cannot be preserved.

Seshadhri et al. conjecture that Theorem 3.1.4 generalizes to models where $\boldsymbol{A}_{i j}$ is generated by natural functions of the embeddings $\boldsymbol{x}_{i}, \boldsymbol{x}_{j}$ other than the truncated dot product. In the next section we argue that Theorem 3.1.4 is in fact brittle and a consequence of the specific matrix factorization model used.

### 3.1.2 Theoretical Results

We start by showing the impossibility result of Theorem 3.1.4 depends critically on the fact that each node is associated with just a single embedding $\boldsymbol{x}_{i} \in \mathbb{R}^{k}$. This
ensures that the low-rank matrix $\boldsymbol{X} \boldsymbol{X}^{\top}$ is positive semidefinite (PSD), which is key in proving Theorem 3.1.4. Many network embeddings, such as DeepWalk and Node2Vec produce two embeddings $\boldsymbol{x}_{i}, \boldsymbol{y}_{i} \in \mathbb{R}^{k}$ for each node - sometimes called "word" and "context" embeddings due to their use in the word embedding literature 126. This leads to a factorization of the form $\boldsymbol{X} \boldsymbol{Y}^{\top}$ for $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times k}$ which is not necessarily PSD. Further, as discussed in [167], other methods [83] base connection probability on the Euclidean distance between $k$-dimensional points. The underlying squared Euclidean distance matrix $\boldsymbol{D} \in \mathbb{R}^{n \times n}$ is known to be exactly factorized as $\boldsymbol{D}=\boldsymbol{X} \boldsymbol{Y}^{\top}$ for $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times(k+2)}$.

We show that this simple relaxation to allow for a non-PSD factorization allows extremely low-dimensional embeddings to capture sparse, triangle dense graphs.

Theorem 3.1.5 (Low-Dimensional Embeddings Capture Triangles). Let $\boldsymbol{A}=\sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)$ where $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times 3}$ and $\sigma(x)=\max (0, \min (1, x))$ is applied entrywise to $\boldsymbol{X} \boldsymbol{Y}^{\top}$. For any integer $c>0$, there exist $\boldsymbol{X}, \boldsymbol{Y}$ such that if a graph $G$ is generated by adding edge $(i, j)$ independently with probability $\boldsymbol{A}_{i j}$ then $G$ has maximum degree $<c$ and $G$ contains $\Omega\left(c^{2} n\right)$ triangles.

We note that $G$ generated in Theorem 3.1.5 is just a union of $\frac{n}{c} c$-cliques and in fact has the maximum triangle density possible for a graph with max degree c. $G$ 's adjacency matrix $\boldsymbol{A}$ is block diagonal with blocks of size $c$. This matrix is very far from low-rank and cannot be well approximated by a low-rank factorization $\boldsymbol{X} \boldsymbol{Y}^{\top}$. However, as we will see, the simple $\sigma(\cdot)$ non-linearity is quite powerful here, allowing an exact factorization of the form $\sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)$ for $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times 3}$.

Proof of Theorem 3.1.5. We show how to form $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times 3}$ such that $\boldsymbol{A}=\sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)$ is the adjacency matrix for a union of $n / c$ cliques. Each clique contains $\binom{c}{3}$ triangles. Thus, there are $\frac{n}{c} \cdot\binom{c}{3}=\Omega\left(c^{2} n\right)$ triangles in the graph, with maximum degree $c-1$, giving the theorem.

We place $n$ points along a line in $n / c$ clusters of $c$ nodes each. All points in a cluster are very close to each other, and clusters are spaced far apart. We then consider a constant matrix minus the squared distance matrix between these points. We can observe that this matrix has rank at most 3 : consider $\boldsymbol{x} \in \mathbb{R}^{n \times 1}$ which represents the $n$ positions on the line. Let $\boldsymbol{x}_{\mathbf{2}}$ contain the entry-wise squares of the values in $\boldsymbol{x}$. Let $\boldsymbol{D}=\boldsymbol{x}_{\mathbf{2}} \mathbf{1}^{\top}+\mathbf{1} \boldsymbol{x}_{\mathbf{2}}^{\top}-2 \boldsymbol{x} \boldsymbol{x}^{\top}$ be the matrix whose entries are the squared Euclidean distances between the points in $\boldsymbol{x}$. Let $\overline{\boldsymbol{D}}=2 \boldsymbol{J}-\boldsymbol{D}$, where $\boldsymbol{J}$ is the all-ones matrix. Note that $\overline{\boldsymbol{D}}$ has rank $\leq \operatorname{rank}\left(2 \boldsymbol{J}-\boldsymbol{x}_{\mathbf{2}} \mathbf{1}^{\boldsymbol{\top}}\right)+\operatorname{rank}\left(-1 \boldsymbol{x}_{\mathbf{2}}^{\boldsymbol{\top}}\right)+\operatorname{rank}\left(-2 \boldsymbol{x} \boldsymbol{x}^{\boldsymbol{\top}}\right)=3$ and so can be written as $\boldsymbol{X} \boldsymbol{Y}^{\top}$ for $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times 3}$. We set $\boldsymbol{A}=\sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)=\sigma(\overline{\boldsymbol{D}})$.

Choose the points in $\boldsymbol{u}$ such that the clusters are separated by distance $>2$ and within each cluster the $c$ points are arbitrarily close. For $i, j$ in the same cluster, $\boldsymbol{A}_{i j}=\overline{\boldsymbol{D}}_{i j}=2-\left\|\boldsymbol{u}_{i}-\boldsymbol{u}_{j}\right\|_{2}^{2}>1$ and so we have an edge in $G$ with probability 1. For $i, j$ in different clusters, $\boldsymbol{A}_{i j}=\overline{\boldsymbol{D}}_{i j}=2-\left\|\boldsymbol{u}_{i}-\boldsymbol{u}_{j}\right\|_{2}^{2} \leq 0$, and so they do not have an edge in $G$. Thus, $G$ consists of a union of $n / c$ disjoint $c$-cliques.

Exact Embeddings of Bounded-Degree Graphs. Observe that in the proof of Theorem 3.1.5 we use the thresholded dot product model of 167 in a very restricted way: all entries of $\boldsymbol{X} \boldsymbol{Y}^{\top}$ are either $>1$ or $<0$ and thus all large entries are thresholded to 1 in $\sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)$ and all small entries to 0 . Thus, the same example would hold if we replaced $\sigma$ with the sign function $s$ with $s(x)=0$ for $x<0$ and $s(x)=1$ otherwise. In other words, our example relies on the fact that the adjacency matrix of $G$ has low sign-rank. It can be written as $\boldsymbol{A}=s\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)$ for $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times 3}$. The sign-rank is widely studied due to its connections to circuit complexity 149, 27, communication complexity 10, 114, and learning theory 12]. It is known via a polynomial interpolation argument 10] that any matrix with sparse rows or columns has low sign-rank, depending linearly on the sparsity. This yields the following theorem, as well as a proof following the approach of of 10$]$ :

Theorem 3.1.6 (Exact Embeddings for Bounded-Degree Graphs). Let $\boldsymbol{A} \in\{0,1\}^{n \times n}$ be the adjacency matrix of a graph $G$ with maximum degree $c$. Then there exist embeddings $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times(2 c+1)}$ such that $\boldsymbol{A}=\sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\boldsymbol{\top}}\right)$ where $\sigma(x)=\max (0, \min (1, x))$ is applied entry-wise to $\boldsymbol{X} \boldsymbol{Y}^{\top}$.

Proof. Let $\boldsymbol{V} \in \mathbb{R}^{n \times 2 c+1}$ be the Vandermonde matrix with $\boldsymbol{V}_{t, j}=t^{j-1}$. For any $\boldsymbol{x} \in \mathbb{R}^{2 c+1},[\boldsymbol{V} \boldsymbol{x}](t)=\sum_{j=1}^{2 c+1} \boldsymbol{x}(j) \cdot t^{j-1}$. That is: $\boldsymbol{V} \boldsymbol{x} \in \mathbb{R}^{n}$ is a degree $2 c$ polynomial evaluated at the integers $t=1, \ldots, n$.

Let $\boldsymbol{a}_{\boldsymbol{i}}$ be the $i^{t h}$ row of $\boldsymbol{A} . \boldsymbol{a}_{\boldsymbol{i}}$ has at most $c$ nonzeros since $G$ has maximum degree $c$. We seek to find $\boldsymbol{x}_{\boldsymbol{i}}$ so that $s\left(\boldsymbol{V} \boldsymbol{x}_{\boldsymbol{i}}\right)=\boldsymbol{a}_{\boldsymbol{i}}$, and thus, letting $\boldsymbol{X} \in \mathbb{R}^{n \times 2 c+1}$ have $\boldsymbol{x}_{\boldsymbol{i}}$ as its $i^{\text {th }}$ row, will have $\boldsymbol{A}=s\left(\boldsymbol{V} \boldsymbol{X}^{\top}\right)$. This yields the theorem since, if we scale $\boldsymbol{V} \boldsymbol{X}^{\top}$ by a large enough constant (which does not change its rank), all its positive entries will be larger than 1 and thus we will have $\sigma\left(\boldsymbol{V} \boldsymbol{X}^{\top}\right)=A$.

To give $\boldsymbol{x}_{\boldsymbol{i}}$ with $s\left(\boldsymbol{V} \boldsymbol{x}_{\boldsymbol{i}}\right)=\boldsymbol{a}_{\boldsymbol{i}}$, we equivalently must find a degree $2 c$ polynomial which is positive at all integers $t$ with $\boldsymbol{a}_{\boldsymbol{i}}(t)=1$ and negative at all $t$ with $\boldsymbol{a}_{\boldsymbol{i}}(t)=0$. Let $t_{1}, t_{2}, \ldots, t_{c}$ denote the indices where $\boldsymbol{a}_{\boldsymbol{i}}$ is 1 . Let $r_{i, L}$ and $r_{i, U}$ be any values with $t_{i-1}<r_{i, L}<t_{i}$ and $t_{i}<r_{i, U}<t_{i+1}$. If we chose the polynomial with roots at each $r_{i, L}$ and $r_{i, U}$, it will have $2 c$ roots and so degree $2 c$. Further, this polynomial will switch signs just at each root $r_{i, L}$ and $r_{i, U}$. We can observe then that the polynomial will have the same sign at $t_{1}, t_{2}, \ldots, t_{c}$ (either positive or negative). Flipping the sign to be positive, we have the result.

Theorem 3.1.6 stands in sharp contrast to the impossibility result of 167 (Theorem 3.1.4). Not only can low-rank models capture complex network structure, but they can capture the structure of any bounded-degree graph with rank depending only on the max degree. We remark that the technique used to prove Theorem 3.1.6 applies also when each row of $\boldsymbol{A}$ is block sparse - with a few contiguous blocks of ones. Considering the union of cliques example in Theorem 3.1.5, if we set the diagonal of $\boldsymbol{A}$ to one, we have a block diagonal matrix - each row has a single contiguous block
of $c$ ones. This matrix thus has sign rank at most $2 \cdot 1+1=3$, giving an alternative proof of Theorem 3.1.5.

An interesting corollary of Theorem 3.1.6 is that even random graphs admit exact low-dimensional factorizations if they have bounded degree. For example, preferential attachment graphs [16], which bear certain similarities with real-world networks, are sparse graphs with maximum degree bounded by $\mathcal{O}(\sqrt{n})$ with high probability [21, 60]. We thus have:

Corollary 3.1.7. A random preferential attachment graph with $n$ nodes generated according to the Barabási-Albert-Bollobás-Riordan [16, 21] model admits an exact $\Theta(\sqrt{n})$ factorization.

Corollary 3.1.7 applies to numerous other random graph models with power law degree distributions as long as the maximum degree produced is sublinear, e.g., 50, 26, 64.

We can interpret Theorem 3.1.6 and Corollary 3.1.7 in multiple ways: they illustrate the power of low-dimensional models to exactly represent local structure in sparse graphs. At the same time, they show that the goal of finding a low-dimensional embedding to reconstruct a graph may be misleading, since a sufficiently optimized embedding can interpolate and maybe 'over-fit' any bounded degree graph. This emphasizes that obtaining low or even zero approximation error graph embedding may simply be due to capturing the fact that the given graph has low maximum degree.

We will see that in practice, the bound of Theorem 3.1.6 is not tight. Via a simple logistic PCA method, we can construct very low-dimensional exact factorizations of many real-world graphs, even when they have high max degree. The precise description of our algorithm follows in Section 3.1.3.

### 3.1.3 Empirical Results

We now empirically evaluate the effectiveness of low-dimensional embeddings in capturing graph structure, showing that a simple approach can find exact embeddings that match and in fact out perform our theoretical bounds. Code is available at https://github.com/schariya/exact-embeddings.

Datasets. Our evaluations are based on 11 popular real-network datasets, detailed below. Table 3.2 lists and shows some statistics of these datasets. For all networks, we ignore weights (setting non-zero weights to 1 ) and remove self-loops where applicable. Protein-Protein Interaction (PPI) 177 is a subgraph of the PPI network for Homo Sapiens. Vertices represent proteins and edges represent interactions between them.

Wikipedia [75] is a co-occurrence network of words from a subset of the Wikipedia dump. Nodes represent words and edges represent co-occurrences within windows of length 2 in the corpus.

BlogCatalog [4] is a social network of bloggers. Edges represent friendships.
Facebook 107 is a subset of the Facebook social network collected from survey participants.
ca-HepPh and ca-GrQc 105] are collaboration networks from the "High Energy Physics - Phenomenology" and "General Relativity and Quantum Cosmology" categories of arXiv, respectively. Nodes represent authors, and two authors are connected if they have coauthored a paper.

Pubmed 130] consists of scientific publications from the PubMed database pertaining to diabetes. Nodes are publications, and edges represent citations among them.
p2p-Gnutella04 [105] is a snapshot of the Gnutella peer-to-peer network from August 4, 2002. Nodes are hosts in Gnutella, and directed edges are connections between hosts.

Wiki-Vote 104 represents voting on Wikipedia till January 2008. In particular, nodes are users that either request adminship or vote for/against such a promotion. A directed edge from node $i$ to node $j$ represents that user $i$ voted on user $j$.

Citeseer 166] represents papers from six scientific categories as nodes and the citations among them as directed edges.

Cora 166 contains machine learning papers. Each node is a publication, and there is a directed edge from node $i$ to node $j$ when paper $i$ cites paper $j$.

Reconstruction Algorithms. The empirical results of Seshadhri et al. 167] focus on the Truncated SVD (TSVD) algorithm. Let $\boldsymbol{Z} \in \mathbb{R}^{n \times k}$ be the orthonormal matrix whose columns comprise the eigenvectors of the adjacency matrix $\boldsymbol{A} \in\{0,1\}^{n \times n}$ corresponding to the $k$ largest magnitude eigenvalues. Let $\boldsymbol{W} \in \mathbb{R}^{k \times k}$ be diagonal, with entries corresponding to the top $k$ eigenvalues. The TSVD embeddings are given by $\boldsymbol{X}=\boldsymbol{Z} \mathrm{s}(\boldsymbol{W})|\boldsymbol{W}|^{1 / 2}$ and $\boldsymbol{Y}=\boldsymbol{Z}|\boldsymbol{W}|^{1 / 2}$, where $s(\cdot)$ denotes the sign function and all functions are applied entry-wise to $\boldsymbol{W}$. To form an expected adjacency matrix, we compute $\sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\boldsymbol{\top}}\right)$ where $\sigma(x)=\max (0, \min (1, x))$ is applied element-wise.

Note that $\boldsymbol{X} \boldsymbol{Y}^{\top}$ produced by TSVD is the rank- $k$ matrix that is closest to $\boldsymbol{A}$ in terms of Frobenius norm. That is, it would be an optimal low-rank factorization if the threshold $\sigma(\cdot)$ were not applied. As discussed in Section 3.1.2, many natural adjacency matrices, especially triangle dense ones such as the example of Theorem 3.1.5, are very far from low-rank and thus $\boldsymbol{X} \boldsymbol{Y}^{\top}$ does not well approximate $\boldsymbol{A}$ either both before and after the threshold.

This motivates our proposed embedding method, which is based on Logistic PCA (LPCA). Rather than minimizing the error between $\boldsymbol{X} \boldsymbol{Y}^{\top}$ and $\boldsymbol{A}$, we attempt to directly minimize the error between $\sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)$ and $\boldsymbol{A}$. For efficiency, we replace $\sigma$ with a natural smooth surrogate: the logistic function (the sigmoid). Specifically, given $\boldsymbol{A} \in\{0,1\}^{n \times n}$ and embeddings $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times k}$, we let $\tilde{A}=2 \boldsymbol{A}-1$ denote the shifted adjacency matrix with -1 's in place of 0 's and use the loss function:

$$
\begin{equation*}
L=\sum_{i=1}^{n} \sum_{j=1}^{n}-\log \ell\left(\tilde{\boldsymbol{A}}_{i j}\left[\boldsymbol{X} \boldsymbol{Y}^{\top}\right]_{i j}\right) \tag{3.1}
\end{equation*}
$$

where $\ell(x)=\left(1+e^{-x}\right)^{-1}$ is the logistic function. We initialize elements of the factors $\boldsymbol{X}, \boldsymbol{Y}$ independently and uniformly at random on $[-1,+1]$. We find factors that approximately minimize the loss using the SciPy [89] implementation of the L-BFGS [115, 210] algorithm with default hyper-parameters and up to a maximum of 2000 iterations. We check for exact factorization by comparing $\boldsymbol{A}$ to $\sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)$. If these are not equal, the factorization is inexact; in that case, to reconstruct an expected adjacency matrix, we apply the logistic function $\ell$ entry-wise to $\boldsymbol{X} \boldsymbol{Y}^{\top}$.

Toy Graph. We return to the initial demonstrative example from the start of this section, where we considered the family of graphs consisting of a set of $t$ triangles connected in a cycle (Figure 3.1). This family is interesting as it has near maximum triangle density given its sparsity. It starkly illustrates the difference in the capacities of LPCA and TSVD. With embeddings of rank 5, our LPCA method reconstructs a graph with 100 triangles with only minor errors. By contrast, elements of the reconstruction from TSVD at rank 5 are too small to visualize effectively on the same scale, with a maximum below 0.08 ; even at rank 15 , TSVD struggles to capture this graph, significantly diffusing the mass of the adjacency matrix away from the diagonal. In particular, the relative Frobenius errors of the reconstructions (i.e. the Frobenius norm of the difference between the true and reconstructed expected
adjacency matrices, divided by the norm of the true adjacency matrix) are 0.031 and 0.894, respectively; for a direct comparison, with a rank 5 embedding, the error of TSVD is 0.966 .

Exact Factorization of Real Networks. In Table 3.2 we report the exact factorization dimension (EFD) for 11 real-world networks, the rank at which LPCA exactly recovers the network within 2000 iterations (i.e., returns $\boldsymbol{X}, \boldsymbol{Y}$ with $\sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)=\boldsymbol{A}$.). We only compute factorizations at ranks which are multiples of 16 , and thus the EFDs are calculated up to a multiple of 16 . The values for EFDs are remarkably low - for 3 of the tested networks we achieve exact factorization even at our minimum attempted rank of 16 ; for these networks, we attempted rank 8 LPCA, but did not achieve exact factorization within 2000 iterations. Moreover, for the rank that we achieved perfect reconstruction (EFD), we report the relative Frobenius error of the TSVD approach; we observe the error is quite high in all cases. For all networks, the EFD is significantly lower than the upper bound presented in Theorem 3.1.6, of twice the max degree plus one. With the exception of PubMED, all network are factored exactly at or below ranks that are twice just the $95^{\text {th }}$ percentile degree; the max degree for Pubmed is 171, so it, too, is factored within the theoretical bound.

As a baseline, we generate for each network a set of random graphs with the same expected degree sequence using the algorithm of 187. We report the EFD at which three random networks generated can be perfectly reconstructed; we note that for a lower rank than the one reported, it was not possible to reconstruct the networks in any of the runs. In general, results are well concentrated and show that EFD is consistently higher for the random networks. In other words, the embeddings capture structure inherent to real-world networks outside just the degree sequence. Understanding this structure more precisely is an interesting direction for future work. For completeness, we repeat the previous experiment generating Erdős-Rényi random graphs with the same expected number of edges. We observe that reconstructing these

Table 3.2. Real world graphs for which we find exact adjacency matrix factorizations of the form $\boldsymbol{A}=\sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)$ where $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times k}$ and $\sigma(x)=\max (0, \min (1, x))$ is a thresholding function applied entrywise to $\boldsymbol{X} \boldsymbol{Y}^{\top}$. EFD is the exact factorization dimension for LPCA. We report the $95^{\text {th }}$ percentile degree as a more robust and informative alternative to the maximum degree. TSVD Error is the relative Frobenius error of TSVD at the EFD for LPCA. The final two columns give the EFDs of the random graphs related to these networks described above.

| Dataset | \# of <br> Nodes | Mean <br> Deg. | $95^{\text {th }} \%$ <br> Deg. | EFD | TSVD <br> Error | EFD <br> (Exp. Degree) | EFD <br> (Erdös-Rényi) |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| PUBMED | 19581 | 4.48 | 18 | 48 | 0.95 | 48 | 32 |
| CA-HEPPH | 11204 | 21.0 | 90 | 32 | 0.63 | 96 | 64 |
| P2P-GNUTELLA04 | 10876 | 3.68 | 32 | 32 | 0.97 | 32 | 16 |
| BLOGCATALOG | 10312 | 64.8 | 239 | 128 | 0.71 | 160 | 128 |
| WIKI-VOTE | 7115 | 14.6 | 75 | 48 | 0.77 | 80 | 48 |
| CA-GRQC | 5242 | 5.53 | 20 | 16 | 0.85 | 32 | 32 |
| WIKIPEDIA | 4777 | 38.7 | 99 | 64 | 0.69 | 80 | 80 |
| FACEBOOK | 4039 | 43.7 | 153 | 32 | 0.66 | 96 | 80 |
| PPI | 3890 | 19.7 | 72 | 48 | 0.81 | 64 | 48 |
| CITESEER | 3327 | 2.74 | 8 | 16 | 0.94 | 16 | 16 |
| CORA | 2708 | 3.90 | 9 | 16 | 0.93 | 16 | 16 |

networks is in fact easier, due to the absence of high degree nodes. This justifies the choice of random networks with the same expected degree sequence as the true networks as a more suitable baseline.

Recovery of Degree and Triangle Count Sequences. We next assess the accuracy of very low-dimensional embeddings with respect to reconstructing fundamental network information, namely the sequence of (i) degrees and (ii) participating triangles per node. See our detailed findings in Figures 3.2 and 3.3. We see that the LPCA based embeddings are able to capture both sequences near exactly, even with rank much smaller than the EFD. As we range the rank, LPCA's reconstruction quality for both sequences is a monotone function of the rank; TSVD's performance is not monotone as can be seen e.g., in the PPI plots in Figures 3.2 and 3.3 for ranks 32 and 128 respectively. Generally, the TSVD method performs significantly worse than LPCA.


Figure 3.2. Sorted expected degrees of reconstructed networks.


Figure 3.3. Sorted expected count of triangles involving each vertex in reconstructed networks.

Recovery of Low-Degree Triangles. We next turn to the challenge of reconstructing triangles on low-degree nodes, which was the focus of 167 . We assess the recovery of low-degree triangles in real networks when the embedding rank is not sufficient for exact factorization. Our results are shown in Figure 3.4 for six networks. The results are representative of what we observe across all our experiments. In each figure, we plot using different factorization ranks the reconstructed normalized number of triangles ( $y$-axis) among all nodes whose degree does not exceed a specific upper bound ( $x$-axis). We normalize the counts by the number of nodes $n$ to have a consistent measure across all six networks. Notice that the minimum possible nonzero value is $\frac{1}{n}$ and corresponds to exactly one triangle. We plot the performance of LPCA using rank 16, and for TSVD using rank 128. We also plot the performance of both methods for rank equal to the EFD minus 16. Note that, for CA-GrQc, which is reconstructed exactly at our minimum rank of 16 , we simply plot rank 16 itself. In addition to the reconstruction results, we also plot the true normalized triangle counts.

In agreement with 167, we find that the TSVD method consistently underestimates low-degree triangles: whereas the true network begins producing triangles with fairly low-degree vertices, TSVD requires much higher-degree vertices to recover a single expected triangle. This holds at both ranks across the surveyed networks. By contrast, across all of these networks, the just-below-exact rank LPCA tightly matches the true triangle-degree curve. With the exception of BlogCatalog, even rank 16 LPCA closely matches the true curve, especially at low degrees. Interestingly, in BlogCatalog, while rank 16 LPCA has a higher reconstruction Frobenius error (.82) than either rank 112 TSVD (.73) or rank 128 TSVD (.71), the former still achieves a single expected triangle with lower-degree vertices and overall matches the true triangle-degree curve more closely than the TSVD methods. This seems to suggest an implicit bias of the LPCA method towards capturing local structure


Figure 3.4. True and recovered counts of triangles in subgraphs induced by nodes whose degree is upper bounded by $c$ ( $y$-axis) vs. the degree upper bound $c$ ( $x$-axis) for six networks. The recovered triangles have been counted in reconstructed networks using TSVD and LPCA for different ranks.
in real-world graphs even when factorization is inexact. Understanding this bias more precisely would be an interesting direction for future work. Overall we confirm that LPCA not only outperforms TSVD, but more importantly, illustrates that embeddings can capture the triangle-rich structure of real networks with remarkably accuracy, even at very low ranks where exact factorization is impossible.

### 3.1.4 Conclusion

In this work we show that low-dimensional node embeddings can capture accurately the graph structure. Specifically, we prove that the results of Seshadhri et al. 167 are intimately connected to the positive semidefinite constraint of the factorizations they consider. While their results are remarkable, and also open an interesting
research direction for better understanding node embeddings, our work clarifies that low-rank factorizations do capture triangle-rich graphs. Furthermore, we show that a simple algorithm that combines a non-linearity with logistic PCA can recover the entire graph structure from bounded-degree graphs. Our empirical findings indicate that our algorithm is able to produce even lower rank matrix factorizations on realdata by exploiting other structural characteristics; indeed, by using the configuration model we have verified that random graphs with the same degree sequence require a rank close to the theoretical rank bound we provide.

Our work in this section leaves several open questions. A key question is if we can strengthen our theoretical results, and better explain the empirical performance of our algorithm on real-world graphs. Answering this would help us understand the type of structure that our embeddings, and perhaps modern node embeddings more broadly, leverage to compress complex networks. From a practical perspective, understanding the connection between the ability of an embedding to reconstruct a graph and performance in downstream classification tasks is an important related question, key to work on graph auto-encoders and the privacy of node embeddings. In initial experiments, we find that our LPCA embeddings do not give good performance in downstream classification tasks. Are there embeddings that simultaneously yield exact or near exact factorizations and good performance in downstream applications? We also leave open the question of giving even stronger and more general theoretical results that help explain explain our empirical findings. We return to this question in Section 3.2.

### 3.2 Nonnegative Symmetric Representations of Sparse Networks

To choose amongst graph models for some downstream task, one must generally consider two criteria: 1) whether the model can express structures of interest in the graph, 2) whether the model expresses these structure in an interpretable way.

Expressiveness of low-dimensional embeddings As real-world graphs are highdimensional objects, graph models generally compress information about the graph. Such models are exemplified by the family of dot product models, which associate each node with a real-valued "embedding" vector; the predicted probability of a link between two nodes increases with the similarity of their embedding vectors. These models can alternatively be seen as factorizing the graph's adjacency matrix to approximate it with a low-rank matrix. Recent work of [167] has shown that dot product models are limited in their ability to model common structures in real-world graphs, such as triangles incident only on low-degree nodes. In contrast, in Section 3.1 we show that with the logistic principal components analysis (LPCA) model, which has two embeddings per node (i.e., using the dot product of the 'left' embedding of one node and the 'right' embedding of another), not only can such structures be represented, but further, any graph can be exactly represented with embedding vectors whose lengths are linear in the max degree of the graph. There are two keys to this result. First is the presence of a nonlinear linking function in the LPCA model; since adjacency matrices are generally not low-rank, exact low-rank factorization is generally impossible without a linking function. Second is that having two embeddings rather than one allows for expression of non-positive semidefinite (PSD) matrices. As discussed in 145], that the single-embedding models can only represent PSD matrices precludes representation of 'heterophilous' structures in graphs; heterophilous
structures are those wherein dissimilar nodes are linked, in contrast to more intuitive 'homophilous' linking between similar nodes.

Interpretability and node clustering Beyond being able to capture a given network accurately, it is often desirable for a graph model to form interpretable representations of nodes and to produce edge probabilities in an interpretable fashion. Dot product models can achieve this by restricting the node embeddings to be nonnegative. Nonnegative factorization has long been used to decompose data into parts 49]. In the context of graphs, this entails decomposing the set of nodes of the network into clusters or communities. In particular, each entry of the nonnegative embedding vector of a node represents the intensity with which the node participates in a community. This allows the edge probabilities output by dot product models to be interpretable in terms of coparticipation in communities. Depending on the model, these vectors may have restrictions such as a sum-to-one requirement, meaning the node is assigned a categorical distribution over communities. The least restrictive and most expressive case is that of soft assignments to overlapping communities, where the entries can vary totally independently. In such models, which include the BigClam model of [202], the output of the dot product may be mapped through a nonlinear link function (as in LPCA) to produce a probability for each edge, i.e., to ensure the values lie in $[0,1]$.

Heterophily: Motivating example To demonstrate how heterophily can manifest in networks, as well as how models which assume homophily can fail to represent such networks, we provide a simple synthetic example. Suppose we have a graph of matches between users of a mostly heterosexual dating app, and the users each come from one of ten cities. Members from the same city are likely to match with each other; this typifies homophily, wherein links occur between similar nodes. Furthermore, users having the same gender are are unlikely to match with each other; this
typifies heterophily. Figure 3.5 shows an instantiation of such an adjacency matrix with 1000 nodes, which are randomly assigned to man or woman and to one of the ten cities. We recreate this network with our proposed embedding model and with BigClam, which explicitly assumes homophily. We also compare with the SVD of the adjacency matrix, which outputs the best (lowest Frobenius error) low-rank approximation that is possible without a nonlinear linking function. Since SVD lacks nonnegativity constraints on the factors, we do not expect intepretability. In Figure 3.5, we show how BigClam captures only the ten communities based on city, i.e., only the homophilous structure, and fails to capture the heterophilous distinction between men and women. We also plot the error of the reconstructions as the embedding length increases. There are $10 \cdot 2=20$ different kinds of nodes, meaning the expected adjacency matrix is rank-20, and our model maintains the lowest error up to this embedding length; by contrast, BigClam is unable to decrease error after capturing city information with length-10 embeddings. In Figure 3.7, we visualize the features generated by the three methods, i.e., the factors returned by each factorization. Our model's factors captures the relevant latent structure in an interpretable way. By contrast, SVD's factors are harder to interpret, and BigClam does not represent the heterophilous structure.

Summary of main contributions The key contributions of this work are as follows:

- We prove that the LPCA model admits exact low-rank factorizations of graphs with bounded arboricity, which is the minimum number of forests into which a graph's edges can be partitioned. By the Nash-Williams theorem, arboricity is a measure of a graph's density in that, letting $S$ denote an induced subgraph and $n_{S}$ and $m_{S}$ denote the number of nodes and edges in $S$, arboricity is the maximum over all subgraphs $S$ of $\left\lceil\frac{m_{S}}{n_{S}-1}\right\rceil$. Our result is more applicable to real-
world graphs than the prior one for graphs with bounded max degree, since sparsity is a common feature of real networks, whereas low max degree is not.
- We introduce a graph model which is both highly expressive and interpretable. Our model incorporates two embeddings per node and a nonlinear linking function, and hence is able to express both heterophily and overlapping communities. At the same time, our model is based on symmetric nonnegative matrix factorization, so it outputs link probabilities which are interpretable in terms of the communities it detects.
- We show how any graph with a low-rank factorization in the LPCA model also admits a low-rank factorization in our community-based model. This means that the guarantees on low-rank representation for bounded max degree and arboricity also apply to our model.
- In experiments, we show that our method is competitive with and often outperforms other comparable models on real-world graphs in terms of representing the network, doing interpretable link prediction, and detecting communities that align with ground-truth.


Figure 3.5. The motivating synthetic graph. The expected adjacency matrix (left) and the sampled matrix (right); the latter is passed to the training algorithms. The network is approximately a union of ten bipartite graphs, each of which correspond to men and women in one of the ten cities.


Figure 3.6. Left: Reconstructions of the motivating synthetic graph of Figure 3.5 with SVD, BigClam, and our model, using 12 communities or singular vectors. Note the lack of the small diagonal structure in BigClam's reconstruction; this corresponds to its inability to capture the heterophilous interaction between men and women. Right: Frobenius error when reconstructing the motivating synthetic graph of Figure 3.5 with SVD, BigClam, and our model, as the embedding length is varied. The error is normalized by the sum of the true adjacency matrix (i.e., twice the number of edges).


Figure 3.7. Factors resulting from decomposition of the motivating synthetic graph of Figure 3.5 with the three models, using 12 communities or singular vectors. The top/bottom rows represent the positive/negative eigenvalues corresponding to homophilous/heterophilous communities (note that BigClam does not include the latter). The homophilous factors from BigClam and our model reflect the 10 cities, and the heterophilous factor from our model reflect men and women. The factors from SVD are harder to interpret. Note that the order of the communities in the factors is arbitrary.

### 3.2.1 Community-Based Graph Factorization Model

Consider the set of undirected, unweighted graphs on $n$ nodes, i.e., the set of graphs with symmetric adjacency matrices in $\{0,1\}^{n \times n}$. We propose an edge-independent generative model for such graphs. Given nonnegative parameter matrices $\boldsymbol{B} \in \mathbb{R}_{+}^{n \times k_{B}}$
and $\boldsymbol{C} \in \mathbb{R}_{+}^{n \times k_{C}}$, we set the probability of an edge existing between nodes $i$ and $j$ to be the $(i, j)$-th entry of matrix $\tilde{\boldsymbol{A}}$ :

$$
\begin{equation*}
\tilde{\boldsymbol{A}}:=\sigma\left(\boldsymbol{B} \boldsymbol{B}^{\top}-\boldsymbol{C} \boldsymbol{C}^{\top}\right) \tag{3.2}
\end{equation*}
$$

where $\sigma$ is the logistic function. Here $k_{B}, k_{C}$ are the number of homophilous/heterophilous clusters. Intuitively, if $\boldsymbol{b}_{i} \in \mathbb{R}_{+}^{k_{B}}$ is the $i$-th row of matrix $\boldsymbol{B}$, then $\boldsymbol{b}_{i}$ is the affinity of node $i$ to each of the $k_{B}$ homophilous communities. Similarly, $\boldsymbol{c}_{i} \in \mathbb{R}_{+}^{k_{C}}$ is the affinity of node $i$ to the $k_{C}$ heterophilous communities. As an equivalent statement, for each pair of nodes $i$ and $j, \tilde{\boldsymbol{A}}_{i, j}:=\sigma\left(\boldsymbol{b}_{i} \boldsymbol{b}_{j}^{\top}-\boldsymbol{c}_{i} \boldsymbol{c}_{j}^{\top}\right)$. We will soon discuss the precise interpretation of this model, but the idea is roughly similar to the attract-repel framework of 145]. When nodes $i$ and $j$ have similar 'attractive' $\boldsymbol{b}$ embeddings, i.e., when $\boldsymbol{b}_{i} \boldsymbol{b}_{j}^{\top}$ is high, the likelihood of an edge between them increases, hence why the $\boldsymbol{B}$ factor is homophilous. By contrast, the $\boldsymbol{C}$ factor is 'repulsive'/heterophilous since, when $\boldsymbol{c}_{i} \boldsymbol{c}_{j}^{\top}$ is high, the likelihood of an edge between $i$ and $j$ decreases.

Alternate expression We note that the model above can also be expressed in a form which normalizes cluster assignments and is more compact, in that it combines the homophilous and heterophilous cluster assignments. Instead of $\boldsymbol{B}$ and $\boldsymbol{C}$, this form uses a matrix $\boldsymbol{V} \in[0,1]^{n \times k}$ and a diagonal matrix $\boldsymbol{W} \in \mathbb{R}^{k \times k}$, where $k=k_{B}+k_{C}$ is the total number of clusters. In particular, let $\boldsymbol{m}_{B}$ and $\boldsymbol{m}_{C}$ be the vectors containing the maximums of each column of $\boldsymbol{B}$ and $\boldsymbol{C}$. By setting

$$
\begin{align*}
\boldsymbol{V} & =\left(\boldsymbol{B} \times \operatorname{diag}\left(\boldsymbol{m}_{B}^{-1}\right) ; \boldsymbol{C} \times \operatorname{diag}\left(\boldsymbol{m}_{C}^{-1}\right)\right) \\
\boldsymbol{W} & =\operatorname{diag}\left(\left(+\boldsymbol{m}_{B}^{2} ; \quad-\boldsymbol{m}_{C}^{2}\right)\right) \tag{3.3}
\end{align*}
$$

the constraint on $\boldsymbol{V}$ is satisfied. Further, $\boldsymbol{V} \boldsymbol{W} \boldsymbol{V}^{\top}=\boldsymbol{B} \boldsymbol{B}^{\top}-\boldsymbol{C} \boldsymbol{C}^{\top}$, so

$$
\begin{equation*}
\tilde{\boldsymbol{A}}:=\sigma\left(\boldsymbol{B} \boldsymbol{B}^{\top}-\boldsymbol{C} \boldsymbol{C}^{\top}\right)=\sigma\left(\boldsymbol{V} \boldsymbol{W} \boldsymbol{V}^{\top}\right) \tag{3.4}
\end{equation*}
$$

Here, if $\boldsymbol{v}_{i} \in[0,1]^{k}$ is the $i$-th row of matrix $\boldsymbol{V}$, then $\boldsymbol{v}_{i}$ is the soft (normalized) assignment of node $i$ to the $k$ communities. The diagonal entries of $\boldsymbol{W}$ represent the strength of the homophily (if positive) or heterophily (if negative) of the communities. For each entry, $\tilde{\boldsymbol{A}}_{i, j}=\sigma\left(\boldsymbol{v}_{i} \boldsymbol{W} \boldsymbol{v}_{j}^{\top}\right)$. We use these two forms interchangeably throughout this work.

Interpretation The edge probabilities output by this model have an intuitive interpretation. Recall that there are bijections between probability $p \in[0,1]$, odds $o=\frac{p}{1-p} \in[0, \infty)$, and $\operatorname{logit} \ell=\log (o) \in(-\infty,+\infty)$. The logit of the link probability between nodes $i$ and $j$ is $\boldsymbol{v}_{i}^{\top} \boldsymbol{W} \boldsymbol{v}_{j}$, which is a summation of terms $\boldsymbol{v}_{i c} \boldsymbol{v}_{j c} \boldsymbol{W}_{c c}$ over all communities $c \in[k]$. If the nodes both fully participate in community $c$, that is, $\boldsymbol{v}_{i c}=\boldsymbol{v}_{j c}=1$, then the edge logit is changed by $\boldsymbol{W}_{c c}$ starting from a baseline of 0 , or equivalently, the odds of an edge is multiplied by $\exp \left(\boldsymbol{W}_{c c}\right)$ starting from a baseline odds of 1 ; if either of the nodes participates only partially in community $c$, then the change in logit and odds is accordingly prorated. Homophily and heterophily also have a clear interpretation in this model: homophilous communities, which are expressed in $\boldsymbol{B}$, are those with $\boldsymbol{W}_{c c}>0$, where two nodes both participating in the community increases the odds of a link, whereas communities with $\boldsymbol{W}_{c c}<0$, which are expressed in $\boldsymbol{C}$, are heterophilous, and coparticipation decreases the odds of a link.

### 3.2.2 Related Work

Community detection via interpretable factorizations There is extensive prior work on the community detection / node clustering problem 164, 5, 131, perhaps the most well-known being the normalized cuts algorithm of 169, which produces a clustering based on the entrywise signs of an eigenvector of the graph Laplacian matrix. However, the clustering algorithms which are most relevant to our work are those based on non-negative matrix factorization (NMF) 100, 18, 194, 66].

One such algorithm is that of [207], which approximately factors a graph's adjacency matrix $\boldsymbol{A} \in\{0,1\}^{n \times n}$ into two positive matrices $\boldsymbol{H}$ and $\boldsymbol{\Lambda}$, where $\boldsymbol{H} \in \mathbb{R}_{+}^{n \times k}$ is left-stochastic (i.e. each of its columns sums to 1) and $\boldsymbol{\Lambda} \in \mathbb{R}_{+}^{k \times k}$ is diagonal, such that $\boldsymbol{H} \boldsymbol{\Lambda} \boldsymbol{H}^{\top} \approx \boldsymbol{A}$. Here $\boldsymbol{H}$ represents a soft clustering of the $n$ nodes into $k$ clusters, while the diagonal entries of $\boldsymbol{\Lambda}$ represent the prevalence of edges within clusters. Note the similarity of the factorization to our model, save for the lack of a nonlinearity. Other NMF approaches include those of [48], [204], [97], and 98] (SYMNMF).

Modeling heterophily Much of the existing work on graph models has an underlying assumption of network homophily [88, 134]. There has been significant recent interest in the limitations of graph neural network (GNN) models [53, 94, 78] at addressing network heterophily [135, 212], as well as proposed solutions 142, 201], but relatively less work for more fundamental models such as those for clustering. Some existing NMF approaches to clustering do naturally model heterophilous structure in networks. For example, the model of 127 is similar to ours and also allows for heterophily, though it restricts the cluster assignment matrix $\boldsymbol{V}$ to be binary; additionally, their training algorithm is not based on gradient descent as ours is, and it does not scale to larger networks. More recently, 145 propose a decomposition of the form $\boldsymbol{A} \approx \boldsymbol{D}+\boldsymbol{B} \boldsymbol{B}^{\top}-\boldsymbol{C} \boldsymbol{C}^{\top}$, where $\boldsymbol{D} \in \mathbb{R}^{n \times n}$ is diagonal and $\boldsymbol{B}, \boldsymbol{C} \in \mathbb{R}^{n \times k}$ are low-rank. Note that their decomposition does not include a nonlinear linking function, and their work does not pursue a clustering interpretation or investigate setting the factors $\boldsymbol{B}$ and $\boldsymbol{C}$ to be nonnegative.

Overlapping communities and exact embeddings Many models discussed above focus on the single-label clustering task and thus involve highly-constrained factorizations (e.g., sum-to-one conditions). We are interested in the closely related but distinct task of multi-label clustering, also known as overlapping community detection 198, 87], which involves less constrained, more expressive factorizations. The

BigClam algorithm of [202] uses the following generative model for this task: the probability of a link between two nodes $i$ and $j$ is given by $1-\exp \left(-\boldsymbol{f}_{i} \cdot \boldsymbol{f}_{j}\right)$, where $\boldsymbol{f}_{i}, \boldsymbol{f}_{j} \in \mathbb{R}_{+}^{k}$ represent the intensities with which the nodes participate in each of the $k$ communities. Note that BigClam assumes strict homophily of the communities: two nodes participating in the same community always increases the probability of a link. However, this model allows for expression of very dense intersections of communities, which the authors observe is generally a characteristic of real-world networks. To ensure that output entries are probabilities, BigClam's factorization includes a nonlinear linking function (namely, $f(x)=1-e^{x}$ ), like our model and LPCA. Recent work outside clustering and community detection on graph generative models 152] suggests that incorporating a linking function can greatly increase the expressiveness of factorization-based graph models, to the point of being able to exactly represent a graph, as we showed in Section 3.1. This adds to a growing body of literature on expressiveness guarantees for embeddings on relational data [161, 19, 23]. As previously discussed, in Section 3.1, we provide a guarantee for exact low-rank representation of graphs with bounded max degree when using the LPCA factorization model. In this section, we provide a new such guarantee, except for bounded arboricity, which is more applicable to real-world networks, and extend these guarantees to our community-based factorization.

### 3.2.3 Theoretical Results

We first restate the main result from Section 3.1 on exact representation of graphs with bounded max degree using the logistic principal components analysis (LPCA) model, which reconstructs a graph $\boldsymbol{A} \in\{0,1\}^{n \times n}$ using logit factors $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times k}$ via

$$
\begin{equation*}
\boldsymbol{A} \approx \sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right) \tag{3.5}
\end{equation*}
$$

Note that unlike our community-based factorization, the factors of the LPCA model are not nonnegative, and the factorization does not reflect the symmetry of the undirected graph's adjacency matrix. Regardless of the model's interpretability, the following theorem provides a significant guarantee on its expressiveness. We use the following notation: given a matrix $\boldsymbol{M}$, let $H(\boldsymbol{M})$ denote the matrix resulting from entrywise application of the Heaviside step function to $\boldsymbol{M}$, that is, setting all positive entries to 1 , negative entries to 0 , and zero entries to $1 / 2$.

Theorem 3.2.1 (Exact LPCA Factorization for Bounded-Degree Graphs). Let $\boldsymbol{A} \in$ $\{0,1\}^{n \times n}$ be the adjacency matrix of a graph $G$ with maximum degree $c$. Then there exist matrices $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times(2 c+1)}$ such that $\boldsymbol{A}=H\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)$.

This corresponds to arbitrarily small approximation error in the LPCA model (Equation 3.5) because, provided such factors $\boldsymbol{X}, \boldsymbol{Y}$ for some graph $\boldsymbol{A}$, we have that $\lim _{s \rightarrow \infty} \sigma\left(s \boldsymbol{X} \boldsymbol{Y}^{\top}\right)=H\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)=\boldsymbol{A}$. That is, we can scale the factors larger to reduce the error to an arbitrary extent.

We expand on this result in two ways. First, give a new bound for exact embedding in terms of arboricity, rather than max degree. This significantly increases the applicability to real-world networks, which often are sparse (i.e., low arboricity) and have right-skewed degree distributions (i.e., high max degree). Second, we show that any rank- $k$ LPCA factorization can be converted to our model's symmetric nonnegative factorization with $\mathcal{O}(k)$ communities. This extends the guarantees on the LPCA model's power for exact representation of graphs, both the prior guarantee in terms of max degree and our new one in terms of arboricity, to our community-based model as well. After this, we also introduce an example of a natural family of graphs - Community Overlap Threshold (COT) graphs - for which our model's community-based factorization not only exactly represents the graph, but also must capture some latent structure to do so with sufficiently low embedding dimensionality.

Arboricity bound for exact representation We will use the following wellknown fact: the rank of the entrywise product of two matrices is at most the product of their individual ranks, that is,

$$
\operatorname{rank}(\boldsymbol{X} \circ \boldsymbol{Y}) \leq \operatorname{rank}(\boldsymbol{X}) \cdot \operatorname{rank}(\boldsymbol{Y})
$$

Theorem 3.2.2 (Exact LPCA Factorization for Bounded-Arboricity Graphs). Let $\boldsymbol{A} \in\{0,1\}^{n \times n}$ be the adjacency matrix of an undirected graph $G$ with arboricity $\alpha$. Then there exist embeddings $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times\left(4 \alpha^{2}+1\right)}$ such that $\boldsymbol{A}=H\left(\boldsymbol{X} \boldsymbol{Y}^{\boldsymbol{\top}}\right)$.

Proof. Let the undirected graph $\boldsymbol{A}$ have arboricity $\alpha$, i.e., the edges can be partitioned into $\alpha$ forests. We produce a directed graph $\boldsymbol{B}$ from $\boldsymbol{A}$ by orienting the edges in these forests so that each node's edges point towards its children. Now $\boldsymbol{A}=\boldsymbol{B}+\boldsymbol{B}^{\top}$, and every node in $\boldsymbol{B}$ has in-degree at most $\alpha$.

Let $\boldsymbol{V} \in \mathbb{R}^{n \times 2 \alpha}$ be the Vandermonde matrix with $\boldsymbol{V}_{t, j}=t^{j-1}$. For any $\boldsymbol{c} \in$ $\mathbb{R}^{2 \alpha},[\boldsymbol{V} \boldsymbol{c}](t)=\sum_{j=1}^{2 \alpha} \boldsymbol{c}(j) \cdot t^{j-1}$, that is, $\boldsymbol{V} \boldsymbol{c} \in \mathbb{R}^{n}$ is a degree- $(2 \alpha)$ polynomial with coefficients $\boldsymbol{c}$ evaluated at the integers $t \in[n]=\{1, \ldots, n\}$. Let $\boldsymbol{b}_{i}$ be the $i^{\text {th }}$ column of $\boldsymbol{B}$. We seek to construct a polynomial such that for $t$ with $\boldsymbol{b}_{i}(t)=1,\left[\boldsymbol{V} \boldsymbol{c}_{i}\right](t)=0$, and $\left[\boldsymbol{V} \boldsymbol{c}_{i}\right](t)<0$ elsewhere; that is, when inputting an index $t \in[n]$ such that the $t^{\text {th }}$ node is an in-neighbor of the $i^{\text {th }}$ node, we want the polynomial to output 0 , and for all other indices in $[n]$, we want it to have a negative output. Letting $N(i)$ denote the in-neighbors of the $i^{\text {th }}$ node, a simple instantiation of such a polynomial in $t$ is $-1 \cdot \prod_{j \in N(i)}(t-j)^{2}$. Note that since all nodes have in-degree at most $\alpha$, this polynomial's degree is at most $2 \alpha$, and hence there exists a coefficient vector $\boldsymbol{c}_{i} \in \mathbb{R}^{2 \alpha}$ encoding this polynomial.

Let $\boldsymbol{C} \in \mathbb{R}^{n \times 2 \alpha}$ be the matrix resulting from stacking such coefficient vectors for each of the $n$ nodes. Consider $\boldsymbol{P}=\boldsymbol{V} \boldsymbol{C} \in \mathbb{R}^{n \times n}: \boldsymbol{P}_{i, j}$ is 0 if $\boldsymbol{B}_{i, j}=1$ and negative otherwise. Then $\left(\boldsymbol{P} \circ \boldsymbol{P}^{\top}\right)_{i, j}$ is 0 when either $\boldsymbol{B}_{i, j}=1$ or $\left(\boldsymbol{B}^{\top}\right)_{i, j}=1$ and positive
otherwise; equivalently, since $\boldsymbol{A}=\boldsymbol{B}+\boldsymbol{B}^{\top},\left(\boldsymbol{P} \circ \boldsymbol{P}^{\top}\right)_{i, j}=0$ iff $\boldsymbol{A}_{i, j}=1$. Take any positive $\epsilon$ less than the smallest positive entry of $\boldsymbol{P} \circ \boldsymbol{P}^{\top}$. Letting $\boldsymbol{J}$ be an all-ones matrix, define $\boldsymbol{M}=\epsilon \boldsymbol{J}-\left(\boldsymbol{P} \circ \boldsymbol{P}^{\top}\right)$. Note that $\boldsymbol{M}_{i, j}>0$ if $\boldsymbol{A}=1$ and $\boldsymbol{M}_{i, j}<0$ if $\boldsymbol{A}=0$, that is, $\boldsymbol{M}=H(\boldsymbol{A})$ as desired. Since $\operatorname{rank}(\boldsymbol{J})=1$ and $\operatorname{rank}(\boldsymbol{P}) \leq 2 \alpha$, by the bound on the rank of entrywise products of matrices, the rank of $\boldsymbol{M}$ is at most $(2 \alpha)^{2}+1$.

Exact representation with community factorization LPCA factors $\boldsymbol{X}, \boldsymbol{Y} \in$ $\mathbb{R}^{n \times k}$ can be processed into nonnegative factors $\boldsymbol{B} \in \mathbb{R}_{+}^{n \times k_{B}}$ and $\boldsymbol{C} \in \mathbb{R}_{+}^{n \times k_{C}}$ such that $k_{B}+k_{C}=6 k$ and

$$
\begin{equation*}
\boldsymbol{B} \boldsymbol{B}^{\top}-\boldsymbol{C} \boldsymbol{C}^{\top}=\frac{1}{2}\left(\boldsymbol{X} \boldsymbol{Y}^{\top}+\boldsymbol{Y} \boldsymbol{X}^{\top}\right) \tag{3.6}
\end{equation*}
$$

Observe that the left-hand side can only represent symmetric matrices, but $\boldsymbol{X} \boldsymbol{Y}^{\top}$ is not necessarily symmetric even if $H\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)=\boldsymbol{A}$ for a symmetric $\boldsymbol{A}$. For this reason, we use a symmetrization: let $\boldsymbol{L}=\frac{1}{2}\left(\boldsymbol{X} \boldsymbol{Y}^{\top}+\boldsymbol{Y} \boldsymbol{X}^{\top}\right)$. Note that $H(\boldsymbol{L})=H\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)$, so if $\boldsymbol{X} \boldsymbol{Y}^{\top}$ constitutes an exact representation of $\boldsymbol{A}$ in that $H\left(\boldsymbol{X} \boldsymbol{Y}^{\boldsymbol{\top}}\right)=\boldsymbol{A}$, so too do both expressions for $\boldsymbol{L}$ in Equation 3.6. Pseudocode for the procedure of constructing $\boldsymbol{B}, \boldsymbol{C}$ given $\boldsymbol{X}, \boldsymbol{Y}$ is given in Algorithm 5 . The concept of this algorithm is to first separate the logit matrix $L$ into a sum and difference of rank-1 components via eigendecomposition. Each of these components can be written as $+\boldsymbol{v} \boldsymbol{v}^{\top}$ or $-\boldsymbol{v} \boldsymbol{v}^{\top}$ with $\boldsymbol{v} \in \mathbb{R}^{n}$, where the sign depends on the sign of the eigenvalue. Each component is then separated into a sum and difference of three outer products of nonnegative vectors, via Lemma 3.2.3 below.

Lemma 3.2.3. Let $\phi: \mathbb{R} \rightarrow \mathbb{R}$ denote the ReLU function, i.e., $\phi(z)=\max \{z, 0\}$. For any vector $\boldsymbol{v}$,

$$
\boldsymbol{v} \boldsymbol{v}^{\top}=2 \phi(\boldsymbol{v}) \phi(\boldsymbol{v})^{\top}+2 \phi(-\boldsymbol{v}) \phi(-\boldsymbol{v})^{\top}-|\boldsymbol{v} \| \boldsymbol{v}|^{\top} .
$$

Proof. Take any $\boldsymbol{v} \in \mathbb{R}^{k}$. Then

$$
\begin{aligned}
\boldsymbol{v} \boldsymbol{v}^{\top} & =(\phi(\boldsymbol{v})-\phi(-\boldsymbol{v})) \cdot\left(\phi(\boldsymbol{v})^{\top}-\phi(-\boldsymbol{v})^{\top}\right) \\
& =\phi(\boldsymbol{v}) \phi(\boldsymbol{v})^{\top}+\phi(-\boldsymbol{v}) \phi(-\boldsymbol{v})^{\top}-\phi(\boldsymbol{v}) \phi(-\boldsymbol{v})^{\top}-\phi(-\boldsymbol{v}) \phi(\boldsymbol{v})^{\top} \\
& =2 \phi(\boldsymbol{v}) \phi(\boldsymbol{v})^{\top}+2 \phi(-\boldsymbol{v}) \phi(-\boldsymbol{v})^{\top}-(\phi(\boldsymbol{v})+\phi(-\boldsymbol{v})) \cdot(\phi(\boldsymbol{v})+\phi(-\boldsymbol{v}))^{\top} \\
& =2 \phi(\boldsymbol{v}) \phi(\boldsymbol{v})^{\top}+2 \phi(-\boldsymbol{v}) \phi(-\boldsymbol{v})^{\top}-|\boldsymbol{v} \| \boldsymbol{v}|^{\top},
\end{aligned}
$$

where the first step follows from $\boldsymbol{v}=\phi(\boldsymbol{v})-\phi(-\boldsymbol{v})$, and the last step from $|\boldsymbol{v}|=$ $\phi(\boldsymbol{v})+\phi(-\boldsymbol{v})$.

Algorithm 5 follows from Lemma 3.2 .3 and constitutes a constructive proof of the following theorem:

Theorem 3.2.4 (Exact Community Factorization from Exact LPCA Factorization). Given a symmetric matrix $\boldsymbol{A} \in\{0,1\}$ and $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times k}$ such that $\boldsymbol{A}=H\left(\boldsymbol{X} \boldsymbol{Y}^{\boldsymbol{\top}}\right)$, there exist nonnegative matrices $\boldsymbol{B} \in \mathbb{R}_{+}^{n \times k_{B}}$ and $\boldsymbol{C} \in \mathbb{R}_{+}^{n \times k_{C}}$ such that $k_{B}+k_{C}=6 k$ and $\boldsymbol{A}=H\left(\boldsymbol{B B}^{\top}-\boldsymbol{C C}^{\top}\right)$.

```
Algorithm 5 Converting LPCA Factorization to Community Factorization
input logit factors \(\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times k}\)
output \(\boldsymbol{B} \in \mathbb{R}_{+}^{n \times k_{B}}\) and \(\boldsymbol{C} \in \mathbb{R}_{+}^{n \times k_{C}}\) such that \(k_{B}+k_{C}=6 k\) and
        \(\boldsymbol{B} \boldsymbol{B}^{\top}-\boldsymbol{C} \boldsymbol{C}^{\top}=\frac{1}{2}\left(\boldsymbol{X} \boldsymbol{Y}^{\top}+\boldsymbol{Y} \boldsymbol{X}^{\top}\right)\)
    Set \(\boldsymbol{Q} \in \mathbb{R}^{n \times 2 k}\) and \(\boldsymbol{\lambda} \in \mathbb{R}^{2 k}\) by truncated eigendecomposition such that
        \(\boldsymbol{Q} \times \operatorname{diag}(\boldsymbol{\lambda}) \times \boldsymbol{Q}^{\top}=\frac{1}{2}\left(\boldsymbol{X} \boldsymbol{Y}^{\top}+\boldsymbol{Y} \boldsymbol{X}^{\top}\right)\)
    \(\boldsymbol{B}^{*} \leftarrow \boldsymbol{Q}^{+} \times \operatorname{diag}\left(\sqrt{+\boldsymbol{\lambda}^{+}}\right)\), where \(\boldsymbol{\lambda}^{+}, \boldsymbol{Q}^{+}\)are the positive eigenvalues/vectors
    \(\boldsymbol{C}^{*} \leftarrow \boldsymbol{Q}^{-} \times \operatorname{diag}\left(\sqrt{-\boldsymbol{\lambda}^{-}}\right)\), where \(\boldsymbol{\lambda}^{-}, \boldsymbol{Q}^{-}\)are the negative eigenvalues/vectors
    \(\boldsymbol{B} \leftarrow\left(\sqrt{2} \phi\left(\boldsymbol{B}^{*}\right) ; \quad \sqrt{2} \phi\left(-\boldsymbol{B}^{*}\right) ;\left|\boldsymbol{C}^{*}\right|\right) \triangleright \phi /|\cdot|\) are entrywise ReLU / abs. value
    \(\boldsymbol{C} \leftarrow\left(\sqrt{2} \phi\left(\boldsymbol{C}^{*}\right) ; \quad \sqrt{2} \phi\left(-\boldsymbol{C}^{*}\right) ; \quad\left|\boldsymbol{B}^{*}\right|\right)\)
    return \(B, C\)
```

As stated in the introduction to this section, Theorem 3.2.4 extends any upper bound on the exact factorization dimensionality from the LPCA model to our community-based model. That is, up to a constant factor, the bound in terms of max
degree from Theorem 3.2.1 and the bound in terms of arboricity from Theorem 3.2.2 also apply to our model; for brevity, we state just the latter here.

Corollary 3.2.5 (Exact Community Factorization for Bounded-Arboricity Graphs). Let $\boldsymbol{A} \in\{0,1\}^{n \times n}$ be the adjacency matrix of an undirected graph $G$ with arboricity $\alpha$. Then there exist nonnegative embeddings $\boldsymbol{B} \in \mathbb{R}_{+}^{n \times k_{B}}$ and $\boldsymbol{C} \in \mathbb{R}_{+}^{n \times k_{C}}$ such that $k_{B}+k_{C}=6\left(4 \alpha^{2}+1\right)$ and $\boldsymbol{A}=H\left(\boldsymbol{B B}^{\top}-\boldsymbol{C C}^{\top}\right)$.

Note that Corollary 3.2.5 is purely a statement about the capacity of our model; Theorem 3.2.2 stems from a constructive proof based on polynomial interpolation, and therefore so too does this corollary. We do not expect this factorization to be informative about the graph's latent structure. In the following Section 3.2.4, we will fit the model with an entirely different algorithm for downstream applications.

Exact representation of COT Graphs As a theoretical demonstration of the capability of our model to learn latent structure, we additionally show that our model can exactly represent a natural family of graphs, which exhibits both homophily and heterophily, with small $k$ and interpretably. The family of graphs is specified below in Definition 3; roughly speaking, nodes in such graphs share an edge iff they coparticipate in some number of homophilous communities and don't coparticipate in a number of heterophilous communities. For example, the motivating graph described at the start of this section would be an instance of such a graph if an edge occurs between two users iff the two users are from the same city and have different genders.

Definition 3 (Community Overlap Threshold (COT) Graph). An unweighted, undirected graph whose edges are determined by an overlapping clustering and a "thresholding" integer $t \in \mathbb{Z}$ as follows: for each vertex $i$, there are two latent binary vectors $\boldsymbol{b}_{i} \in\{0,1\}^{k_{b}}$ and $\boldsymbol{c}_{i} \in\{0,1\}^{k_{c}}$, and there is an edge between vertices $i$ and $j$ iff $\boldsymbol{b}_{i} \cdot \boldsymbol{b}_{j}-\boldsymbol{c}_{i} \cdot \boldsymbol{c}_{j} \geq t$.

Theorem 3.2.6 (Compact Representation of COT Graphs). Suppose $\boldsymbol{A}$ is the adjacency matrix of a COT graph on $n$ nodes with latent vectors $\boldsymbol{b}_{i} \in\{0,1\}^{k_{b}}$ and $\boldsymbol{c}_{i} \in\{0,1\}^{k_{c}}$ for $i \in\{1,2, \ldots, n\}$. Let $k=k_{b}+k_{c}$. Then, for any $\epsilon>0$, there exist $\boldsymbol{V} \in[0,1]^{n \times(k+1)}$ and diagonal $\boldsymbol{W} \in \mathbb{R}^{(k+1) \times(k+1)}$ such that $\left\|\sigma\left(\boldsymbol{V} \boldsymbol{W} \boldsymbol{V}^{\top}\right)-\boldsymbol{A}\right\|_{F}<\epsilon$.

Proof. Let $t$ be the thresholding integer of the graph, and let the rows of $\boldsymbol{B} \in$ $\{0,1\}^{n \times k_{b}}$ and $\boldsymbol{C} \in\{0,1\}^{n \times k_{c}}$ contain the vectors $\boldsymbol{b}$ and $\boldsymbol{c}$ of all nodes. Via Equation 3.3, we can find $\boldsymbol{V}^{*} \in[0,1]^{n \times k}$ and diagonal $\boldsymbol{W}^{*} \in \mathbb{R}^{k \times k}$ such that $\boldsymbol{V}^{*} \boldsymbol{W}^{*} \boldsymbol{V}^{* \top}=$ $\boldsymbol{B} \boldsymbol{B}^{\top}-\boldsymbol{C C}^{\top}$. Now let

$$
\boldsymbol{V}=\left(\begin{array}{ll}
\boldsymbol{V}^{*} & 1
\end{array}\right) \quad \boldsymbol{W}=\left(\begin{array}{cc}
\boldsymbol{W}^{*} & 0 \\
0 & \frac{1}{2}-t
\end{array}\right) .
$$

Then $\left(\boldsymbol{V} \boldsymbol{W} \boldsymbol{V}^{\boldsymbol{\top}}\right)_{i j}=\boldsymbol{b}_{i} \cdot \boldsymbol{b}_{j}-\boldsymbol{c}_{i} \cdot \boldsymbol{c}_{j}+\frac{1}{2}-t$. Hence $\left(\boldsymbol{V} \boldsymbol{W} \boldsymbol{V}^{\boldsymbol{\top}}\right)_{i j}>0$ iff $\boldsymbol{b}_{i} \cdot \boldsymbol{b}_{j}-\boldsymbol{c}_{i} \cdot \boldsymbol{c}_{j}>t-\frac{1}{2}$, which is true iff $\boldsymbol{A}_{i j}=1$ by the assumption on the graph. Similarly, $\left(\boldsymbol{V} \boldsymbol{W} \boldsymbol{V}^{\top}\right)_{i j}<0$ iff $\boldsymbol{A}_{i j}=0$. It follows that

$$
\lim _{s \rightarrow \infty} \sigma\left(\boldsymbol{V}(s \boldsymbol{W}) \boldsymbol{V}^{\top}\right)=\lim _{s \rightarrow \infty} \sigma\left(s \boldsymbol{V} \boldsymbol{W} \boldsymbol{V}^{\top}\right)=\boldsymbol{A}
$$

### 3.2.4 Experiments

We now present a training algorithm to fit our model, then evaluate our method on a benchmark of five real-world networks.

### 3.2.4.1 Dataset Descriptions

We first briefly describe the five real-world datasets that are employed in this section, including discussion how some of them exhibit heterophily. These are fairly common small to mid-size datasets ranging from around 1K to 10K nodes. Statistics for these datasets are given in Table 3.3.

Table 3.3. Network statistics for experiments in Section 3.2. As in [178], for YouTube and Amazon, we take only nodes which participate in at least one of the largest 5 ground-truth communities. Note that degeneracy is an upper bound on arboricity.

| Name | Reference | Nodes | Edges | Labels | Max Degree | Degeneracy |
| :--- | :--- | ---: | ---: | ---: | ---: | ---: |
| Blog | $\underline{183}$ | 10,312 | 333,983 | 39 | 3992 | 114 |
| YouTube | 203 | 5,346 | 24,121 | 5 | 628 | 19 |
| POS | 147 | 4,777 | 92,406 | 40 | 3644 | 49 |
| PPI | 2,852 | 76,546 | 50 | 593 | 29 |  |
| Amazon | 203 | 794 | 2,109 | 5 | 29 | 6 |

Blog is a social network of relationships between online bloggers; the node labels represent interests of the bloggers. Similarly, YouTube is a social network of YouTube users, and the labels represent groups that the users joined.

POS is a word co-occurrence network: nodes represent words, and there are edges between words which are frequently adjacent in a section of the Wikipedia corpus. Each node label represents the part-of-speech of the word. PPI is a subgraph of the protein-protein interaction network for Homo Sapiens. Labels represent biological states. Finally, Amazon is a co-purchasing network: nodes represent products, and there are edges between products which are frequently purchased together. Labels represent categories of products.

While social networks like the former two in this list are generally dominated by homophily [123], the latter three should exhibit significant heterophily. For copurchasing networks like Amazon, depending on the product, two of the same kind of product are generally not co-purchased, e.g., Pepsi and Coke, as discussed in [145]. Though less intuitively accessible, there is also prior discussion of disassortativity in word adjacencies 61, 213], as well as in PPI networks 132, 80].

### 3.2.4.2 Training Algorithm

Given an input graph $\boldsymbol{A} \in\{0,1\}^{n \times n}$, we find low-rank nonnegative matrices $\boldsymbol{B}$ and $\boldsymbol{C}$ such that the model produces $\tilde{\boldsymbol{A}}=\sigma\left(\boldsymbol{B} \boldsymbol{B}^{\top}-\boldsymbol{C}^{\top}\right) \in(0,1)^{n \times n}$ as in Equation 3.2
which approximately matches $\boldsymbol{A}$. In particular, we train the model to minimize the sum of binary cross-entropies of the link predictions over all pairs of nodes:

$$
\begin{equation*}
R=-\sum(\boldsymbol{A} \log (\tilde{\boldsymbol{A}})+(1-\boldsymbol{A}) \log (1-\tilde{\boldsymbol{A}})) \tag{3.7}
\end{equation*}
$$

where $\sum$ denotes the scalar summation of all entries in the matrix. We fit the parameters by gradient descent over this loss, as well as $L_{2}$ regularization of the factors $\boldsymbol{B}$ and $\boldsymbol{C}$, subject to the nonnegativity of $\boldsymbol{B}$ and $\boldsymbol{C}$. This algorithm is fairly straightforward; pseudocode is given in Algorithm 6. This is quite similar to the training algorithm from Section 3.1, but in contrast to that section, which only targets an exact fit, here we explore the expression of graph structure in the factors and their utility in downstream tasks. Regularization of the factors is implemented to this end to avoid overfitting. Though we outline a non-stochastic version of the training algorithm, it generalizes straightforwardly to a stochastic version, i.e., by sampling links and non-links for the loss function.

```
Algorithm 6 Fitting the Constrained Model
input adjacency matrix \(\boldsymbol{A} \in\{0,1\}^{n \times n}\), regularization weight \(\lambda \geq 0\), number of
iterations \(I\), number of homophilous/heterophilous communities \(k_{B} / k_{C}\)
output fitted factors \(\boldsymbol{B} \in \mathbb{R}_{+}^{n \times k_{B}}\) and \(\boldsymbol{C} \in \mathbb{R}_{+}^{n \times k_{C}}\) such that \(\sigma\left(\boldsymbol{B} \boldsymbol{B}^{\top}-\boldsymbol{C} \boldsymbol{C}^{\top}\right) \approx \boldsymbol{A}\)
    Initialize \(\boldsymbol{B}, \boldsymbol{C}\) by setting entries to independent samples of
    \(\operatorname{Unif}\left(0,{ }^{1} / \sqrt{k_{B}}\right), \operatorname{Unif}\left(0,{ }^{1} / \sqrt{k_{C}}\right)\)
    for \(i \leftarrow 1\) to \(I\) do
        \(\tilde{\boldsymbol{A}} \leftarrow \sigma\left(\boldsymbol{B} \boldsymbol{B}^{\top}-\boldsymbol{C} \boldsymbol{C}^{\top}\right)\)
        \(R \leftarrow-\sum(\boldsymbol{A} \log (\tilde{\boldsymbol{A}})+(1-\boldsymbol{A}) \log (1-\tilde{\boldsymbol{A}}))\)
        \(R \leftarrow R+\lambda\left(\|\boldsymbol{B}\|_{F}^{2}+\|\boldsymbol{C}\|_{F}^{2}\right)\)
        Calculate \(\partial_{B, C} R\) via differentiation through Steps 2 to 4
        Update \(\boldsymbol{B}, \boldsymbol{C}\) to minimize \(R\) using \(\partial_{\boldsymbol{B}, \boldsymbol{C}} R\), subject to \(\boldsymbol{B}, \boldsymbol{C} \geq 0\)
    return \(B, C\)
```

Implementation details Our implementation uses PyTorch [140] for automatic differentiation and minimizes loss using the SciPy [89] implementation of the L-

BFGS 115, 210 algorithm with default hyperparameters and up to a max of 200 iterations of optimization. We set regularization weight $\lambda=10$ as in [202].

### 3.2.4.3 Results

Expressiveness First, we investigate the expressiveness of our generative model, that is, the fidelity with which it can reproduce an input network. At the start of this section, we used a simple synthetic network to show that our model is more expressive than others due to its ability to represent heterophilous structures in addition to homophilous ones. We now evaluate the expressiveness of our model on real-world networks. As with the synthetic graph, we fix the number of communities or singular vectors, fit the model, then evaluate the reconstruction error. In Figure 3.8, we compare the results of our model with those of SVD, BigClam (which is discussed in detail in Section 3.2.2), and SymNMF [98]. SYmNMF simply factors the adjacency matrix as $\boldsymbol{A} \approx \boldsymbol{H} \boldsymbol{H}^{\top}$, where $\boldsymbol{H} \in \mathbb{R}_{+}^{n \times k}$; note that, like SVD, SymNMF does not necessarily output a matrix whose entries are probabilities (i.e., bounded in $[0,1]$ ), and hence it is not a graph generative model like ours and BigClam.



Figure 3.8. Reconstruction error on real-world networks, relative to our model's error.

For each method, we fix the number of communities or singular vectors at the ground-truth number. For this experiment only, we are not concerned with learning the latent structure of the graph; the only goal is accurate representation of the network with limited parameters. So, for a fair comparison with SVD, we do not regularize the training of the other methods. Our method consistently has the lowest
reconstruction error, both in terms of Frobenius error and entrywise cross-entropy (Equation 3.7). Interestingly, we find the most significant improvement exactly on the three datasets which have been noted to exhibit significant heterophily: POS, PPI, and Amazon.

Similarity to ground-truth communities To assess the interpretability of clusters generated by our method, we evaluate the similarity of these clusters to groundtruth communities (i.e., class labels), and we compare other methods for overlapping clustering. We additionally compare to another recent but non-generative approach, the VGraph method of [178], which is based on link clustering; the authors found their method to generally achieve state-of-the-art results in this task. For all methods, we set the number of communities to be detected as the number of ground-truth communities. We report F1-Score as computed in [202]. See Figure 3.9 (left): the performance of our method is competitive with SymNMF, BigClam, and vGraph.



Figure 3.9. Left: Similarity of recovered communities to ground-truth labels of real-world datasets. We are unable to run the authors' implementation of VGraph on Blog with limited memory. Right: Accuracy of link prediction on real-world datasets.

Interpretable link prediction We assess the predictive power of our generative model on the link prediction task. As discussed in Section 3.2.1, the link probabilities output by our model are interpretable in terms of a clustering of nodes that it generates; we compare results with our method to those with other models which permit similar interpretation, namely BIGCLAM and SymNMF. We randomly select $10 \%$
of node pairs to hold out, fit the models on the remaining $90 \%$, then use the trained models to predict links between node pairs in the held out $10 \%$. As a baseline, we also show results for randomly predicting link or no link with equal probability. See Figure 3.9 (right). The performance of our method is competitive with or exceeds that of the other methods in terms of F1 Score.

### 3.2.5 Conclusion

We introduce a community-based graph generative model based on symmetric nonnegative matrix factorization which is capable of representing both homophily and heterophily. We expand on our prior guarantee of exact representation for bounded max degree graphs from Section 3.1 with a new, more applicable guarantee for bounded arboricity graphs, and we show that both of these bounds apply to our more interpretable graph model. We illustrate our model's capabilities with experiments on a synthetic motivating example. Experiments on real-world networks show its effectiveness on several key tasks. More broadly, our results suggest that incorporating heterophily into models and methods for networks can improve both theoretical grounding and overall empirical performance, while maintaining simplicity and interpretability. A deeper understanding of the expressiveness of both nonnegative and arbitrary low-rank logit models for graphs is an interesting future direction.

## CHAPTER 4 <br> POWER AND LIMITATIONS OF RANDOM GRAPH MODELS

In this chapter, we abstract away from node embeddings and examine upper and lower bounds on the capabilities of different random graph models at representing graph structure.

### 4.1 Inherent Limitations of Edge Independent Models

This section centers on edge independent graph models, in which each edge $(i, j)$ is added to the graph independently with some probability $\boldsymbol{P}_{i j} \in[0,1]$. Formally,

Definition 4 (Edge Independent Graph Model). For any symmetric matrix $\boldsymbol{P} \in$ $[0,1]^{n \times n}$ let $\mathcal{G}(\boldsymbol{P})$ be the distribution over undirected unweighted graphs where $G \sim$ $\mathcal{G}(\boldsymbol{P})$ contains edge $(i, j)$ independently, with probability $\boldsymbol{P}_{i j}$. That is, $p(G)=$ $\prod_{(i, j) \in E(G)} \boldsymbol{P}_{i j} \cdot \prod_{(i, j) \notin E(G)}\left(1-P_{i j}\right)$.

Edge independent models encompass many classic random graph models. This includes the Erdös-Rényi model, where for all $i \neq j, \boldsymbol{P}_{i j}=p$ for some fixed $p \in[0,1]$ [56]. It also includes the stochastic block model where $\boldsymbol{P}_{i j}=p$ if two nodes are in the same community and $\boldsymbol{P}_{i j}=q$ if two nodes are in different communities for some fixed $p, q \in[0,1]$ with $q<p$ 172]. Other examples include e.g., the Chung-Lu configuration model 39], stochastic Kronecker graphs 103].

Recently, significant attention has focused on graph generative models, which seek to learn a distribution over graphs that share similar properties to a given training graph, or set of graphs. Many algorithms parameterize this distribution as an edge
independent model or closely related distribution. E.g., NetGAN and the closely related CELL model both produce $\boldsymbol{P} \in[0,1]^{n \times n}$ and then sample edges independently without replacement with probabilities proportional to its entries, ensuring that at least one edge is sampled adjacent to each node [20, 151]. Variational Graph Autoencoders (VGAE), GraphVAE, Graphite, and MolGAN are also all based on edge independent models [93, 171, 45, 76].

Given their popularity in both classical and modern graph generative models, it is natural to ask:

How suited are edge independent models to modeling real-world networks. Are they able to capture features such as power-law degree distributions, small-world properties, and high clustering coefficients (triangle densities)?

### 4.1.1 Impossibility Results for Edge Independent Models

In this work we focus on the ability of edge independent models to generate graphs with high triangle, or other small subgraph densities. High triangle density (equivalently, a high clustering coefficient) is a well-known hallmark of real-work networks [195, 160, 52] and has been the focus of recent work exploring the power and limitations of edge-independent graph models 167, 34.

It is clear that edge independent models can generate triangle dense graphs. In particular, $\boldsymbol{P} \in[0,1]^{n \times n}$ in Definition 4 can be set to the binary adjacency matrix of any undirected graph, and $\mathcal{G}(\boldsymbol{P})$ will generate that graph with probability 1 , no matter how triangle dense it is. However, this would not be a particularly interesting generative model - ideally $\mathcal{G}(\boldsymbol{P})$ should generate a wide range of graphs. To capture this intuitive notion, we define the overlap of an edge-independent model, which is closely related to the overlap stopping criterion for training used in training graph generative models [20, 151].

Definition 5 (Expected Overlap). For symmetric $\boldsymbol{P} \in[0,1]^{n \times n}$ let $\operatorname{Vol}(\boldsymbol{P}):=$ $\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}|E(G)|$ and

$$
\operatorname{Ov}(\boldsymbol{P}):=\frac{\mathbb{E}_{G_{1}, G_{2} \sim \mathcal{G}(\boldsymbol{P})}\left|E\left(G_{1}\right) \cap E\left(G_{2}\right)\right|}{\operatorname{Vol}(\boldsymbol{P})}
$$

That is, for any $\boldsymbol{P} \in[0,1]^{n \times n}, \operatorname{Ov}(\boldsymbol{P}) \in[0,1]$ is the ratio of the expected number of edges shared by two graphs drawn independently from $\mathcal{G}(\boldsymbol{P})$ to the expected number of edges in a graph drawn from $\mathcal{G}(\boldsymbol{P})$. In one extreme, when $\boldsymbol{P}$ is a binary adjacency matrix, $\operatorname{Ov}(\boldsymbol{P})=1$, and our generative model has simply memorized a single graph. In the other, if $\boldsymbol{P}_{i j}=p$ for all $i \neq j$ (i.e., $\mathcal{G}(\boldsymbol{P})$ is Erdös-Rényi), $\operatorname{Ov}(\boldsymbol{P})=p$. This is the minimum possible overlap when $\operatorname{Vol}(\boldsymbol{P})=p \cdot\binom{n}{2}$.

Our main result is that for any edge independent model with bounded overlap, $G \sim \mathcal{G}(\boldsymbol{P})$ cannot have too many triangles in expectation. In particular:

Theorem 4.1.1 (Main Result - Expected Triangles). For a graph $G$, let $\Delta(G)$ denote the number of triangles in $G$. Consider symmetric $\boldsymbol{P} \in[0,1]^{n \times n}$.

$$
\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}[\Delta(G)] \leq \frac{\sqrt{2}}{3} \cdot \operatorname{Ov}(\boldsymbol{P})^{3 / 2} \cdot \operatorname{Vol}(\boldsymbol{P})^{3 / 2}
$$

As an example, consider the setting where the distribution generates sparse graphs, with $\operatorname{Vol}(\boldsymbol{P})=\Theta(n)$. Theorem 4.1.1 shows that whenever $\operatorname{Ov}(\boldsymbol{P})=o\left(1 / n^{1 / 3}\right)$, we have $\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})} \Delta(G)=o(n)$. That is, the graph is very triangle sparse with the number of triangles sublinear in the number of nodes. This verifies that an Erdös-Rényi graph cannot achieve simultaneously linear number of edges (i.e., $\operatorname{Ov}(\boldsymbol{P})=\mathcal{O}(1 / n))$ and super-linear number of triangles (i.e., $\operatorname{Ov}(\boldsymbol{P})=\Omega\left(1 / n^{1 / 3}\right)$ ) under our proposed lens of viewing generative models.

We extend Theorem 4.1.1 to give similar bounds for the density of squares and other $k$-cycles (Theorem 4.1.4), as well as for the global clustering coefficient (Theo-
rem 4.1.6). In all cases we show that our bounds are tight - e.g., in the triangle case, there is indeed an edge independent model with

$$
\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}[\Delta(G)]=\Theta\left(\operatorname{Ov}(\boldsymbol{P})^{3 / 2} \cdot \operatorname{Vol}(\boldsymbol{P})^{3 / 2}\right)
$$

matching the lower bound in Theorem 4.1.1.

### 4.1.2 Empirical Findings

Our theoretical results help explain why, despite performing well in a variety of other metrics, edge independent graph generative models have been reported to generate graphs with many fewer triangles and squares on average than the real-world graphs that they are trained on. Rendsburg et al. 151] test a suite of these models, including their own CELL model and the related NetGAN model [20]. Of all these models, when trained on the CorA-ML graph with 2,802 triangles and 14,268 squares, none is able to generate graphs with more than 1,461 triangles and 6,880 squares on average. Similar gaps are observed for a number of other graphs. Rendsburg et al. also report that the triangle count increases as their notion of overlap (closely related to Definition 5) increases. Theorem 4.1.1 demonstrates that this underestimation of triangle count, and its connection to overlap is inherent to all edge independent models, no matter how refined a method used to learn the underlying probability matrix $P$.

While our theoretical results bound the performance of any edge independent model, there may still be variation in how specific models trade-off overlap and realistic graph generation. To better understand this trade-off, we introduce two simple models with easily tunable overlap as baselines. One is based on reproducing the degree sequence of the original graph; the other, which is even simpler, is based on reproducing the volume. In both models, $\boldsymbol{P}$ is a weighted average of the input graph adjacency matrix and a probability matrix of minimal complexity which matches ei-
ther the input degrees or the volume. In the latter case, to match just the volume, we simply use an Erdös-Rényi graph. In the former case, to match the degree sequence, we introduce our own model, the odds product model; this model is similar to the Chung-Lu configuration model [39], but, unlike Chung-Lu, is able to match degree sequences of real-world graphs with high maximum degree. We find that these simple baselines are often competitive with more complex models like CELL in terms of matching key graph statistics, like triangle count and clustering coefficient, at similar levels of overlap.

### 4.1.3 Related Work

Existing impossibility results. Our work is inspired by that of Seshadhri et al. 167, which also proves limitations on the ability of edge independent models to represent triangle dense graphs. They show that if $\boldsymbol{P}=\max \left(0, \min \left(1, \boldsymbol{X} \boldsymbol{X}^{\top}\right)\right)$ where $\boldsymbol{X} \in \mathbb{R}^{n \times k}$ for $k \ll n$ and the max and min are applied entrywise, then $G \sim \mathcal{G}(\boldsymbol{P})$ cannot have many triangles adjacent to low-degree nodes in expectation. This setting arises commonly when $\boldsymbol{P}$ is generated using low-dimensional node embeddings - represented by the rows of $\boldsymbol{X}$. In Section 3.1, we show that in a slightly more general model, where $\boldsymbol{P}=\max \left(0, \min \left(1, \boldsymbol{X} \boldsymbol{Y}^{\top}\right)\right)$, this lower bound no longer holds $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times k}$ can be chosen so that $\boldsymbol{P}$ is the binary adjacency matrix of any graph with maximum degree upper bounded by $\mathcal{O}(k)$ - no matter how triangle dense that graph is. Thus, even such low-rank edge independent models can represent triangle dense graphs - by memorizing a single one.

Our results show that this trade-off between the ability to capture triangle density and memorization is inherent - even without any low-rank constraint, edge independent models with low overlap simply cannot represent graphs with high triangle or other small subgraph density.

It is well understood that specific edge independent models, e.g., Erdös-Rényi graphs, the Chung-Lu model, and stochastic Kronecker graphs, do not capture many properties of real-world networks, including high triangle density [195, 146]. Our results can be viewed as a generalization of these observations, to all edge independent models with low overlap. Despite the limitations of classic models, edge independent models are still very prevalent in today's literature on graph generative models. Our more general results make clear the limitations of this approach.

Non-independent models. While edge independent models are very prevalent in the literature, many important models do not fit into this framework. Classic models include the Barabási-Albert and other preferential attachment models 16], Watts-Strogatz small-world graphs [195], and random geometric graphs 43]. Many of these models were introduced directly in response to shortcomings of classic edge independent models, including their inability to produce high triangle densities.

More recent graph generative models include GraphRNN 205] and a number of other works 111, 112]. Our impossibility results do not apply to such models, and in fact suggest that perhaps they may be preferable to edge independent models, if a distribution over graphs with high triangle density is desired. An interesting direction that we return to in Section 4.2 is proving limitations on broad classes of non-independent models, and perhaps to understand exactly what type of correlation amongst edges is needed to generate graphs with both low overlap and hallmark features of real-world networks.

### 4.1.4 Impossibility Results for Edge Independent Models

We now prove our main results on the limitations of edge independent models with bounded overlap. We start with a simple lemma that will be central in all our proofs.

Lemma 4.1.2. For any symmetric $\boldsymbol{P} \in[0,1]^{n \times n}, \frac{\|\boldsymbol{P}\|_{F}^{2}}{2} \leq \operatorname{Ov}(\boldsymbol{P}) \cdot \operatorname{Vol}(\boldsymbol{P}) \leq\|\boldsymbol{P}\|_{F}^{2}$.

Proof. Let $I[(i, j) \in G]$ be the 0,1 indicator random variable that an edge $(i, j)$ appears in the graph $G \cdot \operatorname{Ov}(\boldsymbol{P}) \cdot \operatorname{Vol}(\boldsymbol{P})=\mathbb{E}_{G_{1}, G_{2} \sim \mathcal{G}(\boldsymbol{P})}\left|E\left(G_{1}\right) \cap E\left(G_{2}\right)\right|$. By linearity of expectation and the independence of $G_{1}$ and $G_{2}$ we have,

$$
\operatorname{Ov}(\boldsymbol{P}) \cdot \operatorname{Vol}(\boldsymbol{P})=\mathbb{E}_{G_{1}, G_{2} \sim \mathcal{G}(\boldsymbol{P})} \sum_{i \leq j} I\left[(i, j) \in G_{1}\right] \cdot I\left[(i, j) \in G_{2}\right]=\sum_{i \leq j} \boldsymbol{P}_{i j}^{2}
$$

The bound follows since $\boldsymbol{P}$ is symmetric. Note that the lower bound $\frac{\|\boldsymbol{P}\|_{F}^{2}}{2} \leq \operatorname{Ov}(\boldsymbol{P})$. $\operatorname{Vol}(\boldsymbol{P})$ is an equality if $\boldsymbol{P}$ is 0 on the diagonal - i.e., there is no probability of self loops.

### 4.1.4.1 Triangles

Lemma 4.1.2 connects $\operatorname{Ov}(\boldsymbol{P}) \cdot \operatorname{Vol}(\boldsymbol{P})$ to $\|\boldsymbol{P}\|_{F}^{2}$ and in turn the eigenvalue spectrum of $\boldsymbol{P}$ since $\|\boldsymbol{P}\|_{F}^{2}=\sum_{i=1}^{n} \lambda_{i}(\boldsymbol{P})^{2}$, where $\lambda_{1}(\boldsymbol{P}), \ldots, \lambda_{n}(\boldsymbol{P}) \in \mathbb{R}$ are the eigenvalues of $\boldsymbol{P}$. The expected number of triangles in $G \sim \mathcal{G}(\boldsymbol{P})$ can be written in terms of this spectrum as well, allowing us to relate overlap to this expected triangle count, and prove our main theorem (Theorem 4.1.1), restated below.

Theorem 4.1.1. For a graph $G$, let $\Delta(G)$ denote the number of triangles in $G$. Consider symmetric $\boldsymbol{P} \in[0,1]^{n \times n}$.

$$
\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}[\Delta(G)] \leq \frac{\sqrt{2}}{3} \cdot \operatorname{Ov}(\boldsymbol{P})^{3 / 2} \cdot \operatorname{Vol}(\boldsymbol{P})^{3 / 2}
$$

Proof. By linearity of expectation,

$$
\begin{align*}
\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}[\Delta(G)] & =\frac{1}{6} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \operatorname{Pr}[(i, j) \in E(G) \cap(j, k) \in E(G) \cap(k, i) \in E(G)] \\
& =\frac{1}{6} \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{n} \boldsymbol{P}_{i j} \boldsymbol{P}_{j k} \boldsymbol{P}_{k i}=\frac{1}{6} \operatorname{tr}\left(\boldsymbol{P}^{3}\right)=\frac{1}{6} \sum_{i=1}^{n} \lambda_{i}(\boldsymbol{P})^{3} . \tag{4.1}
\end{align*}
$$

Letting $\lambda_{1}(\boldsymbol{P})$ denote the largest magnitude eigenvalue of $\boldsymbol{P}$, we can in turn bound

$$
\operatorname{tr}\left(\boldsymbol{P}^{3}\right) \leq\left|\lambda_{1}(\boldsymbol{P})\right| \cdot \sum_{i=1}^{n} \lambda_{i}(\boldsymbol{P})^{2}=\left|\lambda_{1}(\boldsymbol{P})\right| \cdot\|\boldsymbol{P}\|_{F}^{2} .
$$

Since $\left|\lambda_{1}(\boldsymbol{P})\right| \leq\|\boldsymbol{P}\|_{F}$, this gives via Lemma 4.1.2

$$
\operatorname{tr}\left(\boldsymbol{P}^{3}\right) \leq\|\boldsymbol{P}\|_{F}^{3} \leq 2 \sqrt{2} \cdot \operatorname{Ov}(\boldsymbol{P})^{3 / 2} \cdot \operatorname{Vol}(\boldsymbol{P})^{3 / 2}
$$

Combining this bound with Equation 4.1 completes the theorem.

The bound of Theorem 4.1.1 is tight up to constants, for any possible value of $\mathrm{Ov}(\boldsymbol{P})$. The tight example is when $\boldsymbol{P}$ is simply an Erdös-Rényi graph.

Theorem 4.1.3 (Tightness of Expected Triangle Bound). For any $\gamma \in(0,1]$, there exists a symmetric $\boldsymbol{P} \in[0,1]^{n \times n}$ with $\operatorname{Ov}(\boldsymbol{P})=\gamma$ and $\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}[\Delta(G)]=\Theta\left(\gamma^{3 / 2}\right.$. $\left.\operatorname{Vol}(\boldsymbol{P})^{3 / 2}\right)$.

Proof. Let $\boldsymbol{P}_{i j}=\gamma$ for all $i \neq j$. We have $\operatorname{Vol}(\boldsymbol{P})=\gamma \cdot\binom{n}{2}$ and $\operatorname{Ov}(\boldsymbol{P}) \cdot \operatorname{Vol}(\boldsymbol{P})=\gamma^{2} \cdot\binom{n}{2}$ Thus, $\operatorname{Ov}(\boldsymbol{P})=\gamma$. Further, by linearity of expectation,

$$
\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}[\Delta(G)]=\gamma^{3} \cdot\binom{n}{3}=\Theta\left(\gamma^{3} \cdot n^{3}\right)=\Theta\left(\gamma^{3 / 2} \cdot \operatorname{Vol}(\boldsymbol{P})^{3 / 2}\right)
$$

We note that another example when Theorem 4.1.1 is tight is when $\boldsymbol{P}$ is a union of a fixed clique on $\Theta(\gamma \cdot n)$ nodes and an Erdös-Rényi graph with connection probability $1 / n$ on the rest of the nodes.

### 4.1.4.2 Squares and Other $k$-cycles

We can extend Theorem 4.1.1 to bound the expected number of $k$-cycles in $G \sim$ $\mathcal{G}(\boldsymbol{P})$ in terms of $\mathrm{Ov}(\boldsymbol{P})$.

Theorem 4.1.4 (Bound on Expected $k$-cycles). For a graph $G$, let $C_{k}(G)$ denote the number of $k$-cycles in $G$. Consider symmetric $\boldsymbol{P} \in[0,1]^{n \times n}$.

$$
\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}\left[C_{k}(G)\right] \leq \frac{2^{k / 2}}{2 k} \cdot \operatorname{Ov}(\boldsymbol{P})^{k / 2} \cdot \operatorname{Vol}(\boldsymbol{P})^{k / 2}
$$

Proof. For notational simplicity, we focus on $k=4$. The proof directly extends to general $k . C_{4}(G)$ is the number of non-backtracking 4-cycles in $G$ (i.e. squares), which can be written as

$$
\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}\left[C_{4}(G)\right]=\frac{1}{8} \cdot \sum_{i=1}^{n} \sum_{j \in[n] \backslash i} \sum_{k \in[n] \backslash\{i, j\}} \sum_{\ell \in[n \backslash \backslash\{i, j, k\}} \boldsymbol{P}_{i j} \boldsymbol{P}_{j k} P_{k \ell} P_{\ell i} .
$$

The $1 / 8$ factor accounts for the fact that in the sum, each square is counted 8 times once for each potential starting vector $i$ and once of each direction it may be traversed. For general $k$-cycles this factor would be $\frac{1}{2 k}$. We then can bound

$$
\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}\left[C_{4}(G)\right] \leq \frac{1}{8} \cdot \sum_{i \in[n]} \sum_{j \in[n]} \sum_{k \in[n]} \sum_{\ell \in[n]} \boldsymbol{P}_{i j} \boldsymbol{P}_{j k} P_{k \ell} P_{\ell i}=\frac{1}{8} \cdot \operatorname{tr}\left(P^{4}\right)
$$

For general $k$-cycles this bound would be $\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}\left[C_{k}(G)\right] \leq \frac{1}{2 k} \operatorname{tr}\left(P^{k}\right)$. This in turn gives

$$
\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}\left[C_{k}(G)\right] \leq \frac{1}{2 k} \cdot\left|\lambda_{1}(\boldsymbol{P})\right|^{k-2} \cdot\|\boldsymbol{P}\|_{F}^{2} \leq \frac{1}{2 k}\|\boldsymbol{P}\|_{F}^{k} \leq \frac{2^{k / 2}}{2 k} \operatorname{Ov}(\boldsymbol{P})^{k / 2} \cdot \operatorname{Vol}(\boldsymbol{P})^{k / 2}
$$

where the last bound follows from Lemma 4.1.2. This completes the theorem.
It is not hard to see that Theorem 4.1.4 is also tight up to a constant depending on $k$ for any overlap $\gamma \in(0,1]$, also for an Erdös-Rényi graph with connection probability $\gamma$.

Theorem 4.1.5 (Tightness of Expected $k$-cycle Bound). For any $\gamma \in(0,1]$, there exists $\boldsymbol{P} \in[0,1]^{n \times n}$ with $\operatorname{Ov}(\boldsymbol{P})=\gamma$ and $\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}\left[C_{k}(G)\right]=\Theta\left(\frac{\gamma^{k / 2} \cdot \operatorname{Vol}(\boldsymbol{P})^{k / 2}}{k!}\right)$.

### 4.1.4.3 Clustering Coefficient

Theorem 4.1.1 shows that the expected number of triangles generated by an edge independent model is bounded in terms of the model's overlap. Intuitively, we thus expect that graphs generated by the edge independent model will have low global clustering coefficient, which is the fraction of wedges in the graph that are closed into triangles 195.

Definition 6 (Global Clustering Coefficient). For a graph $G$ with $\Delta(G)$ triangles, no self-loops, and node degrees $d_{1}, d_{2}, \ldots, d_{n}$, the global clustering coefficient is given by

$$
C(G)=\frac{3 \Delta(G)}{\sum_{i=1}^{n} d_{i}\left(d_{i}-1\right)} .
$$

We extend Theorem 4.1.1 to give a bound on $E_{G \sim \mathcal{G}(\boldsymbol{P})}[C(G)]$ in terms of $\operatorname{Ov}(\boldsymbol{P})$. The proof is related, but more complex due to the $\sum_{i=1}^{n} d_{i}\left(d_{i}-1\right)$ in the denominator of $C(G)$.

Theorem 4.1.6 (Bound on Expected Clustering Coefficient). Consider symmetric $\boldsymbol{P} \in[0,1]^{n \times n}$ with zeros on the diagonal and with $\operatorname{Vol}(\boldsymbol{P}) \geq 2 n$.

$$
E_{G \sim \mathcal{G}(\boldsymbol{P})}[C(G)]=O\left(\frac{\operatorname{Ov}(\boldsymbol{P})^{3 / 2} \cdot n}{\operatorname{Vol}(\boldsymbol{P})^{1 / 2}}\right) .
$$

Proof. By Theorem 4.1.1 we have $\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}[3 \Delta(G)] \leq \sqrt{2} \cdot \operatorname{Ov}(\boldsymbol{P})^{3 / 2} \cdot \operatorname{Vol}(\boldsymbol{P})^{3 / 2}$. We will show that with high probability, $\sum_{i=1}^{n} d_{i}\left(d_{i}-1\right)=\Omega\left(\operatorname{Vol}(\boldsymbol{P})^{2} / n\right)$, which will give the theorem. Note that $\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}\left[\sum_{i=1}^{n} d_{i}\right]=\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}[2|E(G)|]=2 \cdot \operatorname{Vol}(\boldsymbol{P})$. Thus, by a Bernstein bound, for large enough $n$ since $\operatorname{Vol}(\boldsymbol{P}) \geq 2 n$.

$$
\operatorname{Pr}\left[\left|\sum_{i=1}^{n} d_{i}-2 \operatorname{Vol}(\boldsymbol{P})\right| \geq \operatorname{Vol}(\boldsymbol{P}) / 5\right] \leq 2 \exp \left(-\frac{\operatorname{Vol}(\boldsymbol{P})^{2} / 50}{\operatorname{Vol}(\boldsymbol{P})+\operatorname{Vol}(\boldsymbol{P}) / 15}\right) \ll \frac{1}{n^{2}},
$$

We can bound $\sum_{i=1}^{n} d_{i}^{2} \geq \frac{\left(\sum_{i=1}^{n} d_{i}\right)^{2}}{n}$. Thus, with probability $\geq 1-1 / n^{2}$,

$$
\sum_{i=1}^{n} d_{i}\left(d_{i}-1\right) \geq \frac{(8 / 5)^{2} \cdot \operatorname{Vol}(\boldsymbol{P})^{2}}{n}-\frac{12}{5} \operatorname{Vol}(\boldsymbol{P}) \geq \frac{\operatorname{Vol}(\boldsymbol{P})^{2}}{n}
$$

where in the last step we use that $\operatorname{Vol}(\boldsymbol{P}) \geq 2 n$ and so $\frac{12}{5} \cdot \operatorname{Vol}(\boldsymbol{P}) \leq \frac{6}{5} \cdot \frac{\operatorname{Vol}(\boldsymbol{P})^{2}}{n}$. Combined with our bound on $\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}[3 \Delta(G)]$, and the fact that $C(G) \leq 1$ always, we have

$$
E_{G \sim \mathcal{G}(\boldsymbol{P})}[C(G)]=O\left(\frac{\mathrm{Ov}(\boldsymbol{P})^{3 / 2} \operatorname{Vol}(\boldsymbol{P})^{3 / 2}}{\frac{\operatorname{Vol}(\boldsymbol{P})^{2}}{n}}+\frac{1}{n^{2}}\right)=O\left(\frac{\mathrm{Ov}(\boldsymbol{P})^{3 / 2} \cdot n}{\operatorname{Vol}(\boldsymbol{P})^{1 / 2}}\right)
$$

Thus, to have a constant clustering coefficient for a graph with $\mathcal{O}(n)$ edges in expectation, we need $\operatorname{Ov}(\boldsymbol{P})=\Omega\left(1 / n^{1 / 3}\right)$. Note that the requirement of $\operatorname{Vol}(\boldsymbol{P}) \geq 2 n$ is very mild - it means that the expected average degree is at least 1.

As with our triangle bound, Theorem 4.1.6 is tight when $\mathcal{G}(\boldsymbol{P})$ is just an ErdösRényi distribution.

Theorem 4.1.7 (Tightness of Expected Clustering Coefficient Bound). For any $\gamma \in(0,1]$, there exists $\boldsymbol{P} \in[0,1]^{n \times n}$ with zeros on the diagonal, $\operatorname{Ov}(\boldsymbol{P}) \leq \gamma$ and $\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}[C(G)]=\Theta\left(\frac{\gamma^{3 / 2} \cdot n}{\operatorname{Vol}(\boldsymbol{P})^{1 / 2}}\right)$.

Proof. Let $\boldsymbol{P}_{i j}=\gamma$ for all $i \neq j$. We have $\operatorname{Vol}(\boldsymbol{P})=\gamma \cdot\binom{n}{2}=\Theta\left(\gamma n^{2}\right)$ and $\operatorname{Ov}(\boldsymbol{P})=\gamma$. Additionally, $\mathbb{E}[\Delta(G)]=\Theta\left(\gamma^{3} \cdot n^{3}\right)$, and, if $n$ is large enough with respect to $\gamma$, with very high probability, $\sum_{i=1}^{n} d_{i}\left(d_{i}-1\right) \leq \sum_{i=1}^{n} d_{i}^{2}=\mathcal{O}\left(\gamma^{2} n^{3}\right)$. This gives:

$$
\mathbb{E}_{G \sim \mathcal{G}(\boldsymbol{P})}[C(G)]=\Theta(\gamma)=\Theta\left(\frac{\gamma^{3 / 2} \cdot n}{\gamma^{1 / 2} \cdot n}\right)=\Theta\left(\frac{\gamma^{3 / 2} \cdot n}{\operatorname{Vol}(\boldsymbol{P})^{1 / 2}}\right) .
$$

### 4.1.5 Baseline Edge Independent Models

We now shift from proving theoretical limitations of edge independent models to empirically evaluating the tradeoff between overlap and performance for a number of
particular models. Given an input adjacency matrix $\boldsymbol{A} \in\{0,1\}^{n \times n}$, these generative models produce a $\boldsymbol{P} \in[0,1]^{n \times n}$, samples from which should match various graph statistics of $\boldsymbol{A}$, such as the triangle count, clustering coefficient, and assortativity. At the same time, $\boldsymbol{P}$ should ideally have lower overlap so that the model does not just memorize the original graph. We propose two simple generative models as baselines to more complicated existing models - in both the level of overlap is easily tuned. Our first baseline, the odds product model, is based on just matching the degree sequence of $\boldsymbol{A}$; more simple still, the second baseline computes $\boldsymbol{P}$ as a linear function of $\boldsymbol{A}$, just matching its volume.

Odds product model. In this model, each node is assigned a logit $\ell \in \mathbb{R}$, and the probability of adding an edge between nodes $i$ and $j$ is $\boldsymbol{P}_{i j}=\sigma\left(\ell_{i}+\ell_{j}\right)$, where $\sigma$ is the logistic function. We fit the model by finding a vector $\ell \in \mathbb{R}^{n}$ of logits, with one logit for each node, such that the reconstructed network has the same expected degrees (i.e., row and column sums) as the original graph. We note that this model can be seen as a special case of the MaxEnt 44] and inner-product [118, 81, 82] models. In the context of directed graphs, $\boldsymbol{\ell}_{i}$ has been called the expansiveness or popularity of node $i$ [72].

For adjacency matrix $\boldsymbol{A} \in\{0,1\}^{n \times n}$, we denote its degree sequence by $\boldsymbol{d}=A \mathbf{1} \in$ $\mathbb{R}^{n}$, where 1 is the all-ones vector of length $n$. Similarly, the degree sequence of the model is $\hat{\boldsymbol{d}}=P \mathbf{1}$. We pose fitting the model as a root-finding problem: we seek $\boldsymbol{\ell} \in \mathbb{R}^{n}$ such that the degree errors are zero, that is, $\hat{\boldsymbol{d}}-\boldsymbol{d}=\mathbf{0}$. We use the multivariate Newton-Raphson method to solve this root-finding problem. To apply Newton-Raphson, we need the Jacobian matrix $J$ of derivatives of the degree errors with respect to the entries of $\boldsymbol{\ell}$. Since $\boldsymbol{d}$ does not vary with $\boldsymbol{\ell}$, these derivatives are exactly $\frac{\partial \hat{\boldsymbol{d}}_{i}}{\partial \ell_{j}}$. Letting $\delta_{i j}$ be 1 if $i=j$ and 0 otherwise (i.e. the Kronecker delta),

$$
\begin{aligned}
\frac{\partial \hat{\boldsymbol{d}}_{i}}{\partial \ell_{j}} & =\frac{\partial}{\partial \ell_{j}} \sum_{k \in[n]} \boldsymbol{P}_{i k} \\
& =\frac{\partial}{\partial \ell_{j}} \sum_{k \in[n]} \sigma\left(\boldsymbol{\ell}_{i}+\boldsymbol{\ell}_{k}\right) \\
& =\frac{\partial}{\partial \ell_{j}} \sigma\left(\boldsymbol{\ell}_{i}+\boldsymbol{\ell}_{j}\right)+\delta_{i j} \sum_{k \in[n]} \frac{\partial}{\partial \ell_{i}} \sigma\left(\boldsymbol{\ell}_{i}+\boldsymbol{\ell}_{k}\right) \\
& =\sigma\left(\boldsymbol{\ell}_{i}+\boldsymbol{\ell}_{j}\right)\left(1-\sigma\left(\boldsymbol{\ell}_{i}+\boldsymbol{\ell}_{j}\right)\right)+\delta_{i j} \sum_{k \in[n]} \sigma\left(\boldsymbol{\ell}_{i}+\boldsymbol{\ell}_{k}\right)\left(1-\sigma\left(\boldsymbol{\ell}_{i}+\boldsymbol{\ell}_{k}\right)\right) \\
& =\boldsymbol{P}_{i j}\left(1-\boldsymbol{P}_{i j}\right)+\delta_{i j} \sum_{k \in[n]} \boldsymbol{P}_{i k}\left(1-\boldsymbol{P}_{i k}\right) .
\end{aligned}
$$

In Algorithm 7, we provide pseudocode for computing the Jacobian matrix $J$ and for implementing Newton-Raphson method to compute $\boldsymbol{P}$. We do not have a proof that Algorithm 7 always converges and produces $\ell$ which exactly reproduces in the input degree sequence. However, the algorithm converged on all test cases, and proving that it always converges would be an interesting future direction.

```
Algorithm 7 Fitting the odds product model
input graphical degree sequence \(\boldsymbol{d} \in \mathbb{R}^{n}\), error threshold \(\epsilon\)
output symmetric matrix \(\boldsymbol{P} \in(0,1)^{n \times n}\) with row/column sums approximately \(\boldsymbol{d}\)
    \(\boldsymbol{\ell} \leftarrow \mathbf{0} \quad \triangleright \boldsymbol{\ell} \in \mathbb{R}^{n}\) is the vector of logits, initialized to all zeros
    \(\boldsymbol{P} \leftarrow \sigma\left(\boldsymbol{\ell} \mathbf{1}^{\top}+\mathbf{1} \boldsymbol{\ell}^{\top}\right) \quad \triangleright \sigma\) is the logistic function applied entrywise, and
    1 is the all-ones column vector of length \(n\)
    \(\tilde{\boldsymbol{d}} \leftarrow P \mathbf{1} \quad \triangleright\) degree sequence of \(\boldsymbol{P}\)
    while \(\|\tilde{d}-\boldsymbol{d}\|_{2}>\epsilon\) do
        \(\boldsymbol{B} \leftarrow \boldsymbol{P} \circ\left(\mathbf{1 1}^{\top}-\boldsymbol{P}\right) \quad \triangleright \circ\) is an entrywise product
        \(\boldsymbol{J} \leftarrow \boldsymbol{B}+\operatorname{diag}(\boldsymbol{B 1})\)
        \(\boldsymbol{\ell} \leftarrow \boldsymbol{\ell}-J^{-1}(\tilde{\boldsymbol{d}}-\boldsymbol{d}) \triangleright\) rather than inverting \(J\), we solve this linear system
        \(\underset{\sim}{\boldsymbol{P}} \leftarrow \sigma\left(\ell 1^{\top}+1 \ell^{\top}\right)\)
        \(\tilde{d} \leftarrow P 1\)
    return \(P\)
```

Our odds product model can be viewed as a variant of the Chung-Lu configuration model [39], which is also based on degree sequence matching. However, our model comes without a certain restriction on the maximum degree: in Chung- Lu , it is assumed that the degrees of all nodes are bounded above by the square root of the volume of the graph, that is, $\boldsymbol{d}_{i} \leq \sqrt{\operatorname{Vol}(\boldsymbol{A})}$ for all nodes $i$. Given this restriction,
each node is assigned a weight $\boldsymbol{w}_{i}=\boldsymbol{d}_{i} / \sqrt{\operatorname{Vol}(\boldsymbol{A})}$, and the probability of adding edge $(i, j)$ is $\boldsymbol{P}_{i j}=\boldsymbol{w}_{i} \boldsymbol{w}_{j}$. Since the weights are all in $[0,1]$, they can be interpreted as probabilities, and the probability of adding an edge between two nodes is the product of the two nodes' probabilities.

Our odds product model works similarly, but instead of a probability, for each node, there is an associated odds, that is, a value in $(0, \infty)$, and the odds of adding an edge between two nodes is the product of the two nodes' odds. There is a one-to-one-to-one relationship between probability $p \in[0,1]$, odds $o=\frac{p}{1-p} \in[0, \infty)$, and $\operatorname{logit} \ell=\ln (o) \in(-\infty,+\infty)$. We outlined above how our model is based on adding logits associated with each node; since the odds is the exponentiation of the logit, the model can equally be viewed as multiplying odds associated with nodes.

Varying overlap in the odds product model. We propose a simple method to control the trade-off between overlap and accuracy in matching the input graph statistics in the odds product model. Given the original adjacency matrix $\boldsymbol{A}$ and the $\boldsymbol{P}$ generated by the odds product model to match the degree sequence of $\boldsymbol{A}$, we use a convex combination of $\boldsymbol{P}$ and $\boldsymbol{A}$. That is, we use $\tilde{\boldsymbol{P}}=(1-\omega) \boldsymbol{P}+\omega \boldsymbol{A}$, where $0 \leq \omega \leq 1$. As $\omega$ increases to $1, \tilde{\boldsymbol{P}}$ approaches a model which returns the original graph with high certainty; hence high $\omega$ produce $\tilde{\boldsymbol{P}}$ with high overlap which closely match graph statistics, while low $\omega$ produce $\tilde{\boldsymbol{P}}$ with lower overlap which may diverge from $\boldsymbol{A}$ in some statistics. Note that since $\tilde{\boldsymbol{P}}$ is a convex combination of adjacency matrices with the expected degree sequence of $\boldsymbol{A}, \tilde{\boldsymbol{P}}$ also has the same expected degree sequence regardless of the value of $\omega$.

Linear model. As an even simpler baseline, we also propose and evaluate the following model: we produce an Erdös-Rényi model $\boldsymbol{P}$ with the same expected volume as the original graph $\boldsymbol{A}$, then return a convex combination $\tilde{\boldsymbol{P}}$ of $\boldsymbol{P}$ and $\boldsymbol{A}$. In particular, each entry of $\boldsymbol{P}$ is $\operatorname{Vol}(\boldsymbol{A}) / n^{2}$, and, as with the odds product model, $\tilde{\boldsymbol{P}}=(1-\omega) \boldsymbol{P}+\omega \boldsymbol{A}$, where $0 \leq \omega \leq 1$. This model can alternatively be seen as
producing a $\tilde{\boldsymbol{P}}$ by lowering each entry of $\boldsymbol{A}$ which is 1 to some probability $\alpha$, and raising each entry of $\boldsymbol{A}$ which is 0 to a probability $\beta$, with $\alpha \geq \beta$, such that the volume is conserved.

### 4.1.6 Experimental Results

We now present our evaluations of different edge independent graph generative models in terms of the tradeoff achieved between overlap and performance in generating graphs with similar key statistics to an input network. These experiments highlight the strengths and limitations of each model, as well as the overall limitations of this class, as established by our theoretical bounds.

### 4.1.6.1 Methods

We compare our proposed models from Section 4.1.5 with a number of existing models described below

1. CELL 151] (Cross-Entropy Low-rank Logits) An alternative to the popular NetGAN method [20] which strips the proposed architecture of deep leaning components and achieves comparable performance in significantly less time, via a low-rank approximation approach. To control overlap, we follow the approach of the original paper, halting training once the generated graph exceeds a specified overlap threshold with the input graph. We set the rank parameter to a value that allows us to get up to $75 \%$ overlap (typical values are 16 and 32 ).
2. TSVD (Truncated Singular Value Decomposition) A classic spectral method which computes a rank- $k$ approximation of the adjacency matrix using truncated SVD. As in 167 , the resulting matrix is clipped to $[0,1]$ to yield $\boldsymbol{P}$. Overlap is controlled by varying $k$.
3. CCOP (Convex Combination Odds Product) The odds product model as of Sec. 4.1.5 with overlap controlled by taking a convex combination of $\boldsymbol{P}$ and the input adjacency matrix $\boldsymbol{A}$.
4. HDOP (Highest Degree Odds Product) The odds product model, but with overlap controlled by fixing the edges adjacency to a certain number of the highest degree nodes.
5. Linear The convex combination between the input adjacency matrix and an Erdös-Rényi graph, as described in Sec. 4.1.5, with overlap controlled by varying the $\omega$ parameter.

CCOP, HDOP, and Linear all produce edge probability matrices $\boldsymbol{P}$ with the same volume, $\operatorname{Vol}(G)$, in expectation as the original adjacency matrix. For TSVD, letting $\boldsymbol{L}$ be the low-rank approximation of the adjacency matrix, we learn a scalar shift parameter $\sigma$ using Newton's method such that $\boldsymbol{P}=\max (0, \min (1, \boldsymbol{L}+\sigma))$ has volume $\operatorname{Vol}(G)$. We then generate new networks from the edge independent distribution $\mathcal{G}(\boldsymbol{P})$ (Definition (4). For CELL, we follow the authors' approach of generating $\operatorname{Vol}(G)$ edges without replacement - an edge $(i, j)$ is added with probability proportional to $\left.\boldsymbol{P}_{i j}\right)$.

We sample 5 networks from each distribution and report the average for every statistic.

### 4.1.6.2 Datasets and network statistics

For evaluation, we use the following seven popular datasets with varied structure, from triangle-rich social networks to planar road networks:

1. PolBlogs: A collection of political blogs and the links between them.
2. Citeseer: A collection of papers from six scientific categories and the citations among them.

Table 4.1. Network statistics for experiments in Section 4.1.

| Dataset | Nodes | Edges | Triangles |
| :---: | :---: | :---: | :---: |
| PolBlogs [3] | 1,222 | 33,428 | 101,043 |
| Citeseer 166] | 2,110 | 7,336 | 1,083 |
| Cora 166] | 2,485 | 10,138 | 1,558 |
| Road-Minnesota 155] | 2,640 | 6,604 | 53 |
| Web-Edu 69] | 3,031 | 12,948 | 10,058 |
| PPI 177 | 3,852 | 75,682 | 91,461 |
| Facebook 107] | 4,039 | 176,468 | 1,612,010 |

3. Cora: A collection of scientific publications and the citations among them.
4. Road-Minnesota: A road network from the state of Minnesota. Each intersection is a node.
5. Web-Edu: A web-graph drawn from educational institutions.
6. PPI: A subgraph of the PPI network for Homo Sapiens. Vertices represent proteins and edges represent interactions.
7. Facebook: A union of ego networks of Facebook users.

See Table 4.1 for statistics about the networks. We treat all networks as binary, in that we set all non-zero weights to 1 , and undirected, in that if edge $(i, j)$ appears in the network, we also include edge $(j, i)$. Also, we keep only the largest connected component of each network.

We evaluate performance in matching the following key network statistics:

1. Pearson correlation of the degree sequences of the input and the generated network.
2. Maximum degree over all nodes.
3. Exponent of a power-law distribution fit to the degree sequence.
4. Assortativity, a measure that captures the preference of nodes to attach to others with similar degree (ranging from -1 to 1 ).
5. Pearson correlation of the triangle sequence (number of triangles a node participates in).
6. Total triangle count (analyzed theoretically in Theorem 4.1.1).
7. Global clustering coefficient (defined in Definition 6 and analyzed theoretically in Theorem 4.1.6).
8. Characteristic path length (average path length between any two nodes).

### 4.1.6.3 Results

The theoretical results from Section 4.1.4 highlight a key weakness of edge independent generative models: they cannot generate many triangles (or other higherorder locally dense areas), without having high overlap and thus not generating a diversity of graphs. We observe that these theoretical findings hold in practice - generally speaking, all models tested tend to significantly underestimate triangle count and global clustering coefficient, as well as inaccurately match the triangle degree sequence, when overlap is low. See Figures 4.1, 4.2, 4.3, 4.4, 4.5, 4.6, and 4.7 for results on the tested networks. As overlap increases, performance in reconstructing these metrics does as well, as expected.

All methods are able to capture certain network characteristics accurately, even at low overlap. Even for a relatively small overlap (less than 0.2 ), the CCOP and HDOP methods accurately capture the degree sequences of the true networks (as they are designed to do). These methods, especially HDOP which fixes edges from high degree nodes, often outperform more sophisticated methods like CELL in terms of triangle density and triangle degree sequence correlation. On the other hand, CELL seems to do a somewhat better job capturing global features, like the characteristic


Figure 4.1. Graph statistics fidelity vs overlap with edge independent models on PolBlogs.
path length. TSVD provides a fair compromise - it performs better than CELL in terms of degree sequence and triangle counts, but worse in terms of characteristic path length. In general, it is the method that gives the best results when the overlap is extremely small, appearing to be less sensitive to the variation in overlap.

Broadly speaking, all methods do reasonably well in matching the power-law degree distribution of the networks, even when they do not match the actual degree sequence closely. With the exception of Web-Edu, they tend to underestimate the characteristic path length. This is perhaps not surprising due to the independent random edge connections, but it would be interesting to understand more theoretically.

Code for reproducing results. Code is available at
https://github.com/konsotirop/edge_independent_models. Our implementation of the methods we introduce is written in Python and uses the NumPy [79] and SciPy 191 packages. Additionally, to calculate the various graph metrics, we use the following packages: powerlaw [14] and MACE (MAximal Clique Enumerator) [180].


Figure 4.2. Graph statistics fidelity vs overlap with edge independent models on Citeseer.


Figure 4.3. Graph statistics fidelity vs overlap with edge independent models on Cora.


Figure 4.4. Graph statistics fidelity vs overlap with edge independent models on Road-Minnesota.


Figure 4.5. Graph statistics fidelity vs overlap with edge independent models on Web-Edu.


Figure 4.6. Graph statistics fidelity vs overlap with edge independent models on PPI









$$
=-=\text { True } \because \mathrm{HDOP} \rightleftharpoons \mathrm{CELL} \backsim \mathrm{TSVD} \approx \text { CCOP } \approx \text { Linear }
$$

Figure 4.7. Graph statistics fidelity vs overlap with edge independent models on Facebook.

### 4.1.7 Conclusion

Our theoretical results prove limitations on the ability of any edge independent graph generative model to produce networks that match the high triangle densities of real-world graphs, while still generating a diverse set of networks, with low model overlap. These results match empirical findings that popular edge independent models indeed systematically underestimate triangle density, clustering coefficient, and related measures. Despite the popularity of edge independent models, many nonindependent models, such as graph RNNs [205] have been proposed. This section leaves open the study of the representative power and limitations of such models, giving general theoretical results that provide a foundation for the study of graph generative models. We return to this direction in Section 4.2 .

### 4.2 On the Role of Edge Dependency in Random <br> Graph Models

In Section 4.1, we introduced the notion of overlap, to quantify the diversity of the graphs generated by a given model. Intuitively, useful models that produce diverse output graphs have bounded overlap. Further, without the requirement of bounded overlap, it is trivial to generate graphs that have the same statistical properties as a given input graph, by simply memorizing that graph and outputting it with probability 1 . Formally, we showed a trade-off between the number of triangles that an edge independent model can generate and the model overlap.

The notion of overlap will play a central role in this section. In particular, we introduce the following definition, which generalizes the concept of overlap beyond edge independent models. For simplicity, we focus on node-labeled, unweighted, and undirected graphs.

Definition 7 (Overlap). Suppose $\mathcal{A}$ is a distribution over binary adjacency matrices of undirected unweighted graphs on $n$ nodes without self-loops. Let the 'volume' of $\mathcal{A}$ be the expected number of edges in a sample:

$$
\operatorname{Vol}(\mathcal{A}):=\mathbb{E}_{\mathbf{A} \sim \mathcal{A}}\left[\sum_{i<j} \mathbf{A}_{i j}\right]
$$

The overlap of $\mathcal{A}$ is the expected number of shared edges between two samples, normalized by volume:

$$
\operatorname{Ov}(\mathcal{A}):=\frac{\mathbb{E}_{\mathbf{A}, \mathbf{A}^{\prime} \sim \mathcal{A}}\left[\sum_{i<j} \mathbf{A}_{i j} \cdot \mathbf{A}_{i j}^{\prime}\right]}{\operatorname{Vol}(\mathcal{A})}
$$

Our Contributions. Our main contributions in this section are summarized as follows:

- We advocate for a new evaluation framework of generative models that includes the overlap, to require that models generate graphs that are both accurate and edge-diverse.
- We propose a hierarchy of graph generative models with three levels of complexity: edge independent, node independent, and fully dependent models. These levels capture many of today's most popular methods - see Table 4.2.
- We prove theoretical bounds on the number of triangles and other short-length cycles that can be generated by each level of our hierarchy, as a function of the model overlap. Table 4.2 summarizes our bounds. Furthermore, we provide instances that show that our bounds are (asymptotically) optimal. Intuitively, models with more dependencies can achieve higher triangle/motif counts for a given level of overlap. Our bounds here extend those of Section 4.1, which considered only edge independent models (the lowest level of our hierarchy).
- We propose new generative models for each of the three levels that are based on dense subgraph discovery via maximal clique detection 67.
- We evaluate our models and other popular models on real-world datasets focusing on the output quality and the overlap. We see that while several models can succeed in memorizing the input graph, they fail to match graph statistics at a low overlap.

Table 4.2. Summary of results for Section 4.2. The level of edge dependency in graph generative models inherently limits the range of graph statistics, such as triangle counts, that they can produce. Note that $\operatorname{Ov}(\mathcal{A}) \in[0,1]$, so a higher power on $\operatorname{Ov}(\mathcal{A})$ means a tighter bound on the number of triangles.

| Model | Upper Bound on $\Delta / n^{3}$ | Examples |  |
| :--- | :--- | :--- | :--- |
| Edge Independent | $\operatorname{Ov}(\mathcal{A})^{3}$ | • Erdős-Rényi <br> • SBM <br> • NetGAN [20, 152] |  |
| Node Independent | $\operatorname{Ov}(\mathcal{A})^{3 / 2}$ | • Variational <br> (VGAE) [94] Graph |  |
| Fully Dependent | $\operatorname{Ov}(\mathcal{A})$ | - GraphVAE [170] <br> - GraphVAE-MM [208] <br> - Exponential Random Graph Models <br> (ERGMs) [62] |  |

### 4.2.1 Hierarchy of Graph Generative Models

Our main conceptual contribution is a hierarchical categorization of graph generative models into three nested levels: edge independent, node independent, and fully dependent. For each level, we prove asymptotic upper bounds on triangle count with respect to overlap; we defer the proof of these bounds, as well as generalizations to bounds on $k$-cycles, to Section 4.1.4. Also for each level, we provide a simple characteristic family of graphs that achieves this upper bound on triangle counts, showing that the bound is asymptotically tight. We also discuss examples of models from prior work that fit into each level.

### 4.2.1.1 Edge Independent Model

We begin with the well-established class of edge independent models. This class of models includes many important models. Classical models that are edge independent include the Erdős-Rényi model and the stochastic block model (SBM) [1] as well as modern deep-learning based models such as NetGAN 20, 151], Graphite [76], and MolGAN [45] as they ultimately output a $\boldsymbol{P}$ matrix based on which edges are sampled independently.

Definition 8 (Edge Independent Graph Model). An edge independent (EI) graph generative model is a distribution $\mathcal{A}$ over symmetric adjacency matrices $\boldsymbol{A} \in\{0,1\}^{n \times n}$, such that, for some symmetric $\boldsymbol{P} \in[0,1]^{n \times n}, \boldsymbol{A}_{i j}=\boldsymbol{A}_{j i}=1$ with probability $\boldsymbol{P}_{i j}$ for all $i, j \in[n]$, otherwise $\boldsymbol{A}_{i j}=\boldsymbol{A}_{j i}=0$. Furthermore, all entries (i.e., in the upper diagonal) of $\boldsymbol{A}$ are mutually independent.

Any EI graph generative model satisfies the following theorem:
Theorem 4.2.1. Any edge independent graph model $\mathcal{A}$ with overlap $\operatorname{Ov}(\mathcal{A})$ has $\mathcal{O}\left(n^{3}\right.$. $\left.\operatorname{Ov}(\mathcal{A})^{3}\right)$ triangles in expectation. That is, for a sample $\boldsymbol{A}$ drawn from $\mathcal{A}$, the number of triangles $\Delta(\boldsymbol{A})$ in $\boldsymbol{A}$ in expectation is

$$
\begin{equation*}
\mathbb{E}[\Delta(\boldsymbol{A})]=\mathcal{O}\left(n^{3} \cdot \operatorname{Ov}(\mathcal{A})^{3}\right) \tag{4.2}
\end{equation*}
$$

In Section 4.1, we give a spectral proof of the upper bound Equation 4.2. Here we provide an alternative proof based on an elegant generalization of Shearer's Entropy Lemma [13, 41] due to [63]. Furthermore, we show that the upper bound is tight. Consider the $G(n, p)$ model. The expected volume is $\operatorname{Vol}(\mathcal{A})=p \cdot\binom{n}{2}$, whereas the expected number of shared edges between two samples is $p^{2} \cdot\binom{n}{2}$, yielding an overlap of $p$ (see Definition (7). Furthermore, since any triangle is materialized with probability $p^{3}$, by the linearity of expectation there are $\mathcal{O}\left(n^{3} \cdot p^{3}\right)$ triangles, which shows that inequality Equation 4.2 is tight.

### 4.2.1.2 Fully Dependent Model

We now move to the other end of the edge dependency spectrum, namely to models that allow for arbitrary edge dependencies. A classic fully dependent model is the ERGM [62, 35] as it can model arbitrary higher order dependencies.

Definition 9 (Fully Dependent Graph Model). A fully dependent graph generative model allows for any possible distribution $\mathcal{A}$ over symmetric adjacency matrices $\boldsymbol{A} \in$ $\{0,1\}^{n \times n}$.

Allowing for arbitrary edge dependencies enables us to have models with significantly more triangles as a function of the overlap:

Theorem 4.2.2. For any fully-dependent model $\mathcal{A}$ with overlap $\operatorname{Ov}(\mathcal{A})$, the expected number of triangles is $\mathcal{O}\left(n^{3} \cdot \operatorname{Ov}(\mathcal{A})\right)$.

As in the case of EI models, there is a simple instance that shows that the bound is tight. Specifically, consider a model that outputs a complete graph with probability $p$ and an empty graph otherwise. Each edge occurs with probability $p$, so by the same computation as for EI models, the overlap is $p$. As for the triangle count, there are no triangles when the graph is empty, but when it is complete, there are all $\binom{n}{3}$ possible triangles. Thus, the expected number of triangles is $\mathcal{O}\left(n^{3} \cdot p\right)=\mathcal{O}\left(n^{3} \cdot \operatorname{Ov}(\mathcal{A})\right)$, again showing that our bound is tight.

At a high level, fully dependent graph generative models often arise when methods sample a graph-level embedding, then produce a graph sample from this embedding, allowing for arbitrary dependencies between edges in the sample. A specific example is the graph variational auto-encoder (GraphVAE) 170], in which decoding involves sampling a single graph-level embedding $\boldsymbol{x}_{\boldsymbol{G}} \in \mathbb{R}^{k}$, and the presence of each edge is an independent Bernoulli random variable with a parameter that is some function $f_{i j}$ of $\boldsymbol{x}: \boldsymbol{A}_{i j}=\operatorname{Bernoulli}\left(f_{i j}\left(\boldsymbol{x}_{\boldsymbol{G}}\right)\right)$. In particular, these functions are encoded by a fully-connected neural network. Assuming these $f_{i j}$ can closely approximate the sign
function, with a 1-dimensional graph embedding $(k=1)$, this model can in fact match the triangle bound of Theorem 4.2.2 by simulating the tight instance described above (outputting a complete graph with probability $p$ and the empty graph otherwise).

### 4.2.1.3 Node Independent Model

We have managed to identify a natural middle layer in the hierarchy, between the two extremes of EI and FD generative models. This level is built upon the common concept of node embeddings that are stochastic and generated independently for each node.

Definition 10 (Node Independent Graph Model). A node independent (NI) graph generative model is a distribution $\mathcal{A}$ over symmetric adjacency matrices $\boldsymbol{A} \in\{0,1\}^{n \times n}$, where, for some embedding space $\mathcal{E}$, some mutually independent random variables $\boldsymbol{x}_{\mathbf{1}}, \ldots, \boldsymbol{x}_{\boldsymbol{n}} \in \mathcal{E}$, and some symmetric function $e: \mathcal{E} \times \mathcal{E} \rightarrow[0,1]$, the entries of $\boldsymbol{A}$ are Bernoulli random variables $\boldsymbol{A}_{i j}=\operatorname{Bernoulli}\left(e\left(\boldsymbol{x}_{\boldsymbol{i}}, \boldsymbol{x}_{\boldsymbol{j}}\right)\right)$ that are mutually independent conditioned on $\boldsymbol{x}_{\mathbf{1}}, \ldots, \boldsymbol{x}_{\boldsymbol{n}}$.

Interestingly the triangle bound for this class of generative models lies in the middle of the EI and FD triangle bounds.

Theorem 4.2.3. Any node independent graph model $\mathcal{A}$ with overlap $\operatorname{Ov}(\mathcal{A})$ has $\mathcal{O}\left(n^{3} \cdot \operatorname{Ov}(\mathcal{A})^{3 / 2}\right)$ triangles in expectation.

The proof of Theorem 4.2.3 requires expressing the probability of edges and triangles appearing as integrals in the space of node embeddings. Then we apply a continuous version of Shearer's inequality. We show that the bound of Theorem 4.2.3 is tight. Generate a random graph by initially starting with an empty graph comprising $n$ nodes. Subsequently, each node independently becomes "active" with a probability of $\sqrt{p}$, and any edges connecting active nodes are subsequently added into the graph. Note that for a given edge to be added, both of its endpoint nodes
must be active, which occurs with probability $p$; this again yields an overlap of $p$ as with the prior tight examples. For a triangle to be added, all three of its endpoint nodes must be active, which occurs with probability $p^{3 / 2}$. Hence the expected number of triangles is $\mathcal{O}\left(n^{3} \cdot p^{3 / 2}\right)=\mathcal{O}\left(n^{3} \cdot \operatorname{Ov}(\mathcal{A})^{3 / 2}\right)$.

The random graph can be represented using embeddings based on the provided definition. Consider a 1 -dimensional embedding $\boldsymbol{x} \in \mathbb{R}^{n \times 1}$. Let $\boldsymbol{x}_{i}=1$ with probability $\sqrt{p}$ and otherwise let $\boldsymbol{x}_{i}=0$, independently for each $i \in[n]$. These coin tosses are made independently for each $i \in[n]$. To capture the edges between nodes, we define $e\left(\boldsymbol{x}_{i}, \boldsymbol{x}_{j}\right)$ as 1 when both arguments are 1 , and 0 otherwise. This embedding-based representation precisely implements the described random graph.

Node independent graph models most commonly arise when methods independently sample $n$ node-level embeddings, then determine the presence of edges between two nodes based on some compatibility function of their embeddings. One notable example is the variational graph auto-encoder (VGAE) model [93]. In the decoding step of this model, a Gaussian-distributed node embedding is sampled independently for each node, and the presence of each possible edge is an independent Bernoulli random variable with a parameter that varies with the dot product of the corresponding embeddings as follows: $\boldsymbol{A}_{i j}=\operatorname{Bernoulli}\left(\sigma\left(\boldsymbol{x}_{\boldsymbol{i}} \cdot \boldsymbol{x}_{\boldsymbol{j}}\right)\right)$. Thus, the VGAE model seamlessly fits into our node independent category.

### 4.2.2 Impossibility Results for Random Graph Models

We now prove the bounds on triangle count that were discussed in Section 4.2.1, then state generalized bounds for $k$-cycles. We start with some notions that will be useful for the proofs.

### 4.2.3 Theoretical Preliminaries

Inner product space formulation of overlap. We now state equivalent definitions for volume and overlap that may be more illuminating, and will be useful for proofs. We first make the following observation:

Observation 1 (Inner Product Space of Distributions over Vectors). Suppose $\mathcal{U}, \mathcal{V}$ are distributions over real-valued d-dimensional vectors. Then the following operation defines an inner product:

$$
\langle\mathcal{U}, \mathcal{V}\rangle:=\underset{\boldsymbol{u} \sim \mathcal{U}, \boldsymbol{v} \sim \mathcal{V}}{\mathbb{E}}[\boldsymbol{u} \cdot \boldsymbol{v}],
$$

where $\boldsymbol{u} \cdot \boldsymbol{v}$ is the standard vector dot product.

For the remainder of this paper, we deal with adjacency matrices of undirected graphs on $n$ nodes without self-loops, and distributions over such matrices. Dot products and inner products of these objects are taken over $\binom{n}{2}$-dimensional vectorizations of entries below the diagonal. Let $\mathcal{F}$ denote the distribution that returns the adjacency matrix $\boldsymbol{F}$ of a such a graph which is fully connected (i.e., has all possible edges) with probability 1 . Then

$$
\operatorname{Vol}(\mathcal{A})=\langle\mathcal{A}, \mathcal{F}\rangle \quad \text { and } \quad \operatorname{Ov}(\mathcal{A})=\frac{\langle\mathcal{A}, \mathcal{A}\rangle}{\operatorname{Vol}(\mathcal{A})}
$$

In addition to these expressions for overlap and volume, we will also continue to use $\mathcal{F}$ and $\boldsymbol{F}$ as defined above through the rest of this paper.

These expressions allow us to derive the following upper bound on volume in terms of overlap, which applies to any graph generative model:

Lemma 4.2.4. For a graph generative model $\mathcal{A}$ with overlap $\operatorname{Ov}(\mathcal{A})$, the expected number of edges $\operatorname{Vol}(\mathcal{A})$ is at most $\binom{n}{2} \cdot \operatorname{Ov}(\mathcal{A})$.

Proof. By the definition of overlap and Cauchy-Schwarz,

$$
\operatorname{Ov}(\mathcal{A})=\frac{\langle\mathcal{A}, \mathcal{A}\rangle}{\langle\mathcal{A}, \mathcal{F}\rangle} \geq \frac{\langle\mathcal{A}, \mathcal{F}\rangle^{2}}{\langle\mathcal{A}, \mathcal{F}\rangle \cdot\langle\mathcal{F}, \mathcal{F}\rangle}=\frac{\langle\mathcal{A}, \mathcal{F}\rangle}{\langle\mathcal{F}, \mathcal{F}\rangle}=\frac{\operatorname{Vol}(\mathcal{A})}{\langle\mathcal{F}, \mathcal{F}\rangle}
$$

Since $\langle\mathcal{F}, \mathcal{F}\rangle=\langle\boldsymbol{F}, \boldsymbol{F}\rangle=\binom{n}{2}$, rearranging yields

$$
\operatorname{Vol}(\mathcal{A}) \leq\binom{ n}{2} \cdot \operatorname{Ov}(\mathcal{A})
$$

### 4.2.4 Triangle Count

We now prove the upper bounds on expected triangle count for edge independent, node independent, and fully dependent models of $\mathcal{O}\left(n^{3} \cdot \operatorname{Ov}(\mathcal{A})^{3}\right), \mathcal{O}\left(n^{3} \cdot \operatorname{Ov}(\mathcal{A})^{3 / 2}\right)$, and $\mathcal{O}\left(n^{3} \cdot \operatorname{Ov}(\mathcal{A})\right)$, respectively.

Edge independent. A proof for Theorem 4.2.1 based on expressing triangle count in terms of eigenvalues of $\boldsymbol{P}$ follows directly from Lemma 4.2.4 and results from Section 4.1, but we present a different proof based on the following variant of CauchySchwarz from 663:

$$
\sum_{i j k} a_{i j} b_{j k} c_{k i} \leq \sqrt{\sum_{i j} a_{i j}^{2} \sum_{i j} b_{i j}^{2} \sum_{i j} c_{i j}^{2}}
$$

Proof of Theorem 4.2.1. Let $\boldsymbol{P}$ be the edge probability matrix of the edge independent model $\mathcal{A}$. Then, by the above inequality, for a sample $\boldsymbol{A}$ from $\mathcal{A}$,

$$
\begin{aligned}
\mathbb{E}[\Delta(\boldsymbol{A})] & =\frac{1}{6} \sum_{i j k} \boldsymbol{P}_{i j} \boldsymbol{P}_{j k} \boldsymbol{P}_{k i} \leq \frac{1}{6} \sqrt{\left(\sum_{i j} \boldsymbol{P}_{i j}^{2}\right)^{3}}=\frac{1}{6}\left(2 \sum_{i<j} \boldsymbol{P}_{i j}^{2}\right)^{3 / 2} \\
& =\frac{1}{6}(2 \cdot \operatorname{Ov}(\mathcal{A}) \operatorname{Vol}(\mathcal{A}))^{3 / 2}=\frac{\sqrt{2}}{3} \cdot \operatorname{Ov}(\mathcal{A})^{3 / 2} \operatorname{Vol}(\mathcal{A})^{3 / 2}
\end{aligned}
$$

Now, applying Lemma 4.2.4,

$$
\mathbb{E}[\Delta(\boldsymbol{A})] \leq \frac{\sqrt{2}}{3}\binom{n}{2}^{3 / 2} \cdot \operatorname{Ov}(\mathcal{A})^{3} .
$$

Fully dependent. We now prove the triangle bound for fully dependent (arbitrary) graph generative models, which follows from Lemma 4.2.4. Note that, given a random adjacency matrix $\boldsymbol{A} \in\{0,1\}^{n \times n}$, the product $\boldsymbol{A}_{i j} \boldsymbol{A}_{j k} \boldsymbol{A}_{i k}$ is an indicator random variable for the existence of a triangle between nodes $i, j, k \in[n]$.

Proof of Theorem 4.2.2. Let $\boldsymbol{A}$ be a sample from $\mathcal{A}$. From Lemma 4.2.4, we have

$$
\sum_{i<j} \mathbb{E}\left[\boldsymbol{A}_{i j}\right]=\operatorname{Vol}(\mathcal{A}) \leq\binom{ n}{2} \cdot \operatorname{Ov}(\mathcal{A}) .
$$

So, for the expected number of triangles in a sample, we have:

$$
\begin{aligned}
\mathbb{E}[\Delta(\boldsymbol{A})] & =\mathbb{E}\left[\sum_{i<j<k} \boldsymbol{A}_{i j} \boldsymbol{A}_{j k} \boldsymbol{A}_{i k}\right]=\sum_{i<j<k} \mathbb{E}\left[\boldsymbol{A}_{i j} \boldsymbol{A}_{j k} \boldsymbol{A}_{i k}\right] \\
& \leq \sum_{i<j<k} \mathbb{E}\left[\boldsymbol{A}_{i j}\right]=\mathcal{O}(n) \sum_{i<j} \mathbb{E}\left[\boldsymbol{A}_{i j}\right] \leq \mathcal{O}\left(n^{3}\right) \cdot \operatorname{Ov}(\mathcal{A}) .
\end{aligned}
$$

Node independent. Before we prove Theorem 4.2.3, which is more involved than proofs for the prior theorems, we first establish the following lemma:

Lemma 4.2.5. For a sample $\boldsymbol{A}$ from any node independent model on $n$ nodes and any three nodes $i, j, k \in[n]$, the probability that $i, j, k$ form a triangle is upper-bounded as follows:

$$
\mathbb{E}\left[\boldsymbol{A}_{i j} \boldsymbol{A}_{j k} \boldsymbol{A}_{i k}\right] \leq \sqrt{\mathbb{E}\left[\boldsymbol{A}_{i j}\right] \mathbb{E}\left[\boldsymbol{A}_{j k}\right] \mathbb{E}\left[\boldsymbol{A}_{i k}\right]}
$$

The concept for how we will prove this is essentially to express the probability of edges and triangles appearing as integrals in the space of node embeddings. After this, we can apply the following theorem from [63] (also proven by [59]), which can be seen as a continuous version of Shearer's inequality.

Theorem 4.2.6 ([63]). Let $X, Y, Z$ be three independent probability spaces and let

$$
f: X \times Y \rightarrow \mathbb{R}, \quad g: Y \times Z \rightarrow \mathbb{R}, \quad \text { and } \quad h: Z \times X \rightarrow \mathbb{R}
$$

be functions that are square-integrable with respect to the relevant product measures. Then

$$
\int f(x, y) g(y, z) h(z, x) d x d y d z \leq \sqrt{\int f^{2}(x, y) d x d y \int g^{2}(y, z) d y d z \int h^{2}(z, x) d z d x}
$$

Given this theorem, we proceed with the proof of the lemma:

Proof. Fix a triplet of distinct nodes $(i, j, k)$. Then, by assumption, the embeddings of these nodes $Z_{i}, Z_{j}, Z_{k}$ are independent random variables. Let $\rho_{Z_{i}}, \rho_{Z_{j}}, \rho_{Z_{k}}$ be the corresponding PDFs of the respective nodes' embeddings. Recall that there exists a symmetric function $e: \mathbb{R}^{k} \times \mathbb{R}^{k} \rightarrow[0,1]$ of two nodes' embeddings that determines the probability of an edge between them. Based on this, the probability that nodes $i, j, k$ form a triangle is:

$$
\mathbb{E}\left[\boldsymbol{A}_{i j} \boldsymbol{A}_{j k} \boldsymbol{A}_{i k}\right]=\int \rho_{Z_{i}}\left(z_{i}\right) \rho_{Z_{j}}\left(z_{j}\right) \rho_{Z_{k}}\left(z_{k}\right) e\left(z_{i}, z_{j}\right) e\left(z_{j}, z_{k}\right) e\left(z_{i}, z_{k}\right) d z_{i} d z_{j} d z_{k}
$$

Now, define $f\left(z_{i}, z_{j}\right)=\sqrt{\rho_{Z_{i}}\left(z_{i}\right) \cdot \rho_{Z_{j}}\left(z_{j}\right)} \cdot e\left(z_{i}, z_{j}\right), g\left(z_{j}, z_{k}\right)=\sqrt{\rho_{Z_{j}}\left(z_{j}\right) \cdot \rho_{Z_{k}}\left(z_{k}\right)}$. $e\left(z_{j}, z_{k}\right)$, and $h\left(z_{i}, z_{k}\right)=\sqrt{\rho_{Z_{i}}\left(z_{i}\right) \cdot \rho_{Z_{k}}\left(z_{k}\right)} \cdot e\left(z_{i}, z_{k}\right)$, so that

$$
\mathbb{E}\left[\boldsymbol{A}_{i j} \boldsymbol{A}_{j k} \boldsymbol{A}_{i k}\right]=\int f\left(z_{i}, z_{j}\right) g\left(z_{j}, z_{k}\right) h\left(z_{i}, z_{k}\right) d z_{i} d z_{j} d z_{k}
$$

Now, we can apply Theorem 4.2.6, yielding:

$$
\begin{aligned}
& \mathbb{E}\left[\boldsymbol{A}_{i j} \boldsymbol{A}_{j k} \boldsymbol{A}_{i k}\right] \leq \sqrt{\int f^{2}\left(z_{i}, z_{j}\right) d z_{i} d z_{j} \int g^{2}\left(z_{j}, z_{k}\right) d z_{j} d z_{k} \int h^{2}\left(z_{i}, z_{k}\right) d z_{i} d z_{k}} \\
& =\sqrt{\int \rho_{Z_{i}}\left(z_{i}\right) \rho_{Z_{j}}\left(z_{j}\right) e^{2}\left(z_{i}, z_{j}\right) d z_{i} d z_{j} \int \rho_{Z_{j}}\left(z_{j}\right) \rho_{Z_{k}}\left(z_{k}\right) e^{2}\left(z_{j}, z_{k}\right) d z_{j} d z_{k} \int \rho_{Z_{i}}\left(z_{i}\right) \rho_{Z_{k}}\left(z_{k}\right) e^{2}\left(z_{i}, z_{k}\right) d z_{i} d z_{k}} \\
& \leq \sqrt{\int \rho_{Z_{i}}\left(z_{i}\right) \rho_{Z_{j}}\left(z_{j}\right) e\left(z_{i}, z_{j}\right) d z_{i} z_{j} \int \rho_{Z_{j}}\left(z_{j}\right) \rho_{Z_{k}}\left(z_{k}\right) e\left(z_{j}, z_{k}\right) d z_{j} d z_{k} \int \rho_{Z_{i}}\left(z_{i}\right) \rho_{Z_{k}}\left(z_{k}\right) e\left(z_{i}, z_{k}\right) d z_{i} d z_{k}} .
\end{aligned}
$$

where the last inequality simply uses the fact that since the image of the function $e$ is $[0,1]$, it must be that $e^{2}(x, y) \leq e(x, y)$. Finally, one can observe that

$$
\int \rho_{Z_{i}}\left(z_{i}\right) \rho_{Z_{j}}\left(z_{j}\right) e\left(z_{i}, z_{j}\right) d z_{i} d z_{j}=\mathbb{E}\left[\boldsymbol{A}_{i j}\right]
$$

from which the lemma follows.
Provided this lemma, it is straightforward to prove Theorem 4.2.3:
Proof of Theorem 4.2.3. Let $\boldsymbol{A}$ be a sample from a node independent model. For the expected number of triangles $\mathbb{E}[\Delta(\boldsymbol{A})]$ in the sample, we have that

$$
\mathbb{E}[\Delta(\boldsymbol{A})]=\sum_{i<j<k} \mathbb{E}\left[\boldsymbol{A}_{i j} \boldsymbol{A}_{i k} \boldsymbol{A}_{j k}\right] \leq \sum_{i<j<k} \sqrt{\mathbb{E}\left[\boldsymbol{A}_{i j}\right] \cdot \mathbb{E}\left[\boldsymbol{A}_{i k}\right] \cdot \mathbb{E}\left[\boldsymbol{A}_{j k}\right]} .
$$

Let $T$ denote the last expression. By Cauchy-Schwarz and the identity $\left(\sum_{i} \sqrt{a_{i}}\right)^{2} \leq$ $n \sum_{i} a_{i}$, we get

$$
T^{2} \leq\binom{ n}{3} \cdot \sum_{i<j<k} \mathbb{E}\left[\boldsymbol{A}_{i j}\right] \mathbb{E}\left[\cdot \boldsymbol{A}_{i k}\right] \cdot \mathbb{E}\left[\boldsymbol{A}_{j k}\right] \leq\binom{ n}{3}^{2} \operatorname{Ov}(\mathcal{A})^{3},
$$

where the last inequality follows from Theorem 4.2.1 for edge independent models. Finally, rearranging yields

$$
\mathbb{E}[\Delta(\boldsymbol{A})] \leq T \leq\binom{ n}{3} \cdot \operatorname{Ov}(\mathcal{A})^{3 / 2}
$$

### 4.2.5 Squares and Other $k$-cycles

We can extend the prior bounds on triangles to bounds on the expected number of $k$-cycles in graphs sampled from the generative model $\mathcal{A}$ in terms of $\operatorname{Ov}(\mathcal{A})$. For the adjacency matrix $\boldsymbol{A}$ of a graph $G$, let $C_{k}(\boldsymbol{A})$ denote the number of $k$-cycles in $G$.

Theorem 4.2.7 (Bound on Expected $k$-cycles). Let $\boldsymbol{A}$ be an adjacency matrix sampled from a graph generative model $\mathcal{A}$, and let $C_{k}(\boldsymbol{A})$ denote the number of $k$-cycles in the graph corresponding to $\boldsymbol{A}$. If $\mathcal{A}$ is edge independent, node independent, or fully dependent then $\mathbb{E}\left[C_{k}(\boldsymbol{A})\right]$ is bounded above asymptotically by $n^{k} \cdot \operatorname{Ov}(\mathcal{A})^{k}, n^{k} \cdot \operatorname{Ov}(\mathcal{A})^{k / 2}$, and $n^{k} \cdot \operatorname{Ov}(\mathcal{A})$, respectively.

Proof. For notational simplicity, we focus on $k=4$. The proof directly extends to general $k$. Let $C_{4}(G)$ be the number of non-backtracking 4-cycles in $G$ (i.e. squares), which can be written as

$$
\mathbb{E}_{\boldsymbol{A} \sim \mathcal{A}}\left[C_{4}(\boldsymbol{A})\right]=\frac{1}{8} \cdot \sum_{i=1}^{n} \sum_{j \in[n] \backslash\{i\}} \sum_{k \in[n] \backslash\{i, j\}} \sum_{\ell \in[n \backslash \backslash\{i, j, k\}} \boldsymbol{A}_{i j} \boldsymbol{A}_{j k} \boldsymbol{A}_{k \ell} \boldsymbol{A}_{\ell i} .
$$

The $1 / 8$ factor accounts for the fact that in the sum, each square is counted 8 times once for each potential starting vector $i$ and once of each direction it may be traversed. For general $k$-cycles this factor would be $\frac{1}{2 k}$. We then can bound

$$
\mathbb{E}_{\boldsymbol{A} \sim \mathcal{A}}\left[C_{4}(\boldsymbol{A})\right] \leq \frac{1}{8} \cdot \sum_{i \in[n]} \sum_{j \in[n]} \sum_{k \in[n]} \sum_{\ell \in[n]} \boldsymbol{A}_{i j} \boldsymbol{A}_{j k} \boldsymbol{A}_{k \ell} \boldsymbol{A}_{\ell i} .
$$

If $\mathcal{A}$ is an edge independent model, the bound on the expected number of 4 -cycles proceeds like the one for triangles, except using the following variant of CauchySchwarz:

$$
\sum_{i j k l} a_{i j} b_{j k} c_{k l} d_{l i} \leq \sqrt{\sum_{i j} a_{i j}^{2} \sum_{i j} b_{i j}^{2} \sum_{i j} c_{i j}^{2} \sum_{i j} d_{i j}^{2}}
$$

which, letting $\boldsymbol{P}=\mathbb{E}[\boldsymbol{A}]$ be the edge probability matrix for $\boldsymbol{A} \sim \mathcal{A}$, yields

$$
\begin{aligned}
\mathbb{E}\left[C_{4}(\boldsymbol{A})\right] & =\frac{1}{8} \sum_{i j k l} \boldsymbol{P}_{i j} \boldsymbol{P}_{j k} \boldsymbol{P}_{k l} \boldsymbol{P}_{l i} \leq \frac{1}{8} \sqrt{\left(\sum_{i j} \boldsymbol{P}_{i j}^{2}\right)^{4}} \\
& =\frac{1}{8}(2 \cdot \operatorname{Ov}(\mathcal{A}) \operatorname{Vol}(\mathcal{A}))^{4 / 2}=O\left(n^{4} \operatorname{Ov}(\mathcal{A})^{4}\right)
\end{aligned}
$$

where again the last step is applying Lemma 4.2.4.
If $\mathcal{A}$ is a fully dependent model, the proof of the bound carries through almost exactly:

$$
\begin{aligned}
\mathbb{E}\left[C_{4}(\boldsymbol{A})\right] & =\sum_{i<j<k<l} \mathbb{E}\left[\boldsymbol{A}_{i j} \boldsymbol{A}_{j k} \boldsymbol{A}_{k l} \boldsymbol{A}_{l i}\right] \leq \sum_{i<j<k<l} \mathbb{E}\left[\boldsymbol{A}_{i j}\right] \\
& =\mathcal{O}\left(n^{2}\right) \sum_{i<j} \mathbb{E}\left[\boldsymbol{A}_{i j}\right]=\mathcal{O}\left(n^{2}\right) \cdot \operatorname{Vol}(\mathcal{A}) \leq \mathcal{O}\left(n^{4}\right) \cdot \operatorname{Ov}(\mathcal{A})
\end{aligned}
$$

If $\mathcal{A}$ is a node independent model, the bound on the expected number of 4 -cycles follows as before, except using the following variant of Theorem 4.2.6:

$$
\begin{aligned}
& \int f(x, y) g(y, z) h(z, w) l(w, x) d x d y d z d w \\
& \leq \sqrt{\int f^{2}(x, y) d x d y \int g^{2}(y, z) d y d z \int h^{2}(z, w) d z d w \int l^{2}(w, x) d w d x}
\end{aligned}
$$

Applying this equation as before yields

$$
\mathbb{E}\left[\boldsymbol{A}_{i j} \boldsymbol{A}_{j k} \boldsymbol{A}_{k l} \boldsymbol{A}_{l i}\right] \leq \sqrt{\mathbb{E}\left[\boldsymbol{A}_{i j}\right] \mathbb{E}\left[\boldsymbol{A}_{j k}\right] \mathbb{E}\left[\boldsymbol{A}_{k l}\right] \mathbb{E}\left[\boldsymbol{A}_{l i}\right]}
$$

which allows us to apply the edge independent bound for squares:

$$
\begin{aligned}
\mathbb{E}\left[C_{4}(\boldsymbol{A})\right] & =\sum_{i<j<k<l} \mathbb{E}\left[\boldsymbol{A}_{i j} \boldsymbol{A}_{j k} \boldsymbol{A}_{k l} \boldsymbol{A}_{l i}\right] \leq \sum_{i<j<k<l} \sqrt{\mathbb{E}\left[\boldsymbol{A}_{i j}\right] \mathbb{E}\left[\boldsymbol{A}_{j k}\right] \mathbb{E}\left[\boldsymbol{A}_{k l}\right] \mathbb{E}\left[\boldsymbol{A}_{l i}\right]} \\
& \leq \sqrt{\binom{n}{4} \sum_{i<j<k<l} \mathbb{E}\left[\boldsymbol{A}_{i j}\right] \mathbb{E}\left[\boldsymbol{A}_{j k}\right] \mathbb{E}\left[\boldsymbol{A}_{k l}\right] \mathbb{E}\left[\boldsymbol{A}_{l i}\right]} \\
& \leq \sqrt{O\left(\left(n^{4}\right)^{2} \cdot \operatorname{Ov}(\mathcal{A})^{4}\right)}=\mathcal{O}\left(n^{4} \operatorname{Ov}(\mathcal{A})^{4 / 2}\right) .
\end{aligned}
$$

### 4.2.6 Experimental Methodology and Baselines

We turn our attention to evaluating the real-world trade-off between overlap and performance for several specific models empirically on real world networks. In this work, we focus on graph generative models that, given an input adjacency matrix $\mathbf{A} \in$ $\{0,1\}^{n \times n}$, produce a distribution $\mathcal{A}$ over adjacency matrices in $\{0,1\}^{n \times n}$. Broadly, it is desirable for these distributions to have two properties:

1. Samples from $\mathcal{A}$ should approximately match various graph statistics of the input graph $\mathbf{A}$, such as the degree distribution and triangle count.
2. $\mathcal{A}$ should have low overlap, to prevent the model from just memorizing and outputting A.

Because there is generally some inherent tension between these two objectives for $\mathcal{A}$, it is desirable for the model to allow for easily tuning overlap.

Recent graph generative models, especially those that incorporate edge dependency, often involve complex deep architectures with a large number of parameters that are trained with (stochastic) gradient descent. The abundance of parameters implies that these models may have the capacity to simply memorize the input graph. At the same time, the complexity of the approaches obscures the roles of each component in yielding performance (in particular, the role of edge dependency is unclear), and specifying a desired overlap with the input graph is generally not possible, short of heuristics like early stopping. Altogether, the preceding discussion inspires the following research questions:

1. Are the looser theoretical limitations on triangle counts and other graph statistics for graph generative models with edge dependency reflected in modeling of real-world networks?
2. Can edge dependency be achieved with simple baselines that allow for overlap to be easily tuned?
3. Can such simple models match graph statistics comparably well to deep models, at given levels of overlap?

As a preview of our results in Section 4.2.7, we find overall positive answers to each of these three questions.

### 4.2.6.1 Graph Generative Models based on Dense Subgraph Discovery

As interpretable baselines to compare to deep-learning models, we introduce three graph generative models, one for each of the categories of our framework: edge independent (EI), node independent (NI), and fully dependent (FD). These baseline models mainly exploit the dense subgraph structure of the input graph, specifically the set of maximal cliques (MCs) [55]. We refer to our models as MCEI, MCNI, and MCFD, respectively. The high-level concept of these models is to start with an empty graph and plant edges from each of the input graph $\boldsymbol{A}$ 's max cliques with some fixed probability hyperparameter $p$. How the edges are planted depends on the desired type of edge dependency and reflects the characteristic 'tight' examples for each category of the hierarchy from Section 4.2.1 - see Algorithm 8 for details. Note that, the lower $p$, the fewer the expected edges in the final sampled graph $G_{p}$, and hence the greater the 'residual' with respect to the input graph. To compensate, we also sample a second graph $G_{r}$ and return the union of $G_{p}$ and $G_{r}$.

Specifically, we produce $G_{r}$ by sampling from a simple edge independent model, the odds product model, which we also leveraged in Section 4.1. Recall that this is as a variant of the well-known Chung-Lu configuration model [6, 39, 40], which produces graphs that match an input degree sequence in expectation. The odds product model does the same, except without constraints on the input degree sequence. In this section, we generalize this model to produce a sampled graph $G_{r}$ such that its union with a $G_{p}$ matches the input graph's degree distribution in expectation. Essentially

```
Algorithm 8 Sampling \(G_{p}\) for our max clique-based graph generative baselines
\(\overline{\text { input input graph } G_{i} \text {, planting probability } p \text {, model type (MCEI, MCFD, or MCNI) }}\)
output sampled graph \(G_{p}\)
    initialize the sampled graph \(G_{p}\) to be empty
    for each max clique \(M \in\) input graph \(G_{i}\) do
        if MCEI then
                for each edge \(e \in M\) do
                    with probability \(p\), add \(e\) to \(G_{p}\)
        else if MCFD then
            with probability \(p\), add all edges in \(M\) to \(G_{p}\)
        else if MCNI then
            for each node \(v \in M\) do
                    with probability \(\sqrt{p}\), set \(v\) to be 'active' in \(M\)
                add edges between all pairs of nodes active in \(M\) to \(G_{p}\)
    return \(G_{p}\)
```

the same derivation yields the modified fitting method, pseudocode for which is given in Algorithm 9.

Overall, this generative process gives rise to two desirable properties shared by our baseline models:

1. Each model has a single hyperparameter, the planting probability $p$, and ranging this probability from 0 to 1 ranges the overlap of the resulting distribution from very low to 1 . In particular, the distribution $\mathcal{A}$ goes from being nearly agnostic to the input graph $\mathbf{A}$ (depending only on its degree sequence), to exactly returning $\mathbf{A}$ with probability 1.
2. Given input graph $\mathbf{A}$, samples from the distribution $\mathcal{A}$ that these models output will exactly match the node degrees of $\mathbf{A}$ in expectation.

The first of these properties encapsulates the two desiderata for graph generative models that were listed at the start of this section. As for the second, matching the degree sequence is an especially beneficial starting point for a generative model since doing so also results in matching some other statistics of interest, such as max degree and best-fit power-law exponent, as a byproduct.

```
Algorithm 9 Fitting the modified odds product model
input target degrees \(\boldsymbol{d} \in \mathbb{R}^{n}\), primary expected adjacency matrix \(\mathbb{E}\left[\boldsymbol{A}_{\boldsymbol{p}}\right] \in[0,1]^{n \times n}\),
        error threshold \(\epsilon\)
output symmetric probability matrix \(\mathbb{E}\left[\boldsymbol{A}_{\boldsymbol{r}}\right] \in[0,1]^{n \times n}\)
    \(\ell \leftarrow \mathbf{0} \quad \triangleright \ell \in \mathbb{R}^{n}\) is the vector of logits, initialized to all zeros
    \(\mathbb{E}\left[\boldsymbol{A}_{\boldsymbol{r}}\right] \leftarrow \sigma\left(\boldsymbol{\ell} \mathbf{1}^{\top}+\mathbf{1}^{\top}\right) \quad \triangleright \sigma\) is the logistic function applied entrywise, and
                                    1 is the all-ones column vector of length \(n\)
    \(\mathbb{E}\left[\boldsymbol{A}_{\boldsymbol{u}}\right] \leftarrow \mathbf{1 1}^{\top}-\left(\mathbf{1 1}^{\top}-\mathbb{E}\left[\boldsymbol{A}_{\boldsymbol{p}}\right]\right) \circ\left(\mathbf{1 1}^{\top}-\mathbb{E}\left[\boldsymbol{A}_{\boldsymbol{r}}\right]\right) \quad \triangleright \circ\) is an entrywise product
    \(\tilde{\boldsymbol{d}} \leftarrow \mathbb{E}\left[\boldsymbol{A}_{\boldsymbol{u}}\right] \mathbf{1} \quad \triangleright\) expected degree sequence of \(\mathbb{E}\left[\boldsymbol{A}_{u}\right]\)
    while \(\|\tilde{\boldsymbol{d}}-\boldsymbol{d}\|_{2}>\epsilon\) do
        \(B \leftarrow \mathbb{E}\left[A_{\boldsymbol{r}}\right] \circ\left(11^{\top}-\mathbb{E}\left[\boldsymbol{A}_{\boldsymbol{u}}\right]\right)\)
        \(J \leftarrow B+\operatorname{diag}(B \mathbf{1})\)
        \(\boldsymbol{\ell} \leftarrow \boldsymbol{\ell}-J^{-1}(\tilde{\boldsymbol{d}}-\boldsymbol{d}) \triangleright\) rather than inverting \(J\), we solve this linear system
        \(\mathbb{E}\left[\boldsymbol{A}_{\boldsymbol{r}}\right] \leftarrow \sigma\left(\boldsymbol{\ell} 1^{\top}+\mathbf{1} \boldsymbol{\ell}^{\top}\right)\)
        \(\mathbb{E}\left[\boldsymbol{A}_{\boldsymbol{u}}\right] \leftarrow \mathbf{1 1}^{\top}-\left(\mathbf{1 1}^{\top}-\mathbb{E}\left[\boldsymbol{A}_{\boldsymbol{p}}\right]\right) \circ\left(\mathbf{1 1}^{\top}-\mathbb{E}\left[\boldsymbol{A}_{\boldsymbol{r}}\right]\right)\)
        \(\tilde{d} \leftarrow \mathbb{E}\left[A_{u}\right] 1\)
    return \(\mathbb{E}\left[\boldsymbol{A}_{\boldsymbol{r}}\right]\)
```


### 4.2.7 Experimental Results

In this section we perform an evaluation of different graph generative models under the perspective of the overlap criterion. We choose 8 statistics that capture both the connectivity of a graph, as well local patterns within it. We look at the following network statistics:

- Pearson correlation coefficient (PCC) of the input and generated degree sequences (number of nodes incident to each node), as well as max degree.
- PCC of the input and generated triangle sequences (number of triangles each node belongs to).
- Normalized triangle, 4-clique, and 4-cycle counts.
- Characteristic (average) path length and fraction of node pairs which are connected. Letting $\left|C_{i}\right|$ be the size of $i$-th connected component, the latter quantity is $\left.\sum_{i}\binom{\left|C_{i}\right|}{2} /\binom{n}{2}\right)$.

We evaluate the following methods. It is worth outlining that we also explored ERGMs but they do not scale to our datasets.

- The three models we introduce in Section 4.2.6: MCEI, MCNI and MCFD.
- CELL 151], an efficient variant of the edge independent NetGAN method 20].
- VGAE [93], a node independent autoencoder-based model.
- GraphVAE 170, a fully dependent deep generative model. As this model is designed for small-sized graphs, we only evaluate it on a subset of smaller datasets.

Summary of experimental setting. We evaluate the above models on 8 publicly available graph datasets. In order to tune the overlap for our models (MCEI, MCNI, and MCFD), we simply increase the probability parameter $p$. For CELL and GraphVAE, we follow an early stopping criterion as in 20, 151]. More precisely, we pause the training at certain intervals and sample graphs from the model trained so far. For the VGAE model, we increase the dimension of the hidden layers and train for 5,000 epochs. Each point in the following figures is an average over 10 samples.

Results. Our findings highlight the importance of overlap as a third dimension in the evaluation of graph generative models. See our plots of graph statistics vs overlap in Figures 4.8, 4.9, 4.10, 4.11, 4.12, 4.13, and 4.15. We see that deep-learning based models, like GraphVAE and CELL, can almost fit the input graph as we allow the training to be performed for a sufficient number of epochs. However, when one wants to generate a diverse set of graphs, these models fail to match certain statistics of the input graph. For example, we see in Figure 4.8 that the CELL method generates graphs with a low number of triangles for the CiteSeer dataset when the overlap between the generated graphs is small. We observe similar results for almost all datasets and other statistics, especially those pertaining to small dense subgraphs (like 4-cliques and 4-cycles). Similarly, the GraphVAE method almost always fits


Figure 4.8. Graph statistics fidelity vs overlap with edge dependent models on CiteSeer.


Figure 4.9. Graph statistics fidelity vs overlap with edge dependent models on Les Miserables.


Figure 4.10. Graph statistics fidelity vs overlap with edge dependent models on Cora.


Figure 4.11. Graph statistics fidelity vs overlap with edge dependent models on PolBlogs.


Figure 4.12. Graph statistics fidelity vs overlap with edge dependent models on Web-Edu.


Figure 4.13. Graph statistics fidelity vs overlap with edge dependent models on WikiElect.


Figure 4.14. Graph statistics fidelity vs overlap with edge dependent models on Facebook-Ego.


Figure 4.15. Graph statistics fidelity vs overlap with edge dependent models on RingOf Cliques. As each node belongs to the same number of triangles, triangle correlation is not defined here. Thus, we replace it with transitivity.
the input graph in a high overlap regime. Although GraphVAE possesses greater theoretical capacity as an FD generative model, we observe that instances with low overlap deviate significantly from the statistical characteristics of the input graph, as illustrated in Figure 4.9. Consequently, this approach fails to achieve generalization when trained on a single graph instance. the VGAE model encounters additional limitations due to its dot-product kernel, which has been demonstrated to have certain constraints in generating graphs with sparsity and triangle density 167]. As depicted in Figures 4.8 and 4.9, we observe that this model fails to adequately capture the characteristics of the input graph, even when trained for an extensive number of epochs.

Surprisingly, despite their simplicity, the three introduced models exhibit desirable characteristics. Firstly, the overlap can be easily adjusted by increasing the probability hyperparameter $p$, providing more predictability compared to other models. Secondly, these models generally generate a higher number of triangles, which closely aligns with the input graph, in comparison to methods such as CELL. For instance, in Figures 4.8 and 4.9, these baselines produce graphs with a greater number of triangles, 4-cliques, and 4-cycles than CELL and GraphVAE, particularly when the overlap is low.

Furthermore, as the level of dependency rises (from edge independent to fully dependent), we observe a higher triangle count for a fixed overlap. This finding supports our theoretical assertions from Section 4.2.1 regarding the efficacy of different models within the introduced hierarchy. However, a drawback of these two-stage methods is their inability to capture the connectivity patterns of the input graph, as evident from the fraction of connected pairs and the characteristic path length statistics.

### 4.2.8 Conclusion

We have proved tight trade-offs for graph generative models between their ability to produce networks that match the high triangle densities of real-world graphs, and their ability to achieve low overlap and generate a diverse set of networks. We show that as the models are allowed higher levels of edge dependency, they are able to achieve higher triangle counts with lower overlap, and we formalize this finding by introducing a three-level hierarchy of edge dependency. An interesting future direction is to refine this hierarchy to be finer-grained, and also to investigate the roles of embedding length and complexity of the embedding distributions. We also emphasize our introduction of overlap as a third dimension along which to evaluate graph generative models, together with output quality and efficiency. We believe these directions can provide a solid groundwork for the systematic theoretical and empirical study of graph generative models.

## CHAPTER 5

## SIMPLIFYING DEEP GRAPH NETWORKS

In this chapter, we investigate simpler alternatives to deep representation learning for network data. Note that in this chapter only, the graphs we work with are also associated with node feature vectors, that is, the graph data comprise not only an $n \times n$ adjacency matrix $\boldsymbol{A}$, but also a node feature matrix $\boldsymbol{X} \in \mathbb{R}^{n \times d}$.

### 5.1 Adaptive Simple Graph Convolution

Deep learning [99] has enjoyed great success in modeling image and text data, and graph convolutional networks (GCNs) [94] attempt to extend this success to graph data. Various deep models branch off from GCNs, offering additional speed, accuracy, or other features. However, like other deep models, these algorithms involve repeated nonlinear transformations of inputs and are therefore time and memory intensive to train. Recent work has shown that a much simpler model, simple graph convolution (SGC) 197], is competitive with GCNs in common graph machine learning benchmarks. SGC is much faster than GCNs, partly because the role of the graph in SGC is restricted to a feature extraction step in which node features are smoothed across the graph; by contrast, GCNs include graph convolution steps as part of an end-toend model, resulting in expensive backpropagation calculations. However, the feature smoothing operation in SGC implicity assumes the common but not universal graph characteristic of homophily, wherein nodes mostly link to similar nodes; indeed, recent work 135] suggests that many GCNs may assume such structure. In this section, we ask whether a feature extraction approach, that, like SGC, is free of deep learning,
can tackle heterophilous (i.e., non-homophilous) graph structure. We see this work as extending the following broader research question introduced by the SGC paper to a wider range of graphs:

Are nonlinearities, end-to-end backpropagation, and other characteristics of deep learning essential to effective learning on graphs?

Contributions. We confirm that SGC, which uses a fixed smoothing filter, can indeed be ineffective for heterophilous features via experiments on synthetic and realworld datasets. We propose adaptive simple graph convolution (ASGC), which fits a different filter for each feature. These filters can be smoothing or non-smoothing, and thus can adapt to both homophilous and heterophilous structures. Like SGC, ASGC is not a deep model, instead being based on linear least squares, and hence is fast, scalable, and interpretable. We propose a natural synthetic model for networks with a node feature, Featured Stochastic Block Models (FSBMs), and prove that ASGC denoises the network feature regardless of whether the model is set to produce homophilous or heterophilous networks, in contrast to SGC, which we show is inappropriate for the heterophilous setting. Finally, we show that the performance of ASGC is superior to that of SGC at node classification on real-world heterophilous networks, and generally competitive with recent deep methods on a benchmark of both heterophilous and homophilous networks. The SGC paper suggested that deep learning is not necessarily required for good performance on common graph learning tasks and benchmarks involving homophilous networks; our results suggest that simple methods can also be competitive for heterophilous networks.

### 5.1.1 Background

Preliminaries. We first establish common notation for working with graphs. An undirected, possibly weighted graph on $n$ nodes can be represented by its symmetric adjacency matrix $\boldsymbol{A} \in \mathbb{R}_{\geq 0}^{n \times n}$. Letting $\mathbf{1}$ denote an all-ones column vector, $\boldsymbol{d}=\boldsymbol{A} \mathbf{1}$ is the vector of degrees of the nodes; the degree matrix $\boldsymbol{D}$ is the diagonal matrix with $\boldsymbol{d}$
along the diagonal. The normalized adjacency matrix is given by $\boldsymbol{S}=\boldsymbol{D}^{-1 / 2} \boldsymbol{A} \boldsymbol{D}^{-1 / 2}$, while the symmetric normalized graph Laplacian is $\boldsymbol{L}=\boldsymbol{I}-\boldsymbol{S}$, where $\boldsymbol{I}$ is an identity matrix. Note that the eigenvectors of $\boldsymbol{L}$ are exactly the eigenvectors of $\boldsymbol{S}$. It is a well known fact that the eigenvalues of $\boldsymbol{S}$ are contained within $[-1,+1]$. It follows that the eigenvalues of $\boldsymbol{L}$ are within $[0,2]$, so $\boldsymbol{L}$ is positive semidefinite.

Consider a feature $\boldsymbol{x} \in \mathbb{R}^{n}$ on the graph, that is, a real-valued vector where each entry is associated with a node. The quadratic form over $\boldsymbol{L}$ is known to have the following equivalency:

$$
\boldsymbol{x}^{\top} \boldsymbol{L} \boldsymbol{x}=\frac{1}{2} \sum_{(i, j) \in[n]^{2}} A_{i j}\left(\frac{1}{\sqrt{d_{i}}} x_{i}-\frac{1}{\sqrt{d_{j}}} x_{j}\right)^{2} .
$$

Up to a reweighting based on the nodes' degrees, this expression is the sum of squared differences of the feature's values between adjacent nodes. Hence, the quadratic form has a low value, near 0 , if the feature $\boldsymbol{x}$ is 'smooth' across the graph, that is, if adjacent nodes have generally similar values of the feature. Similarly, the quadratic has a high value if the feature is 'rough' across the graph, if adjacent nodes have generally differing values of the feature. When $\boldsymbol{x}$ is an eigenvector of $\boldsymbol{L}$, these 'smooth' and 'rough' cases correspond to the eigenvalue being low or high, respectively. (In terms of eigenvalues of $\boldsymbol{S}$, the opposite is true, with positive eigenvalues being smooth and negative eigenvalues being rough.) More generally, decomposition of an arbitrary feature vector $\boldsymbol{x}$ as a linear combination of the eigenvectors of $\boldsymbol{L}$ separates $\boldsymbol{x}$ into components ranging from 'smooth' to 'rough' across the graph. In the graph signal processing literature [137, 86, 176], these smooth and rough components are also called low and high frequency 'modes,' respectively, based on the eigenvalues of $\boldsymbol{L}$.

Simple graph convolution. Our work is primarily inspired by the simple graph convolution (SGC) algorithm 197. SGC comprises logistic regression after the follow-
ing feature extraction step, which can be interpreted as smoothing the nodes' features across the graph's edges:

$$
\begin{equation*}
\boldsymbol{x}_{\mathrm{SGC}}=\tilde{\boldsymbol{S}}^{K} \boldsymbol{x} \tag{5.1}
\end{equation*}
$$

This equation shows how a single raw feature $\mathbf{x}$ is filtered to produce the smoothed feature $\boldsymbol{x}_{\mathrm{SGC}}$. Here $\tilde{\boldsymbol{S}} \in \mathbb{R}^{n \times n}$ is the normalized adjacency matrix after addition of a self-loop to each node (that is, addition of the identity matrix to the adjacency matrix), and $K \in \mathbb{Z}_{+}$is a hyperparameter; $K$ determines the radius of the filter, that is, the maximum number of hops between two nodes whose features can directly influence others' features in the filtering process. 197 show that the addition of the self-loop increases the minimum eigenvalue of $\boldsymbol{S}$; intuitively, the self-loop limits the extent to which a feature can be 'rough' across the graph. This results in the highest magnitude eigenvalues of the normalized adjacency $\tilde{\boldsymbol{S}}$ tending to be positive (smooth). Because the eigenvalues of $\tilde{\boldsymbol{S}}$ all have magnitude at most 1, powering up $\tilde{\boldsymbol{S}}$ results in a filter which generally attenuates the feature $\boldsymbol{x}$, but does so least along these high magnitude, smooth eigenvectors. Hence the SGC filter smooths out the feature locally along the edges. Since it attenuates the high-frequency modes more than the low-frequency ones, SGC is described as a 'low-pass' filter.

Heterophily. If node features are used for node classification or regression, smoothing the features of nodes along edges encourages similar predictions along locally connected nodes. This seems sensible when locally connected nodes should be generally similar in terms of features and labels; if the variance in features and labels between connected nodes is generally attributable to noise, then this smoothing procedure acts as a useful denoising step. Graphs in which connected nodes tend to be similar are called homophilous or assortative. An example would be a citation network of papers on various topics: papers concerning the same topic tend to cite
each other. Much of the existing work on graph models has an underlying assumption of network homophily, and there has been significant recent interest (discussed further in Section 5.1.5) on the limitations of graph models at addressing network heterophily/disassortativity, wherein connections tend to be between dissimilar nodes. An example would be a network based on adjacencies of words in text, where the labels are based on the part of speech: adjacent words tend to be of different parts of speech. For disassortative networks, smoothing a feature across connections as in SGC may not be sensible, since encouraging predictions of connected nodes to be similar is contrary to disassortativity.

### 5.1.2 Methodology

Adaptive SGC. In our method, we replace the fixed feature propagation step of SGC (Equation 5.1) with an adaptive one, which may or may not be smoothing based on the feature and graph. We produce a filtered version $\boldsymbol{x}_{\text {ASGC }}$ of the raw feature $\boldsymbol{x}$ by multiplying $\boldsymbol{x}$ with a learned polynomial of the normalized adjacency matrix $\boldsymbol{S}$; this polynomial is set so that $\boldsymbol{x}_{\mathrm{ASGC}} \approx \boldsymbol{x}$ :

$$
\begin{equation*}
\boldsymbol{x}_{\mathrm{ASGC}}=\left(\sum_{k=0}^{K} \beta_{k} \boldsymbol{S}^{k}\right) \boldsymbol{x} \approx \boldsymbol{x} \tag{5.2}
\end{equation*}
$$

where $K$ is a hyperparameter which, as in SGC, controls the radius of feature propagation, and the coefficients $\boldsymbol{\beta} \in \mathbb{R}^{K+1}$ are learned by minimizing the approximation error in a least squares sense. Note that, unlike SGC, we do not add self-loops to $\boldsymbol{S}$. This approximation error would be trivially minimized with $\beta_{0}=1$ and all other coefficients set to zero, resulting in $\boldsymbol{x}_{\mathrm{ASGC}}=\boldsymbol{S}^{0} \boldsymbol{x}=\boldsymbol{x}$, so we regularize the magnitude of $\beta_{0}$.

More concretely, let $\boldsymbol{T} \in \mathbb{R}^{n \times(K+1)}$ denote the Krylov matrix generated by multiplying a feature vector $\boldsymbol{x} \in \mathbb{R}^{n}$ by the normalized adjacency matrix $\boldsymbol{S}$ up to some $K \in \mathbb{Z}_{>0}$ times:

$$
\begin{equation*}
\boldsymbol{T}=\left(\boldsymbol{S}^{0} \boldsymbol{x} ; \boldsymbol{S}^{1} \boldsymbol{x} ; \boldsymbol{S}^{2} \boldsymbol{x} ; \ldots ; \boldsymbol{S}^{K} \boldsymbol{x}\right) \tag{5.3}
\end{equation*}
$$

Here the leftmost column of $\boldsymbol{T}$ is just the raw feature $\boldsymbol{x}$, and each column represents the feature generated by propagating the feature vector to its left across the graph, i.e., by multiplying once by $\boldsymbol{S}$. We produce a filtered version $\boldsymbol{x}_{\text {ASGC }}$ of the raw feature $\boldsymbol{x}$ by linear combination of the columns of $\boldsymbol{T}$. That is, $\boldsymbol{x}_{\mathrm{ASGC}}=\boldsymbol{T} \boldsymbol{\beta}$, and we set the combination coefficients $\boldsymbol{\beta} \in \mathbb{R}^{k+1}$ by minimizing a loss function as follows:

$$
\begin{equation*}
\min _{\boldsymbol{\beta}}\left(\|\boldsymbol{T} \boldsymbol{\beta}-\boldsymbol{x}\|_{2}^{2}+\left(R \beta_{0}\right)^{2}\right) . \tag{5.4}
\end{equation*}
$$

The term on the right is $L_{2}$ regularization applied to the zeroth combination coefficient $\beta_{0}$ (which multiplies the raw feature $\boldsymbol{S}^{0} \boldsymbol{x}$ ), and $R \in \mathbb{R}_{\geq 0}$ if a hyperparameter which controls the strength of this regularization. Equation 5.4 is solved for the optimal coefficents $\boldsymbol{\beta}$ using linear least squares.

```
Algorithm 10 Adaptive Simple Graph Convolution (ASGC) Filter
    Input: undirected graph \(\boldsymbol{A} \in\{0,1\}^{n \times n}\), node feature \(\boldsymbol{x} \in \mathbb{R}^{n}\), number of hops
    \(K \in \mathbb{Z}_{>0}\), regularization strength \(R \in \mathbb{R}_{\geq 0}\)
    Output: ASGC-filtered feature \(\boldsymbol{x}_{\text {ASGC }}\)
    \(\boldsymbol{D} \leftarrow \operatorname{diag}(\boldsymbol{A 1}) \quad \triangleright\) degree matrix
    \(\boldsymbol{S} \leftarrow \boldsymbol{D}^{-1 / 2} \boldsymbol{A} \boldsymbol{D}^{-1 / 2} \quad \triangleright\) normalized adjacency matrix
    \(\boldsymbol{T} \in \mathbb{R}^{n \times(K+1)} \leftarrow \mathbf{0} \quad \triangleright k\)-step propagated features
    \(\boldsymbol{T}_{0} \leftarrow \boldsymbol{x}\)
    for \(k=1\) to \(K\) do
        \(\boldsymbol{T}_{k} \leftarrow \boldsymbol{S} \boldsymbol{T}_{k-1}\)
    \(\boldsymbol{R} \in \mathbb{R}^{K+1} \leftarrow(R, 0,0, \ldots, 0)\)
    \(\boldsymbol{\beta} \leftarrow\) least squares solution of \(\binom{T}{R} \boldsymbol{\beta} \approx\binom{x}{0}\)
    Return: \(\boldsymbol{T} \boldsymbol{\beta}\)
```

Intuition. As noted above, if we set the regularization $R=0$, or more generally in the limit as $R \rightarrow 0$, the approximation error in Equation 5.4 is trivially minimized and results in $\boldsymbol{x}_{\text {ASGC }}=\boldsymbol{x}$; that is, the learned filter just ignores the graph structure and maps the input feature through unchanged. Nonzero regularization forces the least squares reconstruction to use the graph structure as it approximates the raw, unpropagated feature. Ideally, this results in a denoising effect that is able to extend beyond SGC's fixed smoothing along edges. For example, when a graph $\boldsymbol{S}$ is homophilous with respect to a node feature $\boldsymbol{x}$, in that neighbors tend to have similar feature values, the raw feature is correlated positively with the propagated version $\boldsymbol{S} \boldsymbol{x}$ of the feature. By contrast, when a graph is heterophilous with respect to a feature, the correlation is negative. The least squares in ASGC is able to adapt to both cases and exploit this correlation, as well as correlations that occur when repeatedly propagating features (i.e., correlations of $\boldsymbol{x}$ with $\boldsymbol{S}^{k} \boldsymbol{x}$ for $k>1$ ).

Further remarks. In theory, as $K$ is raised to higher values, $\boldsymbol{T}$ will provide a sufficiently high-rank basis that $\boldsymbol{x}_{\text {ASGC }}$ will be arbitrarily close to $\boldsymbol{x}$, even if $R$ is very high. Then ASGC would have essentially the same performance as using the raw feature. While this issue could be resolved by introducing a smaller regularization term for the remaining coefficients, we find that this is generally not a problem over reasonable values of $K$ on real-world graphs; hence, for simplicity, we do not introduce this further regularization.

Pseudocode to filter a single feature is given in Algorithm 10. This algorithm is applied independently to all features; note that this is trivially parallelizable across features. After this, as in SGC, the filtered features are passed as input to a logistic regression classifier for node classification. The core computations in Algorithm 10 are 1) creation of the matrix $\boldsymbol{T}$ by multiplying $\boldsymbol{x}$ by $\boldsymbol{S}$ up to $K$ times, for which the time complexity is $\mathcal{O}(m K)$, where $m$ is the number of edges; and 2) linear least
squares with a matrix of dimensionality $(n+1) \times(K+1)$, for which the complexity is $\mathcal{O}\left(n K^{2}\right)$.

Spectral Interpretation of ASGC. ASGC admits an interesting alternate interpretation based on a spectral view of Equation 5.4. Let $\boldsymbol{S}=\boldsymbol{Q} \operatorname{diag}(\boldsymbol{\lambda}) \boldsymbol{Q}^{\top}$ be an eigendecomposition of $\boldsymbol{S}$, and let $\boldsymbol{\gamma}=\boldsymbol{Q}^{-1} \boldsymbol{x}$, that is, $\boldsymbol{\gamma}$ is the graph Fourier transform of the feature $\boldsymbol{x}$. The central objective in ASGC is the norm of the residual of the least squares in Equation 5.4. As in Parseval's Theorem, due to the orthogonality of $\boldsymbol{Q}$, this norm is invariant under the graph Fourier transform:

$$
\left\|\boldsymbol{x}_{\mathrm{ASGC}}-\boldsymbol{x}\right\|^{2}=\|\boldsymbol{T} \boldsymbol{\beta}-\boldsymbol{x}\|^{2}=\left\|\boldsymbol{Q}^{\top}(\boldsymbol{T} \boldsymbol{\beta}-\boldsymbol{x})\right\|^{2}=\left\|\boldsymbol{Q}^{-1}(\boldsymbol{T} \boldsymbol{\beta}-\boldsymbol{x})\right\|^{2}
$$

Recall that each column of $\boldsymbol{T}$ is of the form $\boldsymbol{S}^{\boldsymbol{i}} \boldsymbol{x}$ for some nonnegative power $i$. Then

$$
\boldsymbol{Q}^{-1} \boldsymbol{S}^{i} \boldsymbol{x}=\boldsymbol{Q}^{-1}\left(\boldsymbol{Q} \operatorname{diag}(\boldsymbol{\lambda})^{i} \boldsymbol{Q}^{\top}\right)(\boldsymbol{Q} \boldsymbol{\gamma})=\operatorname{diag}(\boldsymbol{\lambda})^{i} \boldsymbol{\gamma},
$$

and the minimization objective can be written as

$$
\left\|\boldsymbol{x}_{\mathrm{ASGC}}-\boldsymbol{x}\right\|^{2}=\left\|\boldsymbol{Q}^{-1} \boldsymbol{T} \boldsymbol{c}-\boldsymbol{Q}^{-1} \boldsymbol{x}\right\|^{2}=\left\|\operatorname{diag}(\boldsymbol{\gamma}) \boldsymbol{V}_{\boldsymbol{\lambda}} \boldsymbol{\beta}-\boldsymbol{\gamma}\right\|^{2}=\left\|\operatorname{diag}(\boldsymbol{\gamma})\left(\boldsymbol{V}_{\boldsymbol{\lambda}} \boldsymbol{\beta}-\mathbf{1}\right)\right\|^{2},
$$

where, letting superscript oi denote the entrywise $i^{\text {th }}$ power of a vector,

$$
\boldsymbol{V}_{\boldsymbol{\lambda}}=\left(\boldsymbol{\lambda}^{\circ 0} ; \boldsymbol{\lambda}^{\circ 1} ; \boldsymbol{\lambda}^{\circ 2} ; \ldots ; \boldsymbol{\lambda}^{\circ K}\right)
$$

is the Vandermonde matrix of powers 0 to $K$ of the eigenvalues of $\boldsymbol{S}$. Note that multiplying $\boldsymbol{V}_{\boldsymbol{\lambda}}$ by the vector $\boldsymbol{\beta}$ yields the values of the polynomial with coefficients $\boldsymbol{\beta}$, evaluated at the eigenvalues $\boldsymbol{\lambda}$. Hence ASGC can be interpreted as fitting a $K$-degree polynomial over the graph's eigenvalues, with the target being all-ones. The value
the polynomial takes over each eigenvalue represents how the learned filter scales the component of the feature $\boldsymbol{x}$ which is along the direction of the corresponding eigenvector of $\boldsymbol{S}$; the all-ones target corresponds to a do-nothing filter. The least squares loss is weighed proportionately to the magnitude of this component at each eigenvalue. That $K$ is small, and the use of regularization on the zeroth coefficient, precludes the learned filter actually being the do-nothing filter, and instead results in a simple polynomial which adapts to the feature.

### 5.1.3 Motivating Example

We now use a synthetic network to demonstrate the capability of ASGC, and the potential deficiencies of SGC, at denoising a single heterophilous feature. We propose Featured SBMs, which augment stochastic block models (SBMs) [84] with a single feature; we note that our FSBMs can be seen as a simplified variant of recently studied Contextual SBMs 47].

Definition 11 (Featured SBM). An SBM graph $G$ has $n$ nodes partitioned into $r$ communities $C_{1}, C_{2}, \ldots, C_{r}$, with intra- and inter- community edge probabilities $p$ and q. Let $\boldsymbol{c}_{\mathbf{1}}, \boldsymbol{c}_{\mathbf{2}}, \ldots, \boldsymbol{c}_{\boldsymbol{r}} \in\{0,1\}^{n}$ be indicator vectors for membership in each community, i.e., the $j^{\text {th }}$ entry of $\boldsymbol{c}_{\boldsymbol{i}}$ is 1 if the $j^{\text {th }}$ node is in $C_{i}$ and 0 otherwise. A Featured SBM (FSBM) is such a graph model $G$, plus a feature vector $\boldsymbol{x}=\boldsymbol{f}+\boldsymbol{\eta} \in \mathbb{R}^{n}$, where $\boldsymbol{\eta} \sim \mathcal{N}\left(0, \sigma^{2} \boldsymbol{I}\right)$ is zero-centered, isotropic Gaussian noise and $\boldsymbol{f}=\sum_{i} \mu_{i} \boldsymbol{c}_{\boldsymbol{i}}$ for some $\mu_{1}, \mu_{2}, \ldots, \mu_{r} \in \mathbb{R}$, which are the expected feature values of each community.

We consider FSBMs with $n=1000$, 2 equally-sized communities $C_{+}$and $C_{-}$, feature means $\mu_{+}=+1$, and $\mu_{-}=-1$, and noise variance $\sigma=1$. Thus, there are 500 nodes in each community; calling these communities 'plus' and 'minus,' the feature mean is +1 for nodes in the former and -1 for the latter, to which standard normal noise is added. We generate different graphs by setting the expected degree of all nodes to 10 (that is, $\frac{1}{2}(p+q) \cdot n=10$ ), then varying the intra- and inter-community


Figure 5.1. Synthetic dataset visualization. Left: 3 sample adjacency matrices, from the highly heterophilous $(q \ll p)$ to the highly homophilous $(p \gg q)$; for visual clarity, these graphs are 10 times denser the description in Section 5.1.3. Right: Feature values by node; note the feature means.
edge probabilities $p$ and $q$ from $p \gg q$ (highly homophilous, in that 'plus' nodes are much more likely to connect to other 'plus' nodes than to 'minus' nodes) to $q \gg p$ (highly heterophilous, in that 'plus' nodes tend to connect to 'minus' nodes). See Figure 5.1 for illustration.

We seek to denoise the feature by exploiting the graph, which should result in the feature values moving towards the means of the respective communities. We employ SGC and our ASGC, both with number of hops $K=2$. Figure 5.2 (left) shows the deviation from the feature means after denoising. It also shows the proportion of nodes whose filtered feature differs from the community mean in sign, that is, the error when classifying nodes into $C_{+}$and $C_{-}$. By both metrics, ASGC outperforms SGC on heterophilous graphs, while SGC outperforms ASGC on homophilous graphs. Both methods can lose accuracy relative to just using the raw feature when the graph is neither homophilous nor heterophilous, that is, when the graph is not informative about the communities. However, the performance of ASGC increases similarly as the graph becomes either more heterophilous or homophilous, whereas SGC's performance improves significantly less in the heterophilous direction. Finally, the performance gap between the two is smaller on homophilous graphs, particularly on sign accuracy, suggesting that ASGC can better adapt to varying degrees of ho-



Figure 5.2. Left: Denoising results on the synthetic graphs using SGC and ASGC with number of hops $K=2$. 'Raw' shows the error when no filtering method is applied. ASGC and SGC are more effective at denoising on heterophilous and homophilous networks, respectively, and ASGC is more effective overall. Right: Distribution of the feature values before and after applying each of the filtering methods on a very heterophilous synthetic graph $\left(\frac{p-q}{p+q}=-9 / 10\right)$, separated by ground-truth communities. SGC tends to merge the two communities, while ASGC is able to keep them separated.
mophily/heterophily. We examine the highly heterophilous case in more detail in Figure 5.2 (right), which shows the distributions of the feature before and after filtering. The fixed propagation of SGC tends towards merging the two communities' feature distributions; by contrast, ASGC is able to keep them separated, preserves the feature means, and pulls the feature distributions towards the respective community means.

### 5.1.4 Theoretical Guarantees

To support our empirical investigation in Section 5.1.3, we now theoretically verify the limitations and capabilities of SGC and ASGC at denoising FSBM networks. For simplicity, we analyze SGC without the addition of a self-loop (that is, using $\boldsymbol{S}$ in Equation 5.1 rather than $\tilde{\boldsymbol{S}}$ ); the distinction between the two in the analysis vanishes as the number of intra-community edges grows, i.e., if $n \cdot p$ is high. Further, we assume that the regularization hyperparameter $R$ for ASGC is high, in which case the coefficient $\beta_{0}$ is fixed to zero, or equivalently, the column $\boldsymbol{S}^{0} \boldsymbol{x}$ is removed from
the Krylov matrix $\boldsymbol{T}$ in Equations 5.3 and 5.4. Finally, we analyze using expected adjacency matrices from the model, though we conjecture that via concentration bounds one could extend the following results to the sampled setting 173.

Two Community Case. We begin by analyzing FSBMs with 2 equally-sized communities. Unless otherwise specified, we use the same notation as Definition 11 .

Theorem 5.1.1 (Effect of SGC on Two-Community FSBM Networks). Consider FSBMs having 2 equally-sized communities with indicator vectors $\boldsymbol{c}_{\boldsymbol{u}}$ and $\boldsymbol{c}_{\boldsymbol{v}}$, expected adjacency matrix $\boldsymbol{A}$, and feature vector $\boldsymbol{x}=\boldsymbol{f}+\boldsymbol{\eta}$. Let $\boldsymbol{x}_{S G C}$ be the feature vector returned by applying SGC, with number of hops $K$, to $\boldsymbol{A}$ and $\boldsymbol{x}$. Further, let $\bar{\mu}=$ $\frac{1}{2}\left(\mu_{u}+\mu_{v}\right)$ be the average of the feature means. Then, $\boldsymbol{x}_{S G C}=\boldsymbol{f}^{\prime}+\theta_{u} \boldsymbol{c}_{\boldsymbol{u}}+\theta_{v} \boldsymbol{c}_{\boldsymbol{v}}$, where $\boldsymbol{f}^{\prime}=\lambda_{2}^{K} \boldsymbol{f}+\left(1-\lambda_{2}^{K}\right)(\bar{\mu} \mathbf{1})$, and $\theta_{u}$ and $\theta_{v}$ are both distributed according to $\mathcal{N}\left(0, \frac{1}{n}\left(1+\lambda_{2}^{2 K}\right) \sigma^{2}\right)$.

Proof. In expectation, an entry $A_{i j}$ of the adjacency matrix of the graph is $p$ if both $i, j \in C_{u}$ or both $i, j \in C_{v}$, and it is $q$ otherwise. The eigendecomposition $\boldsymbol{Q} \operatorname{diag}(\boldsymbol{\lambda}) \boldsymbol{Q}^{\top}$ of the associated normalized adjacency matrix $\boldsymbol{S}$ has two nonzero eigenvalues: $\lambda_{1}=1$, with eigenvector $\boldsymbol{q}_{\mathbf{1}}=(1 / \sqrt{n}) \mathbf{1}=(1 / \sqrt{n})\left(\boldsymbol{c}_{\boldsymbol{u}}+\boldsymbol{c}_{\boldsymbol{v}}\right)$, and $\lambda_{2}=\frac{p-q}{p+q}$, with $\boldsymbol{q}_{\boldsymbol{2}}=(1 / \sqrt{n})\left(\boldsymbol{c}_{\boldsymbol{u}}-\boldsymbol{c}_{\boldsymbol{v}}\right)$. In the following analysis, we use the fact that zero-centered, isotropic Gaussian distributions are invariant to rotation, meaning $\boldsymbol{Q}^{\top} \boldsymbol{\eta}=\boldsymbol{\eta}^{\prime} \sim$ $\mathcal{N}\left(0, \sigma^{2} \boldsymbol{I}\right)$ for any orthonormal matrix $\boldsymbol{Q}$.

$$
\begin{aligned}
\boldsymbol{x}_{\mathrm{SGC}}=\boldsymbol{S}^{K} \boldsymbol{x}= & \boldsymbol{Q} \operatorname{diag}(\boldsymbol{\lambda})^{K} \boldsymbol{Q}^{\top}\left(\mu_{u} \boldsymbol{c}_{\boldsymbol{u}}+\mu_{v} \boldsymbol{c}_{\boldsymbol{v}}+\boldsymbol{\eta}\right) \\
= & \boldsymbol{q}_{\mathbf{1}} \boldsymbol{q}_{\mathbf{1}}^{\top}\left(\mu_{u} \boldsymbol{c}_{\boldsymbol{u}}+\mu_{v} \boldsymbol{c}_{\boldsymbol{v}}+\boldsymbol{\eta}\right)+\lambda_{2}^{K} \boldsymbol{q}_{\boldsymbol{2}} \boldsymbol{q}_{\mathbf{2}}^{\top}\left(\mu_{u} \boldsymbol{c}_{\boldsymbol{u}}+\mu_{v} \boldsymbol{c}_{\boldsymbol{v}}+\boldsymbol{\eta}\right) \\
= & \boldsymbol{q}_{\mathbf{1}}\left(\frac{\sqrt{n}}{2}\left(\mu_{u}+\mu_{v}\right)+\eta_{1}^{\prime}\right)+\lambda_{2}^{K} \boldsymbol{q}_{\boldsymbol{2}}\left(\frac{\sqrt{n}}{2}\left(\mu_{u}-\mu_{v}\right)+\eta_{2}^{\prime}\right) \\
= & \left(\frac{1}{2}\left(\mu_{u}+\mu_{v}\right)+\frac{1}{\sqrt{n}} \eta_{1}^{\prime}\right)\left(\boldsymbol{c}_{\boldsymbol{u}}+\boldsymbol{c}_{\boldsymbol{v}}\right)+\lambda_{2}^{K}\left(\frac{1}{2}\left(\mu_{u}-\mu_{v}\right)+\frac{1}{\sqrt{n}} \eta_{2}^{\prime}\right)\left(\boldsymbol{c}_{\boldsymbol{u}}-\boldsymbol{c}_{\boldsymbol{v}}\right) \\
= & \lambda_{2}^{K}\left(\mu_{u} \boldsymbol{c}_{\boldsymbol{u}}+\mu_{v} \boldsymbol{c}_{\boldsymbol{v}}\right)+\left(1-\lambda_{2}^{K}\right) \cdot \frac{1}{2}\left(\mu_{u}+\mu_{v}\right)\left(\boldsymbol{c}_{\boldsymbol{u}}+\boldsymbol{c}_{\boldsymbol{v}}\right) \\
& +\frac{1}{\sqrt{n}}\left(\eta_{1}^{\prime}+\lambda_{2}^{K} \eta_{2}^{\prime}\right) \boldsymbol{c}_{\boldsymbol{u}}+\frac{1}{\sqrt{n}}\left(\eta_{1}^{\prime}-\lambda_{2}^{K} \eta_{2}^{\prime}\right) \boldsymbol{c}_{\boldsymbol{v}} \\
= & \lambda_{2}^{K} \boldsymbol{f}+\left(1-\lambda_{2}^{K}\right)(\bar{\mu} \mathbf{1})+\theta_{+} \boldsymbol{c}_{\boldsymbol{u}}+\theta_{-} \boldsymbol{c}_{\boldsymbol{v}},
\end{aligned}
$$

where $\theta_{ \pm}=\frac{1}{\sqrt{n}}\left(\eta_{1}^{\prime} \pm \lambda_{2}^{K} \eta_{2}^{\prime}\right)$, which has the specified distribution.
Note that $\lambda_{2}=\frac{p-q}{p+q} \in[-1,+1]$, with negative values indicating heterophily $(p<q)$ and positive values indicating homophily $(p>q)$. SGC only preserves the feature means in certain limiting cases. In particular, this occurs as $\lambda_{2} \rightarrow+1$, or as $\lambda_{2} \rightarrow-1$ if $K$ is even; then $\lambda_{2}^{K} \rightarrow 1$, so the expected filtered feature vector $\boldsymbol{f}^{\prime} \rightarrow \boldsymbol{f}$. On the other hand, if $\lambda_{2} \rightarrow 0$, then $\lambda_{2}^{K} \rightarrow 0$ and $\boldsymbol{f}^{\prime} \rightarrow \bar{\mu} \mathbf{1}$, that is, the feature value means are averaged between the communities. Finally, if $\lambda_{2} \rightarrow-1$ and $K$ is odd, then $\lambda_{2}^{K} \rightarrow-1$ and $\boldsymbol{f}^{\prime}=\bar{\mu} \mathbf{1}+(\bar{\mu} \mathbf{1}-\boldsymbol{f})=\mu_{v} \boldsymbol{c}_{\boldsymbol{u}}+\mu_{u} \boldsymbol{c}_{\boldsymbol{v}}$ : the feature value means are entirely exchanged across the communities. By contrast, ASGC preserves the means, while similarly reducing noise by an $\Omega(n)$ factor, with much looser restrictions on $\lambda_{2}$ and $K$ :

Theorem 5.1.2 (Effect of ASGC on Two-Community FSBM Networks). Consider FSBMs with $p \neq q$ having 2 equally-sized communities with community indicator vectors $\boldsymbol{c}_{\boldsymbol{u}}$ and $\boldsymbol{c}_{\boldsymbol{v}}$, expected adjacency matrix $\boldsymbol{A}$, and feature vector $\boldsymbol{x}=\boldsymbol{f}+\boldsymbol{\eta}$. Let $\boldsymbol{x}_{A S G C}$ be the feature vector returned by applying $A S G C$, with number of hops $K \geq 2$, to $\boldsymbol{A}$ and $\boldsymbol{x}$. Then $\boldsymbol{x}_{A S G C}=\boldsymbol{f}+\theta_{+}^{\prime} \boldsymbol{c}_{\boldsymbol{u}}+\theta_{-}^{\prime} \boldsymbol{c}_{\boldsymbol{v}}$, where $\theta_{+}^{\prime}$ and $\theta_{-}^{\prime}$ are both distributed according to $\mathcal{N}\left(0, \frac{2}{n} \sigma^{2}\right)$.

Proof. The least squares in ASGC is equivalent to projecting the feature $\boldsymbol{x}$ onto the column span of the Krylov matrix $\boldsymbol{T}=\left(\boldsymbol{S}^{1} \boldsymbol{x} ; \boldsymbol{S}^{2} \boldsymbol{x} ; \ldots ; \boldsymbol{S}^{K} \boldsymbol{x}\right)$. Observe that the column span of $\boldsymbol{T}$ is contained in the column span of $\boldsymbol{S}$. Further, $\boldsymbol{S}$ is rank-2 (by the assumption that $p \neq q$ ), so with probability 1 over the distribution of $\boldsymbol{\eta}$, as long as $K \geq 2$, the column span of $\boldsymbol{T}$ equals that of $\boldsymbol{S}$. Thus ASGC projects $\boldsymbol{x}$ onto the column span of $\boldsymbol{S}$, i.e., the span of $\boldsymbol{q}_{\mathbf{1}}, \boldsymbol{q}_{\mathbf{2}}$, the eigenvectors of $\boldsymbol{S}$. The following analysis proceeds exactly like the one for SGC, just without the terms for the eigenvalue $\lambda_{2}$, so we use the same notation and abbreviate the steps:

$$
\begin{aligned}
\boldsymbol{x}_{\mathrm{ASGC}} & =\boldsymbol{Q} \boldsymbol{Q}^{\top} \boldsymbol{x} \\
& =\boldsymbol{q}_{1} \boldsymbol{q}_{\mathbf{1}}^{\top}\left(\mu_{u} \boldsymbol{c}_{\boldsymbol{u}}+\mu_{v} \boldsymbol{c}_{\boldsymbol{v}}+\boldsymbol{\eta}\right)+\boldsymbol{q}_{\mathbf{2}} \boldsymbol{q}_{\mathbf{2}}^{\top}\left(\mu_{u} \boldsymbol{c}_{\boldsymbol{u}}+\mu_{v} \boldsymbol{c}_{\boldsymbol{v}}+\boldsymbol{\eta}\right) \\
& =\boldsymbol{f}+\theta_{+}^{\prime} \boldsymbol{c}_{\boldsymbol{u}}+\theta_{-}^{\prime} \boldsymbol{c}_{\boldsymbol{v}}
\end{aligned}
$$

where $\theta_{ \pm}^{\prime}=\frac{1}{\sqrt{n}}\left(\eta_{1}^{\prime} \pm \eta_{2}^{\prime}\right)$, which has the specified distribution.
Observe that in the sampled setting, standard matrix concentration results can be used to show that, while $\boldsymbol{S}$ will be full rank with high probability, it will have two outlying eigenvalues, corresponding to eigenvectors close to $\boldsymbol{q}_{1}$ and $\boldsymbol{q}_{\boldsymbol{2}}$ 173]. It is well known that the span of the Krylov matrix $\boldsymbol{T}$ will align well with these outlying eigendirections 158]. Thus, we expect the projection $\boldsymbol{Q} \boldsymbol{Q}^{\top} \boldsymbol{x}=\boldsymbol{Q} \boldsymbol{Q}^{\top} \boldsymbol{f}+\boldsymbol{Q} \boldsymbol{Q}^{\top} \boldsymbol{\eta}$ to still approximately preserve $\boldsymbol{f}$. At the same time, $\boldsymbol{Q} \boldsymbol{Q}^{T} \boldsymbol{\eta}$ is the projection of a random Gaussian vector $\boldsymbol{\eta}$ onto a fixed $K$-dimensional subspace. Thus, we will have $\left\|\boldsymbol{Q} \boldsymbol{Q}^{\top} \boldsymbol{\eta}\right\|_{2}^{2} \approx \frac{K}{n}\|\boldsymbol{\eta}\|_{2}^{2}$, so ASGC will still perform significant denoising when $K$ is small.

Multi-Community Case. We now prove generalizations of the preceding theorems for FSBMs that may have more than 2 communities, i.e., with $r \geq 2$ from Definition 11, and otherwise the same assumptions. The theorem statements and
their implications are essentially the same. The proofs are also similar in concept, just using a different projection matrix $\boldsymbol{Q}$, though the proof for the generalized Theorem 5.1.3 is significantly more involved.

Theorem 5.1.3 (Effect of SGC on FSBM Networks). Consider FSBMs having $r$ equally-sized communities with indicator vectors $\boldsymbol{c}_{\mathbf{1}}, \boldsymbol{c}_{\mathbf{2}}, \ldots, \boldsymbol{c}_{\boldsymbol{k}}$, expected adjacency matrix $\boldsymbol{A}$, and feature vector $\boldsymbol{x}=\boldsymbol{f}+\boldsymbol{\eta}$. Let $\boldsymbol{x}_{S G C}$ be the feature vector returned by applying $S G C$, with number of hops $K$, to $\boldsymbol{A}$ and $\boldsymbol{x}$. Further, let $\bar{\mu}=\frac{1}{r} \sum_{i} \mu_{i}$ be the average of the feature means. Then, $\boldsymbol{x}_{S G C}=\boldsymbol{f}^{\prime}+\sum_{i} \theta_{i} \boldsymbol{c}_{\boldsymbol{i}}$, where $\boldsymbol{f}^{\prime}=\lambda_{2}^{K} \boldsymbol{f}+(1-$ $\left.\lambda_{2}^{K}\right)(\bar{\mu} \mathbf{1})$, and each $\theta_{i}$ is distributed according to $\mathcal{N}\left(0, \frac{1}{n}\left(1+\lambda_{2}^{2 K}(r-1)\right) \sigma^{2}\right)$.

Proof. Let $\hat{\mathbf{1}}=(1 / \sqrt{n}) \mathbf{1}$, where $\mathbf{1}$ is the $n$-length all-ones vector. Also let $\boldsymbol{C}=$ $\left(\boldsymbol{c}_{\mathbf{1}} ; \boldsymbol{c}_{\mathbf{2}} ; \ldots ; \boldsymbol{c}_{\boldsymbol{r}}\right)$ and $\boldsymbol{Q}=(\sqrt{r / n}) \boldsymbol{C}$. Note that $\hat{\mathbf{1}}$ has norm 1 , and the columns of $\boldsymbol{Q}$ are orthonormal. Finally, let $\lambda_{2}=\frac{p-q}{p+(r-1) q}$. We we will not make use of this fact, but, as in the two-community case, this is still the second largest eigenvalue of $\boldsymbol{S}$, and it now has multiplicity $r-1$.

The expected adjacency matrix of the graph is

$$
\boldsymbol{A}=(p-q) \boldsymbol{C} \boldsymbol{C}^{\top}+q \mathbf{1} \mathbf{1}^{\top}=(p-q)(n / r) \boldsymbol{Q} \boldsymbol{Q}^{\top}+q n \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}
$$

and the expected degree vector is

$$
\boldsymbol{d}=\boldsymbol{A} \mathbf{1}=(p-q)(n / r) \mathbf{1}+q n \mathbf{1}=(p+(r-1) q)(n / r) \mathbf{1},
$$

yielding the expected normalized adjacency matrix

$$
\begin{aligned}
\boldsymbol{S} & =\frac{(p-q)(n / r) \boldsymbol{Q} \boldsymbol{Q}^{\top}+q n \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}}{(p+(r-1) q)(n / r)} \\
& =\lambda_{2} \boldsymbol{Q} \boldsymbol{Q}^{\top}+\frac{q r}{p+(r-1) q} \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top} \\
& =\lambda_{2} \boldsymbol{Q} \boldsymbol{Q}^{\top}+\left(1-\lambda_{2}\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top} \\
& =\left(\boldsymbol{Q} \boldsymbol{Q}^{\top}\right)\left(\lambda_{2} \boldsymbol{I}+\left(1-\lambda_{2}\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right) .
\end{aligned}
$$

Note that $\left(\boldsymbol{Q} \boldsymbol{Q}^{\top}\right)^{2}=\boldsymbol{Q} \boldsymbol{Q}^{\top}$ and $\left(\hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right)^{2}=\hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}$ since these are projection matrices. We show that

$$
\left(\lambda_{2} \boldsymbol{I}+\left(1-\lambda_{2}\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right)^{K}=\lambda_{2}^{K} \boldsymbol{I}+\left(1-\lambda_{2}^{K}\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}
$$

by induction as follows:

$$
\begin{aligned}
\left(\lambda_{2} \boldsymbol{I}+\left(1-\lambda_{2}\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right)^{K} & =\left(\lambda_{2} \boldsymbol{I}+\left(1-\lambda_{2}\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right)\left(\lambda_{2} \boldsymbol{I}+\left(1-\lambda_{2}\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right)^{K-1} \\
& =\left(\lambda_{2} \boldsymbol{I}+\left(1-\lambda_{2}\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right)\left(\lambda_{2}^{K-1} \boldsymbol{I}+\left(1-\lambda_{2}^{K-1}\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right) \\
& =\lambda_{2}^{K} \boldsymbol{I}+\left(\lambda_{2}\left(1-\lambda_{2}^{K-1}\right)+\left(1-\lambda_{2}\right) \lambda_{2}^{K-1}+\left(1-\lambda_{2}\right)\left(1-\lambda_{2}^{K-1}\right)\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top} \\
& =\lambda_{2}^{K} \boldsymbol{I}+\left(1-\lambda_{2}^{K}\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top} .
\end{aligned}
$$

Using this result and the fact that $\left(\boldsymbol{Q} \boldsymbol{Q}^{\top}\right)\left(\hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right)=\left(\hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right)\left(\boldsymbol{Q} \boldsymbol{Q}^{\top}\right)=\hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}$, we have

$$
\begin{align*}
\boldsymbol{S}^{K} & =\left(\left(\boldsymbol{Q} \boldsymbol{Q}^{\top}\right)\left(\lambda_{2} \boldsymbol{I}+\left(1-\lambda_{2}\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right)\right)^{K} \\
& =\left(\boldsymbol{Q} \boldsymbol{Q}^{\top}\right)^{K}\left(\lambda_{2} \boldsymbol{I}+\left(1-\lambda_{2}\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right)^{K} \\
& =\left(\boldsymbol{Q} \boldsymbol{Q}^{\top}\right)\left(\lambda_{2}^{K} \boldsymbol{I}+\left(1-\lambda_{2}^{K}\right) \hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right) . \tag{5.5}
\end{align*}
$$

Now, as in the two-community case, $\boldsymbol{Q}^{\top} \boldsymbol{\eta}=\boldsymbol{\eta}^{\prime} \sim \mathcal{N}\left(0, \sigma^{2} \boldsymbol{I}\right)$, yielding

$$
\begin{align*}
\boldsymbol{Q}^{\top} \boldsymbol{x} & =\boldsymbol{Q}^{\top}\left(\sum_{i} \mu_{i} \boldsymbol{c}_{\boldsymbol{i}}+\boldsymbol{\eta}\right) \\
& =(\sqrt{r / n})\left(\mu_{1}, \mu_{2}, \ldots, \mu_{r}\right)^{\top}+\left(\eta_{1}^{\prime}, \eta_{2}^{\prime}, \ldots, \eta_{r}^{\prime}\right)^{\top}, \\
\boldsymbol{Q} \boldsymbol{Q}^{\top} \boldsymbol{x} & =\sum_{i}\left(\mu_{i}+(\sqrt{r / n}) \eta_{i}^{\prime}\right) \boldsymbol{c}_{\boldsymbol{i}}, \text { and }  \tag{5.6}\\
\left(\hat{\mathbf{1}} \hat{\mathbf{1}}^{\top}\right)\left(\boldsymbol{Q} \boldsymbol{Q}^{\top}\right) \boldsymbol{x} & =\left(\frac{1}{r} \sum_{i}\left(\mu_{i}+(\sqrt{r / n}) \eta_{i}^{\prime}\right)\right) \boldsymbol{1}
\end{align*}
$$

Finally, combining these equations with the expression for $\boldsymbol{S}^{K}$, we have

$$
\begin{aligned}
\boldsymbol{x}_{\mathrm{SGC}}=\boldsymbol{S}^{K} \boldsymbol{x} & =\lambda_{2}^{K} \sum_{i}\left(\mu_{i}+(\sqrt{r / n}) \eta_{i}^{\prime}\right) \boldsymbol{c}_{\boldsymbol{i}}+\left(1-\lambda_{2}^{K}\right)\left(\frac{1}{r} \sum_{j}\left(\mu_{j}+(\sqrt{r / n}) \eta_{j}^{\prime}\right)\right) \boldsymbol{1} \\
& =\sum_{i}\left(\lambda_{2}^{K}\left(\mu_{i}+(\sqrt{r / n}) \eta_{i}^{\prime}\right)+\left(1-\lambda_{2}^{K}\right) \cdot \frac{1}{r} \sum_{j}\left(\mu_{j}+(\sqrt{r / n}) \eta_{j}^{\prime}\right)\right) \boldsymbol{c}_{\boldsymbol{i}} \\
& =\sum_{i}\left(\lambda_{2}^{K} \mu_{i}+\left(1-\lambda_{2}^{K}\right) \bar{\mu}+\lambda_{2}^{K}(\sqrt{r / n}) \eta_{i}^{\prime}+\left(1-\lambda_{2}^{K}\right) \cdot \frac{1}{r} \sum_{j}(\sqrt{r / n}) \eta_{j}^{\prime}\right) \boldsymbol{c}_{\boldsymbol{i}} \\
& =\boldsymbol{f}^{\prime}+\sum_{i}\left(\lambda_{2}^{K}(\sqrt{r / n}) \eta_{i}^{\prime}+\left(1-\lambda_{2}^{K}\right) \cdot \frac{1}{r} \sum_{j}(\sqrt{r / n}) \eta_{j}^{\prime}\right) \boldsymbol{c}_{\boldsymbol{i}},
\end{aligned}
$$

so the expectation $\boldsymbol{f}^{\prime}$ of the filtered feature is as desired. Further, letting the noise term summands be $\theta_{i} \boldsymbol{c}_{\boldsymbol{i}}$, we have

$$
\begin{aligned}
\theta_{i} & =\lambda_{2}^{K}(\sqrt{r / n}) \eta_{i}^{\prime}+\left(1-\lambda_{2}^{K}\right) \cdot \frac{1}{r} \sum_{j}\left((\sqrt{r / n}) \eta_{j}^{\prime}\right) \\
& =\left(\lambda_{2}^{K}+\frac{1}{r}\left(1-\lambda_{2}^{K}\right)\right)(\sqrt{r / n}) \eta_{i}^{\prime}+\left(1-\lambda_{2}^{K}\right)\left(\frac{1}{r} \sum_{j \neq i}(\sqrt{r / n}) \eta_{j}^{\prime}\right),
\end{aligned}
$$

which is normally distributed with mean 0 and variance

$$
\begin{aligned}
& \left(\lambda_{2}^{K}+\frac{1}{r}\left(1-\lambda_{2}^{K}\right)\right)^{2} \cdot \frac{r}{n} \sigma^{2}+\left(1-\lambda_{2}^{K}\right)^{2} \cdot \frac{1}{r^{2}}(r-1) \cdot \frac{r}{n} \sigma^{2} \\
= & \frac{\sigma^{2}}{n}\left(\left(r \lambda_{2}^{K}+\left(1-\lambda_{2}^{K}\right)\right)^{2} \cdot \frac{1}{r}+\left(1-\lambda_{2}^{K}\right)^{2}\left(1-\frac{1}{r}\right)\right) \\
= & \frac{\sigma^{2}}{n}\left(1+\lambda_{2}^{2 K}(r-1)\right),
\end{aligned}
$$

so the noise variance is also as desired.

Theorem 5.1.4 (Effect of ASGC on FSBM Networks). Consider FSBMs with $p \neq$ $q$ having $r$ equally-sized communities with indicator vectors $\boldsymbol{c}_{\mathbf{1}}, \boldsymbol{c}_{\mathbf{2}}, \ldots, \boldsymbol{c}_{\boldsymbol{k}}$, expected adjacency matrix $\boldsymbol{A}$, and feature vector $\boldsymbol{x}=\boldsymbol{f}+\boldsymbol{\eta}$. Let $\boldsymbol{x}_{A S G C}$ be the feature vector returned by applying $A S G C$, with number of hops $K \geq r$, to $\boldsymbol{A}$ and $\boldsymbol{x}$. Then, $\boldsymbol{x}_{A S G C}=$ $\boldsymbol{f}+\sum_{i} \theta_{i}^{\prime} \boldsymbol{c}_{\boldsymbol{i}}$, where each $\theta_{i}^{\prime}$ is distributed according to $\mathcal{N}\left(0, \frac{r}{n} \sigma^{2}\right)$.

Proof. Following the same argument as for the two-community case, the least squares in ASGC is equivalent to projecting the feature $\boldsymbol{x}$ onto the column span of the Krylov
matrix $\boldsymbol{T}=\left(\boldsymbol{S}^{1} \boldsymbol{x} ; \boldsymbol{S}^{2} \boldsymbol{x} ; \ldots ; \boldsymbol{S}^{K} \boldsymbol{x}\right)$. The column span of $\boldsymbol{T}$ is contained in the column span of $\boldsymbol{S}$, and since $\boldsymbol{S}$ is rank- $r$ (by the assumption that $p \neq q$ ), with probability 1 over the distribution of $\boldsymbol{\eta}$, as long as $K \geq r$, the column span of $\boldsymbol{T}$ equals that of $\boldsymbol{S}$; by Equation 5.5 for $\boldsymbol{S}$, this span is exactly that of the community indicator matrix $\boldsymbol{Q}$. Thus, ASGC is equivalent to multiplication of the feature $\boldsymbol{x}$ by the projection matrix $\boldsymbol{Q} \boldsymbol{Q}^{\top}$, for which we use Equation 5.6 as follows:

$$
\begin{aligned}
\boldsymbol{x}_{\mathrm{ASGC}} & =\boldsymbol{Q} \boldsymbol{Q}^{\top} \boldsymbol{x} \\
& =\sum_{i}\left(\mu_{i}+(\sqrt{r / n}) \eta_{i}^{\prime}\right) \boldsymbol{c}_{\boldsymbol{i}} \\
& =\boldsymbol{f}+\sum_{i}(\sqrt{r / n}) \eta_{i}^{\prime} \boldsymbol{c}_{\boldsymbol{i}} \\
& =\boldsymbol{f}+\sum_{i} \theta_{i}^{\prime} \boldsymbol{c}_{\boldsymbol{i}},
\end{aligned}
$$

where $\theta_{i}^{\prime}=(\sqrt{r / n}) \eta_{i}^{\prime}$, which has the specified distribution.

### 5.1.5 Related Work

Deep graph models. As discussed previously, the SGC algorithm is a drastic simplification of the graph convolutional network (GCN) model [94]. GCNs learn a sequence of node representations that evolve via repeated propagation through the graph and nonlinear transformations. The starting node representations $\boldsymbol{H}^{(0)}$ are set to the input feature matrix $\boldsymbol{X} \in \mathbb{R}^{n \times f}$, where $f$ is the number of features. The $k^{\text {th }}$ _ step representations are $\boldsymbol{H}^{(k)}=\sigma\left(\boldsymbol{S H}{ }^{(k-1)} \boldsymbol{\Theta}^{(k)}\right)$, where $\boldsymbol{\Theta}^{(k)}$ is the learned linear transformation matrix for the $k^{\text {th }}$ layer and $\sigma$ is a nonlinearity like ReLU. After $K$ such steps, the representations are used to classify the nodes via a softmax layer, and the whole model is trained end-to-end via gradient descent. [197] observe that if the nonlinearities are ignored, all of the linear transformations collapse into a single one, while the repeated multiplications by $\boldsymbol{S}$ collapse into a single one by $\boldsymbol{S}^{K}$; this yields their algorithm of the SGC filter (Equation 5.1) followed by logistic regression. GCNs
have spawned streamlined versions like FastGCN [36], as well as more complicated variants like graph isomorphism networks (GINs) [199] and graph attention networks (GATs) [188]; despite being much simpler and faster than these competitors, SGC manages similar performance on common benchmarks, though, based on the analysis of [135], this may be due in part to the simplicity of the benchmark datasets in that they mainly exhibit homophily/assortativity.

Addressing heterophily. Like our work, some other recent methods attempt to address node heterophily. 65] and [211] augment classical feature propagation and GCNs, respectively, to accommodate heterophily by modifying feature propagation based on node classes. 212] and 201] analyze common structures in heterophilous graphs and the failure points of GCNs, then propose GCN variants based on their analyses. The Geom-GCN paper [142] introduces several of the real-world heterophilous networks which are commonly used in related papers, including this one. Their method allows for long-range feature propagation based on similarity of pre-trained node embeddings. The preceding is just a sample of recent works in this area, which has seen a surge of activity [116, 117, 179]. We note that, like the GNN method of 94] but unlike SGC and our ASGC, almost all of these methods are based on deep learning and are trained via backpropagation through repeated feature propagation and linear transformation steps, and hence incur an associated speed and memory requirement. Understanding and implementing these methods is also more complicated relative to our method, which just constitutes a learned feature filter and logistic regression. We mainly compare our results with the deep method which is most similar to ours, Generalized PageRank GNN (GPR-GNN) [38]. Like ASGC, GPR-GNN produces node representations by linear combination of propagated versions of node features; unlike ASGC, the raw features are first transformed by a neural network, and parameters for this network, as well as the linear combination coefficients, are learned by back-
propagation using the known node labels. To our knowledge, our work is the first to show that heterophily can be handled using just feature pre-processing.

### 5.1.6 Empirical Performance

We test the performance of ASGC for the node classification task on a benchmark of real-world datasets given in Table 5.1, and compare with SGC and several deep methods.

Real-world datasets. We experiment on 10 commonly-used datasets, the same collection of datasets as 38]. Cora, Citeseer, and Pubmed are citation networks which are common benchmarks for node classification 166, 130; these have been used for evaluation on the GCN [94] and GAT 188] papers, in addition to SGC itself. The features are bag-of-words representations of papers, and the node labels give the topics of the paper. Computers and Photo are segments of the Amazon co-purchase graph 121, 168]; features are derived from product reviews, and labels are product categories. These first 5 datasets are considered assortative/homophilous; the remaining 5 datasets, which are disassortative/heterophilous, come from the Geom-GCN paper 142], which also introduces the following measure of of a network's homophily: $H(\mathcal{G})=\frac{1}{|V|} \sum_{v \in V} \frac{\# v \text { 's neighbors with the same label as } v}{\# \text { neighbors of } v} \in[0,1]$. We include this statistic in Table 5.1. The latter 5 datasets have much lower values of $H(\mathcal{G})$. Chameleon and SQuirrel are hyperlink networks of pages in Wikipedia which concern the two topics [157. Features derive from text in the pages, and labels correspond to the amount of web traffic to the page, split into 5 categories. Actor is the actor-only induced subgraph of the film-director-actor-writer network of 183]. Nodes and edges represent actors and co-occurrence on a Wikipedia page. Features are based on keywords on the webpage, and labels derive from the number of words on the page, split into 5 categories. Finally, Texas and Cornell are hyperlink networks from university

Table 5.1. Network statistics for experiments in Section 5.1, separated by homophilous vs heterophilous.

| Dataset | Cora | CITE. | PubM. | COMP. | Photo | Cham. | SQUI. | ACTOR | TEXAS | CorN. |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| Nodes | 2708 | 3327 | 19717 | 13752 | 7650 | 2277 | 5201 | 7600 | 183 | 183 |
| Edges | 5278 | 4552 | 44324 | 245861 | 119081 | 31421 | 198493 | 26752 | 295 | 280 |
| Features | 1433 | 3703 | 500 | 767 | 745 | 2325 | 2089 | 932 | 1703 | 1703 |
| Classes | 7 | 6 | 3 | 10 | 8 | 5 | 5 | 5 | 5 | 5 |
| $H(\mathcal{G})$ | 0.825 | 0.718 | 0.792 | 0.802 | 0.849 | 0.247 | 0.217 | 0.215 | 0.057 | 0.301 |

websites 42]; features derive from webpage text, and the labels represent the type of page: student, project, course, staff, or faculty.

Implementation. The SGC and ASGC algorithms are implemented in Python using NumPy [79] for least squares regression and other linear algebraic computations. We use scikit-learn 141 for logistic regression with 1,000 maximum iterations and otherwise default settings. For our implementations of SGC and ASGC, we treat each network as undirected, in that if edge $(i, j)$ appears, we also include edge $(j, i)$. Like [38], we use random $60 \% / 20 \% / 20 \%$ splits as training/validation/test data for the 5 heterophilous datasets, as in [142], and use random $2.5 \% / 2.5 \% / 95 \%$ splits for the homophilous datasets, which is closer to the original setting from 94 and 168 . We release code in the form of a Jupyter notebook [143] demo which is available at github.com/schariya/adaptive-simple-convolution.

Hyperparameter settings. We tune the number of hops over $K \in\{1,2,4,8\}$, roughly covering the range analyzed in 197, and the regularization strength $R=$ $\sqrt{n \cdot R^{\prime}}$ over $\log _{10}\left(R^{\prime}\right) \in\{-4,-3,-2,-1,0\}$. This dependency on the number of nodes $n$ allows the regularization loss to scale with the least squares loss, which generally grows linearly with $n$.

Classification results. We apply our implementations of SGC and ASGC to these datasets and report the mean test accuracy across 10 random splits of the data. As a baseline, we also report the accuracy of logistic regression on the 'raw,' unfiltered


Figure 5.3. Test classification accuracy on the benchmark of datasets from Table 5.1 for selected methods: 2 non-deep, SGC and ASGC; and 3 deep, GCN, Geom-GCN, and GPR-GNN. Error bars show the $95 \%$ confidence intervals. SGC is generally competitive with the deep methods on the homophilous datasets (top row), but not so on the heterophilous ones, whereas ASGC is competitive throughout.
features, ignoring the graph. We compare to results from [38] for 9 deep methods applied to these datasets. These methods are 1) a multi-layer perceptron which ignores the graph; 2) GCN; 3) GAT; 4) SAGE [78]; 5) JKNet [200]; 6) GCN-Cheby [46]; 7) Geom-GCN; 8) APPNP [95]; and 9) GPR-GNN.

We plot accuracies for selected methods in Figure 5.3. In addition to SGC and ASGC, we include 3 deep methods: 'vanilla' GCN; Geom-GCN, which originated the heterophilous datasets; and GPR-GNN, a recent method claiming state-of-the-art performance. We find that SGC is generally competitive with the deep methods on the homophilous datasets, but not so on the heterophilous ones, whereas ASGC is generally competitive throughout. Interestingly, the datasets on which GPR-GNN significantly outperforms ASGC (PubMed, Actor, Texas, Cornell) are exactly those on which a multi-layer perceptron significantly outperforms logistic regression; note that the latter two methods both ignore the graph. This suggests that the some nonlinear processing of the node features may be key to performance on these


Figure 5.4. Test accuracy as a proportion of the best method's accuracy; mean and minimum performance over the 10 networks. The 3 non-deep (logistic regression) methods are on the left. ASGC achieves the highest minimum performance, and is competitive with GPR-GNN on the mean.
networks, separate from how the graph is exploited. To compactly compare all 12 of the methods across these 10 datasets, we aggregate the performance across the datasets as follows. For each dataset, we calculate the accuracy of each method as a proportion of the accuracy of the best method. We plot the mean and the minimum across the 10 datasets of each method's proportional accuracies. See Figure 5.4. GPRGNN and ASGC achieve the highest mean performance. Further, ASGC achieves the highest minimum performance: at worst, it achieves over $90 \%$ of the best method's test accuracy on each of the datasets.

### 5.1.7 Conclusion

Building on SGC, we propose a feature filtering technique, ASGC, based on feature propagation and least-squares regression. We propose a natural class of synthetic featured networks, FSBMs, and show both empirically and with theoretical guarantees that ASGC can denoise both homophilous and heterophilous FSBMs, whereas SGC is inappropriate for the latter. Further, we find that ASGC is generally competitive with recent deep learning-based methods on a benchmark of real-world datasets, covering both homophilous and heterophilous networks. Our results suggest that deep learning is not strictly necessary for handling heterophily, and that even a simple feature pre-
processing method can be competitive. We hope that, like SGC, ASGC can serve as a good first method to try, especially for node classification on heterophilous networks, and a baseline for future works.

## CHAPTER 6

## CONCLUSION

To characterize the power and limitations of modern node embedding methods, especially in contrast to classical spectral embedding, we have explored the roles of three central factors: linear algebraic constraints, nonlinearities, and randomness. We find that the constraint of positive semi-definiteness imposed by some embedding methods can be restrictive: perhaps surprisingly, even for undirected graphs, factorizations of the adjacency matrix of the form $\boldsymbol{A} \approx \boldsymbol{X} \boldsymbol{Y}^{\top}$ can be significantly more expressive than those of the form $\boldsymbol{A} \approx \boldsymbol{X} \boldsymbol{X}^{\top}$. In Sections 3.1 and 3.2, we show that, when coupled with a nonlinearity, the former is provably highly expressive: we provide several guarantees for exact embedding in the $\boldsymbol{A} \approx \sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)$ and $\boldsymbol{A} \approx \sigma\left(\boldsymbol{B} \boldsymbol{B}^{\top}-\boldsymbol{C}^{\top}\right)$ models. In Section 2.1, we also find empirically that much of the performance gain of modern methods, e.g., in node classification tasks, can be attributed to the (possibly implicit) addition of a nonlinearity, and we explore possible explanations in that section and in Section 2.2. Finally, we look beyond matching a single graph to expressing distributions over graphs, which can be seen as arising from graph models with random node embeddings rather than deterministic ones. In Section 4.1, we establish an inherent trade-off between a model's ability to produce a diverse set of graphs, and its ability to produce graphs with certain (often realistic) properties such as high triangle count. We also show, in Section 4.2, how more complex dependency structures amongst the random node embeddings' distributions can yield provably more expressive graph models.

Future directions include extensions of the expressiveness guarantees, which could come in several varieties. First, the guarantees in this thesis all assume that the embeddings can be represented with infinite precision. Considering limited precision would better reflect real-world usage, and may also inspire new constructions of exact embeddings, similar to the polynomial interpolation-based ones in Sections 3.1 and 3.2, but with better performance in downstream applications. Further, we only look here at guarantees of capacity of certain graph models, but we have not provided any guarantees for fitting the models. The possibility of such guarantees raises several questions. For example, provided a $k$-dimensional exact embedding of a graph exists, under what circumstances is gradient descent guaranteed to find an exact embedding? Also, more broadly, how do embeddings produced by gradient descent differ from the ones produced by our polynomial-based constructions? Finally, as perhaps the most straightforward kind of extension, here we focus on guarantees for embedding the simplest kind of undirected graphs, but there are other settings to explore, including directed graphs, temporal graphs, multiplex graphs, etc.

Shifting to longer-term implications and directions from this thesis, much of the work here explores what is gained by nonlinearity, e.g., the power of $\boldsymbol{A} \approx \sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)$ vs $\boldsymbol{A} \approx \boldsymbol{X} \boldsymbol{Y}^{\top}$. While we can prove that the former model is significantly more expressive than the latter, adding nonlinearity is less fruitful in other settings: as we show in Section 5.1, for filtering of node features, a linear algebraic method can compete with deep methods. Given that nonlinearity can add computational complexity, and can make theoretical analysis more difficult, a potentially fruitful goal is achieving a predictive understanding of when and what kind of nonlinearity is necessary for different graph tasks. Besides this, focusing on an important case where we have shown that nonlinearity is fruitful - exact low-rank representation of graphs with the $\boldsymbol{A} \approx \sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right)$ model - another direction is treating such an exact embedding as a way of representing the graph, and developing mathematical tools to exploit this
representation for computational gains. For example, multiplying vectors by the adjacency matrix of a graph ("matvecs" with $\boldsymbol{A}$ ), are a key primitive in various spectral graph methods - can these matvecs be sped up if provided an exact embedding of the graph? Specifically, given a vector $\boldsymbol{v} \in \mathbb{R}^{n}$ and an exact embedding $\boldsymbol{X}, \boldsymbol{Y} \in \mathbb{R}^{n \times k}$ with $k \ll n$, is it possible to exploit the low-rank structure and approximate the matvec $\boldsymbol{A} \boldsymbol{v} \approx \sigma\left(\boldsymbol{X} \boldsymbol{Y}^{\top}\right) \boldsymbol{v}$ in sub-quadratic, that is, $o\left(n^{2}\right)$, time? If so, the guarantees we provide here on the capacity of nonlinear low-rank factorizations of graphs may be channeled into new runtime guarantees for graph algorithms. Finally, we look towards applications of the results in this thesis beyond machine learning on graph data. In particular, graph methods are closely related to kernel machines and selfattention, as each of these three areas centers on some similarity matrix. For this reason, perhaps our approaches here can yield some fresh insights for these methods as well.
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