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Conductive Tracks in Carbon Implanted Titania Nanotubes:
Atomic-Scale Insights from Experimentally Based Ab Initio
Molecular Dynamics Modeling

Alexander Holm,* Astrid Kupferer, Stephan Mändl, Andriy Lotnyk, and Stefan G. Mayr*

Ion implantation of titania nanotubes is a highly versatile approach for
tailoring structural and electrical properties. While recently self-organized
nanoscale compositional patterning has been reported, the atomistic
foundations and impact on electronic structure are not established at this
point. To study these aspects, ab initio molecular dynamic simulations based
on atomic compositions in C implanted titania nanotubes according to elastic
recoil detection analysis are employed. Consistent with experimental data,
carbon accumulates in chainlike precipitates, which are favorable for
enhancing conductivity, as revealed by density-functional theory electronic
ground states calculations are demonstrated.

1. Introduction

TiO2 nanotube arrays constitute a multifunctional materials sys-
tem that has attracted significant interest in a broad range of
applications during the past decade, ranging from solar cells
and photocatalysts to sensors, implants and tissue cultivation
platforms.[1–7] This versatility across different scientific disci-
plines can be traced back to highly tunable structural and elec-
tronic properties that affect physics, chemistry as well as biomed-
ical features of TiO2 nanotubes. While key structure–property
relationships have been unveiled, recipes for tailored nanotube
synthesis have been proposed which include anodization[8]

as well as post-anodization modification.[9–12] Among those,
ion implantation is showing promise as a tool for precisely
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tailoring structural and electronic
properties.[13–16] This also includes
nanoscale chainlike compositional pat-
terning, which arises upon carbon ion
implantation and will be in the center of
focus of the present manuscript.
Within the framework of driven al-

loys, we previously derived a continuum
model based on the Cahn and Hillard
approach[17] complemented with a linear
stability analysis[18,19] to describe the dy-
namical pattern formation (cf. Figure 1) ob-
served in C implanted titania nanotubes.[20]

The atomic species detected in the nan-
otube arrays by scanning transmission elec-
tron microscopy (STEM) are Ti, C, O,

and F.[20] Additionally, the present study takes hardly localizable
H into account which is abundant in the samples. Owing to simi-
lar atomic sizes among C, O, and F and their amorphous arrange-
ments combinedwith sample thicknesses beyond few atomic lay-
ers, deriving short-range orders suitable for electronic structure
calculations frommeasurements is currently not accessible. Un-
derstanding the atomic structure at short-range, however, is nec-
essary for predicting the electronic structure in the C implanted
titania nanotubes.
Consequently, in the present study we unveil the atomic scale

kinetics of the previously described dynamical pattern formation
using ab initio molecular dynamics (AIMD) based on irradiation-
enhanced diffusion and elastic recoil detection analysis (ERDA).
We chose the AIMD approach because it allows for predicting tra-
jectories of systems which comprise up to a few hundred atoms
over short time scales while providing accurate atomic interac-
tions. In the early stages, the approach has proven in the simu-
lation of liquids and quenches using Si and SiO2,

[21–23] compa-
rable to kinetics in irradiation-induced thermal spikes.[24] In the
present study, the simulations were performed with an AIMD
setup implemented in the CP2K code suite,[25] which has been
used for different recent studies on TiO2 as well.

[26–28]

The starting point in this work is the creation of an amorphous
simulation cell which respects the stoichiometry obtained from
ERDA on implanted titania nanotube arrays. From this point on,
trajectories of the system are calculated which represent a high
diffusivity; an aspect which is important for time propagation of
the presently studied system. It is established that ion implan-
tation induces materials transport, that is radiation enhanced
diffusion[20,24] mediated by i) thermally activated and ii) ballis-
tic mechanisms. While (i) and (ii) act on different length scales,

Adv. Theory Simul. 2022, 5, 2200063 2200063 (1 of 7) © 2022 The Authors. Advanced Theory and Simulations published by Wiley-VCH GmbH

http://www.advtheorysimul.com
mailto:alexander.holm@iom-leipzig.de
mailto:stefan.mayr@iom-leipzig.de
https://doi.org/10.1002/adts.202200063
http://creativecommons.org/licenses/by-nc-nd/4.0/


www.advancedsciencenews.com www.advtheorysimul.com

Figure 1. High-angle annular dark-field (HAADF) and scanning transmis-
sion electron microscopy(STEM) images, resolved for C and O, of C im-
planted titania nanotubes. The chemical mapping is achieved with energy-
dispersive X-ray spectroscopy (EDX). As can be deduced from comparing
the C and O STEM data, a pattern formation driven by ion implantation
takes place. This effect was also observed within a coarse-grained contin-
uum picture.[20]

their prevalence can be linked to thermal-spike-like regions and
recoils within collision cascades, respectively. In view of these
distinct mechanisms, selected structures along the trajectories
are quenched and subsequently structurally relaxed to study elec-
tronic ground state properties based on density functional theory
(DFT) and eventually discuss conductivity.
We will show that carbon arranges in nanoscale chainlike pre-

cipitates that establish conductive tracks for enhancing electrical
conductivity. This extends our understanding of implantation-
induced phase tuning in titania nanotubes to an atomistic pic-
ture.

2. Results and Discussion

2.1. Simulation Cell Based on Elastic Recoil Detection Analysis

ERDA was performed over the entire height of the implanted
nanotubes (≈570 nm). Except for inhomogeneities near surface
and substrate, the atomic composition is relatively homogeneous
in the region where most of the energy dissipates during im-
plantation (cf. Supporting Information). Therefore, the average
atomic composition is used as a basis to study overall trends.
The average stoichiometry revealed by ERDA is 33.8% Ti, 1.9%
F, 54.1% O, 7.1% C, and 3.1% H. This stoichiometry was imple-
mented in the amorphous simulation cell by replacing Ti and O
sites with corresponding defect atoms in such a way that these
defects were distributed as homogeneously as possible and the
average distance between the nearest defect sites wasmaximized.
Based on this scheme, we tried to exclude initially unknown ef-
fects of particular defect accumulations and resulting short-range
orders. Additionally, the overall charge of the simulation is bal-
anced according to the formal oxidation states of the employed
elements (Ti +4, F −1, O −2, C −4, H +1), which translates to
a representative Ti72F4O116C15H8 configuration, comprising 215
atoms in total. The resulting initial distribution of H, C, and F
without the surrounding Ti and O atoms is schematically shown
in Figure 2a).

2.2. AIMD Trajectory and Evolution of the Short-Range Order

Generally, the process of ion implantation alters the target ma-
terials in different ways and across different scales, one aspect
being the diffusivity enhanced by the radiation (see for example
refs. [30–32] and references therein). Furthermore, diffusion in
irradiated systems needs to be understood in terms of two dis-
tinct mechanisms and their interplay. Short-range random walk
type diffusion above the critical temperature of the mode cou-
pling theory[33] (TC ≈ 1492 K for TiO2

[24]) in thermal spikes and
long-range ballistic diffusion due to collisions involving high ki-
netic energies.[34] Both these mechanisms contribute to viscous
flow in the irradiated glassy system, as shown previously.[15,16,20]

Especially at lower temperatures, viscous flow prevails as a man-
ifestation of shear instabilities due to irradiation-induced point
defects, namely, shear transformation zones.[35,36] These effects
of flow and enhanced diffusivity on the atomic level are imposed
on the AIMD trajectories by increasing the canonical ensemble
temperature to 3000 K. This regime is chosen, as it compares
well with those temperatures obtained by previous studies on
irradiation-induced thermal spikes in amorphous TiO2 on short
time scales.[24]

In the course of the simulations, an unambiguous trend can be
identified which predicts preferred short-range orders of neigh-
boring C atoms. This tendency culminates in the formation of
chainlike C precipitates. This catenation is typical for C and as
well consistent with recently reported results based on STEM
measurements,[20] where accumulation of C in domains is ob-
served, assuming interconnection of these domains via network-
like structures. However, a detailed domain shape resolved on the
atomic level is experimentally hardly accessible. The C chain for-
mation process was also confirmed for smaller amorphous sys-
tems accommodating 98 atoms, which is shown in the Support-
ing Information.
The highly mobile H atoms in the simulation cell are observed

in different intermediate metastable states, such as H2, OH, and
CH groups. After quenching, the H atoms reside predominantly
bonded to C or O. The F atoms, on the other hand, remain bound
to Ti throughout the simulations. Overall, the amorphous struc-
ture of the simulation cell persists, as can be seen from the radial
distribution functions and Voronoi-derived neighborhood coor-
dinations presented in the Supporting Information. Particularly,
the Ti neighborhood coordinations reveal a relevant percentage
of fourfold (20 %) and fivefold (37.5 %) coordinated Ti, compared
to sixfold (37.5 %) coordinated Ti occurring in crystalline TiO2
phases. The observed sixfold coordinated Ti resembles uncon-
nected distorted octahedral structures with neighboring atoms.
The Ti−O bond lengths spread within a range of ± 0.2Å around
those observed in crystalline phases, which is an additional man-
ifestation of the amorphous character.[26]

For further discussions on distinctive emerging configura-
tions, especially for subsequent DFT ground state calculations,
two exemplary cases along the trajectory of the canonical en-
semble at elevated temperature are chosen to be quenched. The
decision about the two to-be-quenched cases was made in light
of the two competing diffusion mechanisms: thermal activation
and repeated quenches may drive the system toward thermo-
dynamically more equilibrated ordered states, whereas ballistic
contributions impose randomization by continuously disrupting
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Figure 2. a) Molecular dynamics snapshot[29] of the simulation cell at the initial state s0, sowing the H, C, and F defects only, which are embedded in
the hidden amorphous TiO2 matrix, b) dipole moments on the C atoms, c) bond order sums of the C atoms, and d) scatter plot to show the connection
between atomic dipole moment and bond order sum. Below, snapshots and plots of the same properties for (e–h) progressed state s1 with smaller
unconnected C precipitates and (i–l) progressed state s2 accommodating an extended chainlike C precipitates of seven atoms.

emerged orders. In this sense, the first case resembles a config-
uration along the trajectory obtained after ≈2 ps which accom-
modates smaller C precipitates: a chain of four atoms and two
pairs of connected C atoms (shown in Figure 2e, further on re-
ferred to as s1). Compared to this, the second case resembles a
configuration obtained after ≈5 ps which accommodates a more
extended C chain of seven atoms (shown in Figure 2i and further
on referred to as s2). The parameters for the exponential quench
temperature curve were fitted directly to the cooling rate observed
in thermal spikes in amorphous TiO2.

[24]

2.3. Enthalpy and Dipole Moments

A first measure to discuss the observed structures are the cal-
culated ground state energies. The simulation cells of all three
considered cases, comprising the initial state (denoted by s0) and
both the propagated states with varying C chain lengths, were ge-
ometrically optimized. Without stresses and therefore mechani-
cal contributions, the enthalpy difference with respect to the ini-
tial state s0 → s1∕2 becomes equivalent to the internal energy dif-
ference

ΔH(s0 → s1∕2) = ΔU(s0 → s1∕2) = U(s1∕2) −U(s0) (1)

with U(s
𝛼
) referring to the calculated ground state energies.

Both employed DFT approaches confirm that the states which
accommodate the chainlike C structures are energetically more
favorable. The PW-SP+U (cf. Experimental Section) approach
predicts −112 meV atom−1 for the progressed state with smaller
precipitates (cf. Figure 2e) and −160 meV atom−1 for the state
with the larger C chain (cf. Figure 2i), whereas the GPW (cf. Ex-
perimental Section) approach predicts −68 meV atom−1 for the
first and −110 meV atom−1 for the latter case. Discrepancies re-
sult from differences in the electronic ground states, as pointed
out in Section 4.
These lower ground state energies can be considered as one

aspect for the formation of the C precipitates. Driven by dif-
fusion, the simulation cell is allowed to explore the configura-
tion space and maintain structures which are energetically fa-
vorable. A different mechanism for the formation of C precip-
itates to be discussed is van der Waals interactions between
atomic dipoles. For evaluating these dispersion effects,[37] DFT
ground states were calculated both with this option enabled and
disabled. The contribution of dispersion correction to the aver-
aged total energy per atom is ≈−140 meV atom−1 (PW−SP+U)
to −165 meV atom−1 (GPW) (varying due to differently approx-
imated electronic ground states, discussed in Section 4). Es-
timates of the occurring atomic dipole moments are derived
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from the DFT ground state densities with the CHARGEMOL[38]

post processor, shown in Figure 2. The atomic dipole charac-
ter varies strongly between different C atoms. This is not only
caused by different atomic environments, but coordination of
the surrounding atoms as well. For example, in Figure 2b, the
C atoms with the highest and lowest dipole moment both have
three Ti neighbors. The exact distribution and the development
of atomic dipoles in the amorphous system is, therefore, hardly
predictable. However, one observes that: i) C bonding to a single
O; ii) C bonding to C without surrounding oxygen; and iii) C at
the tail ends of chainlike precipitates are structures that promote
higher C atomic dipole moments. Remarkably, the C precipitates
are predominantly surrounded by Ti (except for the tail ends),
which compares well to experimentally observed compositional
patterning as an expression of segregation between C and O
subsystems.[20]

The presence of C precipitates in irradiated titania nanotubes
has been detected in other experiments as well. X-ray photoelec-
tron spectroscopy (XPS) reveals a significant proportion sp3 C–C
bonds (shown in the Supporting Information). An implantation-
caused increase in the number of C precipitates can be deduced
from Raman spectroscopy as well.[16] As discussed in this study,
a shift of the G peak indicates a transition from nanocrystalline
graphite (presumably residues of the organic electrolyte of the
production process) to graphite.
In the simulations, we observe that the average bond order

sumof C increases with increasing size of the chainlike C precipi-
tates (cf. Supporting Information). This correlates with increased
bond orders among the clustering C atoms. In these configura-
tions, the bond orders for C distribute among fractional bonds
to surrounding Ti (≈ 0.5) atoms and adjacent C atoms (≈ 1.5).
Therefore, surrounding Ti seemingly interferes with the C bond
order. It might be subject to further studies to clarify whether it
drives the enclosing C atoms in the precipitates toward double
bonds, prevents them from forming or stabilizes the fractional
bond order.
Based on these results one can conclude the simplified mech-

anism that C atoms attract each other via i) atomic dipole interac-
tions and ii) a drive toward energetically more favorable C bonds
and higher C bond order sums.

2.4. Electronic Structure and Electronic Conductivity

For a more in depth electronic structure discussion of the
quenched and geometrically optimized configurations, the cor-
responding projected densities of states (PDOS) are calculated.
Figure 3 shows the PDOS resolved for the atomic species ob-
tained from a) PW-SP+U and b) GPW calculations (PDOS, re-
solved for the atomic orbitals, are presented in the Supporting
Information).
Comparing the electronic structures obtained from both DFT

approaches, one observes multiple electronic states embedded in
the energy region associated with the band gap in pristine amor-
phous TiO2.

[39,40] Due to strong modifications of the electronic
structure by the employed defects, the concepts of conduction
band, valence band, and band gap, might not necessarily trans-
fer to the present system. However, the terms are subsequently

Figure 3. Projected densities of states of the initial configuration and both
progressed states, described in Section 2.2, after quenching and geometry
optimization. a) The results of the spin polarized PW-SP+U calculations
and b) those of the GPW calculations.

adopted to compare differences between the presently studied
systems to pure amorphous TiO2.
Both, PW-SP+U and GPW, show the accumulation of en-

ergetically adjacent C states, which correlates with the chain
length. With increasing amount of C in precipitates, these C
states shift toward the valence band edge, namely lower energies.
Also observed are Ti states inside the former band gap, which
show magnetic polarization (in the case of PW-SP+U). The Ti
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atoms connected to these states reveal ≈ 18 % smaller partial
charges, which is a fingerprint of Ti3+ states.[41] PW-SP+U pre-
dicts these Ti states in the energy range close to C intra band gap
states, whereas the Ti3+ states predicted by GPW are smeared out
around the Fermi energy close to the conduction band edge.
This observation already accounts for the main difference

between the PDOS calculated with the different DFT approxi-
mations: the energies of the defect states relative to the band
edges (cf. Section 4). In contrast to the smeared density of states
around the conduction band edge, enclosing the Fermi energy
(predicted by GPW), there remains a small gap between the
highest occupied defect states and the conduction band edge
around the Fermi energy in the PW-SP+U density of states of
≈0.56 eV. Nonetheless, both DFT approaches predict the same
overall trends as pointed out above and the energy range of the
deep C defects and Ti3+ states compare to previous calculations
by Di Valentin et al.[41–43] or Pham and Wang[44] on the influence
of point defects in crystalline and amorphous TiO2 systems, re-
spectively.
The resulting PDOS of the implanted titania nanotubes lead to

conclusions about the conductivity. First, at 0 K the energy differ-
ence between the highest occupied state and the lowest unoccu-
pied state is significantly smaller compared to pure amorphous
TiO2 (PW-SP+U) or there is no gap at all, since the Fermi en-
ergy is inside the Ti 3d band (GPW). The number of thermally
excited electrons increases approximately exponentially with de-
creasing energy gap at constant temperature.[45] This leads to a
significantly larger number of electrons in the Ti 3d states and,
consequently, unoccupied defect states inside the band gap, com-
pared to pure amorphous TiO2. This availability of unoccupied
states enables, second, variable range hopping[46] as a fundamen-
tal mechanism for charge transport. The charge transfer rate
increases with smaller separation between two sites, which in-
cludes spatial distance and energy differences.[47] Both these cri-
teria are matched for the presently observed C chains: electronic
states with small energy differences (in the range of 60meV) con-
nected via adjacent atomic sites.
Preliminary experimental results imply that resistivity in ti-

tania nanotubes decreases about 3 orders of magnitude due to
ion implantation at similar energies and fluences used in this
study.[20] A full account on these experiments will be published
in the future.[48]

Pristine (i.e., unimplanted) amorphous samples can be de-
scribed based on the chemical reactions underlying the elec-
trochemical anodization process to produce titania nanotube
arrays.[8,49–51] However, solely from concentration profiles, with-
out information about involved atomic transport mechanisms,
spatially resolved short-range orders required for electronic struc-
ture calculations cannot be directly derived from the results.

3. Conclusion

Overall, we complement our previously derived coarse-grained
continuum picture[20] with in-depth atomistic simulations on C
precipitation in amorphous titania nanotubes. This substantiates
that ion implantation achieves nanoscale phase tuning in these
amorphous systems. Crucial for this is controlling the depth pro-
file of dissipated energy (either kinetic and/or stored in structural
defects) by an interplay of ion energy, species, and fluence.[16]

With a combined experimental and theoretical approach, we
improve the explanations of two effects observed in C implanted
titania nanotubes: i) formation of C patterns; and ii) enhanced
conductivity. Based on ERDA, which serve as starting point for
atomistic simulations, comprehensive information about atomic
compositions in these titania nanotobe systems is gained.
Trajectories at elevated temperature are calculated to capture

the effects of irradiation-enhanced diffusion, alongwhich the ten-
dency of C atoms to form precipitates is observed. For this for-
mation process, a mechanism of dipole interactions and drive to-
ward energetically favorable C double bonds is presented and dis-
cussed. Eventually, in the progressed, quenched, and structurally
relaxed simulation cells, electronic structures are identified that
explain enhanced conductivity based on the variable range hop-
ping charge transport model.

4. Experimental Section
The production of titania nanotubes and implantation has already been

presented in different experimental sections,[16,20] and can additionally be
found in the Supporting Information. In brief, the titania nanotubes of
≈ 1𝜇mheight on a 0.1 mm thick Ti foil, were produced by electrochemical
anodization. They were twice implanted with 12C: first at 60 keV, followed
by 150 keV each for a fluence of 1 × 1016 cm−2. This procedure was cho-
sen to achieve a more homogeneous implantation profile, evaluated with
ERDA. The details about this measurement technique can be found in the
Supporting Information as well.

The simulation cells carrying the amorphous TiO2 structure as start-
ing point for this study originate from classical molecular dynamics (MD)
performed with LAMMPS.[52] Those employ a melt-quench protocol sim-
ilar to that described in ref. [24] with a quench rate of 100 K ps−1. For the
MD simulations, the atomic interactions were modeled with the Matsui–
Akaogi parametrization of the combined Coulomb and Buckingham po-
tential model.[53]

The AIMD trajectories were obtained by propagating the prepared sim-
ulation cells along the Born–Oppenheimer potential energy surface, ac-
cording to the implementation in the CP2K code suite.[25] The time step
throughout the simulations was 0.5 fs, adopting to elevated temperatures
and the light mass of hydrogen. The canonical ensemble was realized with
a Nose–Hoover thermostat,[54–56] with a chain length of three and a time
coupling constant equivalent to 1000 fs. During the quenches, a Langevin
thermostat[57] with a gamma parameter of 0.01 fs−1 was employed to
shape the decaying temperature curve, provided by the temperature an-
nealing function. After every MD step, the forces were derived from the
electronic ground state of the corresponding new configuration.

The DFT groundstates were calculated based on the combined
Gaussian and plane wave (GPW) basis sets approach, implemented
in quickstep[58] of the CP2K suite. For this approach, the present
study employed double-zeta valence, molecular optimized, short-range,
Goedecker–Teter–Hutter (GTH) basis sets and GTH pseudopotentials,
optimized for Perdew–Becke–Ernzerhof (PBE) functionals.[59–63] Both
plane wave and Gaussian reference grid cut-offs of 5442.27 and 680.28 eV,
respectively, showed sufficiently accurate convergence of ≈2.64 × 10−4 eV
atom−1 with respect to total energy. The energy convergence tolerances
were the default of 1.36 × 10−4 eV during AIMD runs and 1.36 × 10−7 eV
for the subsequently performed density of states groundstate calculations.

Complementary to the DFT approach used for the AIMD simula-
tions, an additional approach was employed to capture the effect of spin
polarization and Hubbard correction. The fully spin polarized calcula-
tions were performed with the plane approach (subsequently referred
to as PW-SP+U), implemented in pwscf[64] of the QuantumESPRESSO
suite. The simulations employed projector augmented wave (PAW)
pseudopotentials,[65] with wave function cut-off energies of 1088.45 and
7483.13 eV for the density, respectively. A correction of the self-interaction
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error for the Ti–O subsystem was approximated by applying the DFT+U
scheme.[66] Previous studies demonstrated that a DFT+U correction
applied to the Ti 3d orbitals only was not leading to the reasonable
results.[67,68] Therefore, a Hubbard U value of 5 eV was incorporated to the
O 2p and 3.3 eV to the Ti 3d orbitals, referencing a study[69] on intrinsic de-
fects in crystalline TiO2 based on a computational framework close to the
presently employed setup in pwscf. A comprehensive evaluation of the re-
maining correction terms corresponding to the H, C, and F species in the
amorphous arrangements leads beyond the scope of this work. The energy
convergence tolerance for the PW-SP+U calculations was 1.36 × 10−7 eV.

Given the different underlying approximations presented, it was ex-
pectable that both approaches generate slightly different electronic ground
states due to: i) the effect of spin-polarization on the PW-SP+U exchange-
correlation (EX) functional; ii) the Hubbard correction in PW-SP+U; iii)
the different representations of wave functions (plane waves[64] versus
combined Gaussian and plane waves[25]); and iv) the different types and
default optimizations of the pseudopotentials (PAW vs GTH and Gaus-
sian basis sets for valence electrons). As shown in Section 2.3, this con-
sequently effects ground state energies resulting from both approaches,
which differ in the range of a few tens of meV.

Both the employed DFT approaches use: i) k-point sampling in recip-
rocal space at the Γ-point only, due to the large expansion of the simula-
tion cell and sufficiently accurate energies compared to a finer decompo-
sitions of the reciprocal space; ii) generalized-gradient approximation EX
functionals of PBE type;[70] iii) van der Waals correction schemes, which
were implemented according to Grimme et al.;[37,71] and iv) the Broyden–
Fletcher–Goldfarb-Shanno[72–75] algorithm for geometry optimization to-
ward the ground states. During geometry optimization, the atoms in the
respective simulation cells were allowed to adept without constraints to
minimize interatomic forces. The volumes of the amorphous simulation
cells were optimized to adept to vanishing external pressure while main-
taining angles between the cell vectors. The maximum average force per
atom after the PW-SP+U structure optimizations was 3.6 × 10−4 and
6.2 × 10−4 eV Å−1 after the optimizations with GPW, respectively.

From the electronic ground state densities, dipole moments
and bond orders in the relaxed simulation cells were derived with
CHARGEMOL.[38,76,77]

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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