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Abstract 

To achieve better helmet protection to prevent head injury in impact accidents, 

continuous efforts have been made to improve helmet design using advanced materials 

with a deeper understanding of head injury mechanisms. However, the methodologies 

for helmet design efficiency from the material level have not received sufficient attention, 

which restricts the efficiency to improve helmet protection. This thesis aims to develop 

methodologies for the reliable and efficient design of helmet against head injury from 

three different underpinning aspects, including the optimisation method for helmet 

structural design, the analytical method for helmet material analysis and the numerical 

method to predict head impact responses at the tissue level. 

Firstly, a structural optimisation method is developed for efficient and reliable helmet 

design based on the high biofidelity head-helmet coupled model. The honeycomb-filled 

helmets coupled with the finite element head models are developed to improve helmet 

protection against both head kinematics and tissue-level responses. It is found that a 

reasonable design of honeycomb filler can largely improve helmet protection. Further, 

an orthogonal array design optimisation method based on the coupled head-helmet 

modelling is provided to efficiently achieve the optimised geometries of honeycomb 

filler and liner foam density for the honeycomb-filled helmet design. 

Secondly, an analytical method is developed from the material level to quickly 

characterise the potential advanced materials to guide helmet design. Based on the 

idealised rigid-perfectly-plastic-locking model of uniform density polymeric foam, a 
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new analytical model is developed and then numerically validated for the effective 

characterisation of functionally graded polymeric foam (FGPF) under uniaxial 

compressions. It is found that the compressive responses of FGPF can be well predicted 

by the analytical model using three basic material parameters, i.e. gradient exponent and 

foam densities at top and bottom surfaces. An optimisation study is also implemented 

here to better the crashworthiness of FGPF.  

Thirdly, a quantitative numerical method is developed for a deeper understanding of 

head impact responses to support effective helmet design. The high biofidelity THUMS 

head model is employed to study the interactive influences of different translational 

acceleration loading configurations (i.e. loading curve shape, peak magnitude and 

impact duration) on head tissue-level responses. The quantitatively interactive effects of 

loading configurations on head response are determined. In addition, the correlations 

between head injury criterion (𝐻𝐼𝐶) and tissue-level injury predictors are studied. A 

good correlation is found between the 𝐻𝐼𝐶 and maximum principal strain responses. 

In general, this research provides several methodologies that cover three important 

aspects for the reliable and efficient design of helmet against head injury. The 

optimisation method based on the head-helmet model can significantly improve the 

computational efficiency of helmet design; the analytical method from the material level 

can offer a more efficient solution to guide helmet material selection and analysis; the 

quantitative numerical results on head tissue-level responses can provide a rapid 

estimation of head injury mechanisms. These methods and findings can support the 

reliable and efficient design and improvement of the helmet. 
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1 Introduction 

1.1 Background 

Nowadays, head injury is one of the leading causes of death and long-term disability in 

the world [1]. Each year, approximately 10 million individuals worldwide suffer from 

head injury [2], in which around 1 million people in Europe are admitted to hospital due 

to head injury [3] and about 1.7 million head injury cases occur in the United States [4]. 

In addition, head injury is the highest killer for adults under the age of 40 in China [5]. 

The high proportion of death and hospitalization due to head injury has caused huge 

financial loss to society and has caused a tremendous impact on the development of 

society [6]. 

Among all the various causes of head injury, road traffic collision accidents continue to 

dominate others, as shown in Figure 1.1 [7]. According to the World Health Organization 

(WHO) report in 2018, road traffic mortality rises continuously and steadily with the 

rapid increase of global motorization from 2000 to 2016; the number reached 1.35 million 

in 2016, as shown in Figure 1.2 [1]. Motorcyclists are one of the most vulnerable road 

users in various types of traffic accidents, i.e. the 2019 UK Department of Transport 

annual report on road casualties showed that the casualty rate per passenger mile for 

motorcyclists is 26 times higher than that of car occupants [8]. Data analysis of Great 

Britain’s Road Accident In-depth Studies (RAIDS) presented different head injuries that 

occurred to 267 RAIDS motorcyclists between 2013 and 2020, in which 8.3% sustained a 
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skull fracture, 3.7% sustained subdural haematoma, 10.1% sustained a subarachnoid 

haemorrhage and 9.4% sustained a focal brain injury [9]. To increase motorcyclists’ 

safety, wearing a helmet is the only protective measure to prevent or mitigate head injury 

when subjected to impacts [10]. 

 

Figure 1.1. Distribution of head injury by causes (redrawn from [7]) 

 

Figure 1.2. Number and rate of traffic death worldwide reported by WHO [1] 
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1.2 Motivation 

As illustrated in Figure 1.3, a typical full-face motorcycle helmet is made up of six basic 

components, including the rigid outer shell, impact-absorbing liner, comfort/fit padding, 

face shield, retention system and additional face protection/ventilation system [11]. The 

impact protection performance of a helmet mostly depends on the rigid outer shell and 

impact-absorbing inner liner [12]. The thin and stiff helmet shell is commonly made of 

engineering plastics, such as polycarbonate (PC) and acrylonitrile-butadiene-styrene 

(ABS), which can disperse the impact loads over a large area to prevent penetration and 

reduce the direct load on the human head [13, 14]. In addition, the thick and soft helmet 

liner is often made of polymeric foams, such as expanded polystyrene (EPS) foam and 

expanded polypropylene (EPP) foam, which can dissipate most impact energy, increase 

the impact distance and extend the impact duration, thereby reducing the impact loads 

transmitted to the head [13, 14].  

 

Figure 1.3. Basic components for a typical full-face motorcycle helmet [11] 

The main function of a helmet is to maximally absorb collision kinetic energy, attenuate 

the impact force and prolong the impact duration in order to reduce the impact load and 

impact energy delivered to the brain and protect the head from various injuries during 
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impact scenarios [12, 13]. Due to the existence of practical constraints, e.g. space, weight 

and cost, there is always a protective limit for a designed helmet to prevent the 

transmission of excessive impact load/acceleration to the head (Figure 1.4) for severe 

accidents [12]. Thus, continuous efforts have been made to improve helmet design and 

its protection performance [15-18]. 

 

Figure 1.4. The helmeted head injury occurs in an impact accident [12] 

A helmet design usually involves the geometrical design and material selection to 

satisfy both the functional and protective requirements under the imposed constraints, 

e.g. size, weight and regulations [12, 19-23]. The design of the helmet is an iterative 

process, during which the helmet performance is predicted by structural analysis and 

assessed by physical testing at different design stages [24]. With the continuous 

development of computational mechanics, it becomes feasible to design a helmet using 

the interactive head-helmet numerical model [25], in which structural optimisation can 

be adopted to make helmet design more efficient and reliable than a traditional design 

[26]. Meanwhile, the development of advanced energy-absorbing materials, together 

with the development of advanced material design, offers an extra dimension for helmet 

optimisation [27-29]. However, the above-mentioned methodologies for efficient and 

optimal helmet design from the material level still have many challenges and research 

gaps. In this regard, the reported helmet optimisation studies focus more on the overall 
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head kinematics to assess helmet protection, whereas they have seldom been 

implemented with tissue-level responses using a helmeted high biofidelity head model 

[30, 31]. The head responses considered at the tissue level are much more fundamental 

than the empirical head kinematics for the description of head injuries, and therefore, 

the use of a high biofidelity head model offers a more reliable and advanced method for 

helmet design and protection assessment [32]. One of the main obstacles to the use of 

the high biofidelity head model is the computational efficiency issue associated with the 

use of a high biofidelity head-helmet coupled model [25, 33-35]. Regarding the material 

level for helmet design, although the use of advanced impact-attenuating materials can 

further improve helmet protection by offering many more designable parameters (e.g. 

material properties and geometrical configurations), too many design parameters 

demand much more significant computational and experimental resources to find a 

reasonable optimum material design for the helmet [27, 36, 37]. In addition, the 

helmeted head cannot fully prevent the occurrence of head injury in accidents, due to 

the excessive impact load/acceleration transmitted to the head, thus helmet design with a 

deeper understanding of head injury mechanisms can support effective helmet 

protection enhancement [13], indicating that the study of head impact responses is also 

of significance to the reliable and efficient design of helmet [26, 29, 38-41].  

1.3 Aim and objectives 

This thesis aims to provide the methodologies to support the reliable and efficient 

optimal design of helmet from the material level. As illustrated in Figure 1.5, three main 

underpinning aspects need to be addressed to achieve this goal, i.e. (i) developing an 

effective helmet optimisation method based on the high biofidelity head-helmet 

modelling, which can improve the reliable and efficient helmet design, (ii) exploring an 

analytical method to quickly characterise a type of advanced energy-absorbing material, 
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which can provide a more efficient material selection and analysis for helmet design 

than that of experimental or numerical methods, and (iii) offering a quantitative 

numerical method using the high biofidelity head model to further understand the head 

impact responses and its injury mechanisms, which can also support an effective helmet 

design.  

 

Figure 1.5. Methodologies and their corresponding studies to support the reliable and efficient 

design of helmet against head injury 

As shown in Figure 1.5, three specific studies are presented in this thesis to better show 

the three mentioned general methodologies to support the reliable and efficient helmet 
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design. Study 1-optimisation study on honeycomb-filled helmet design: a novel helmet 

design with a honeycomb reinforces helmet liner is selected as an example due to the 

lightweight and excellent crush resistance performance of aluminium honeycomb as 

well as the increased design parameters that honeycomb filler can offer, e.g. side length 

and wall thickness of honeycomb cell, for helmet optimisation [42]. Study 2-analytical 

prediction of compression behaviours for functionally graded polymeric foam (FGPF): 

FGPF is adopted as an example because FGPF is a type of promising advanced material 

that can be employed to upgrade the impact-attenuating capacity of the helmet liner as 

well as compensate excessive stiffness of the composite shells [27]. Study 3-numerical 

prediction of head responses under acceleration loads: impact acceleration can be 

transmitted to the helmeted head and then cause head injuries [12]. A deeper 

understanding of head impact responses under different acceleration loads can guide the 

effective helmet design [43]. The frontal translational acceleration loads with different 

loading configurations (i.e. curve shape and peak magnitude as well as impact duration) 

are employed here to demonstrate the methodology. 

The corresponding objectives are outlined below.  

Study 1: (i) to establish the head-helmet models for replacing the time-consuming, 

expensive and inflexible experimental helmet design; (ii) to propose a novel 

honeycomb-filled helmet liner design to improve helmet protection in terms of 

head kinematic-based and tissue-level injury predictors; (iii) to develop an efficient 

optimisation method based on the head-helmet modelling for efficiently optimising 

the design of the honeycomb-filled helmet.  

Study 2: (i) to propose an analytical method for quickly characterising the 

mechanical responses of FGPF under uniaxial compression, which can improve the 

efficiency of material selection and analysis for helmet design; (ii) to build the 
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corresponding FGPF FE models for validating the accuracy of proposed FGPF 

analytical model; (iii) to implement optimisation study for achieving the optimal 

configuration for the crashworthiness of FGPF under compression loads.  

Study 3: (i) to characterise the translational acceleration loads using three key 

configurations, including loading curve shape, peak magnitude and impact duration, 

which can be used to simulate different head impact scenarios based on a high 

biofidelity head model; (ii) to analyse quantitatively the interactive influences of 

acceleration loading configurations on head tissue-level responses, which can 

provide a rapid estimation of head response according to the acceleration loads; (iii) 

to investigate the correlations between tissue-level injury responses and the most 

used head injury criterion (𝐻𝐼𝐶 ) for further understanding the head injury 

mechanisms and injury criteria, which can also support an effective helmet design.  

1.4 Outline of this Thesis 

The thesis is presented in an alternative format based on published journal papers. Results 

and their analysis are presented in a self-contained format suitable for presentation in 

peer-reviewed journals. Symbols are defined in the context of each chapter but may 

represent different physical parameters in another chapter. All references for each chapter 

are listed at the end of this thesis. This thesis is organized into the following six chapters. 

Chapter 1 comprises a brief introduction to present the background, motivation and aim 

of this thesis. Figure 1.5 shows three aspects presented in this thesis, each of which 

corresponds to one possible solution for the efficient and reliable design of helmet against 

head injury.  

Chapter 2 gives a literature review of the studied subject, including the impact 
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biomechanics of head injury, the development of human head finite element (FE) models 

and their applications, and potential advanced energy-attenuating materials for the 

improvement of helmet design. The critical comments on reviewed literature are given 

and the research gaps in the field of research are further identified. 

To improve the reliability and efficiency of helmet design using an efficient structural 

optimisation method based on the head-helmet coupled modelling, Chapter 3 develops a 

methodology for the analysis of a representative motorcycle helmet based on coupled 

head-helmet FE modelling. The head-helmet model is further employed to investigate a 

honeycomb-filled helmet design, in which the lightweight honeycomb filler is used to fill 

the helmet liner to enhance its protectability. Based on the head-helmet modelling, an 

optimisation method using an orthogonal array design is carried out to efficiently find the 

optimal design for the honeycomb-filled helmet.  

To improve helmet design from the material level by the analytical method, Chapter 4 

studies a potential advanced energy-absorbing material, FGPF, which can be used to 

improve the design of the helmet liner. Based on the compressive constitutive model of 

uniform density EPS foam and the idealised rigid-perfectly plastic-locking model for the 

EPS foam, the analytical model for FGPF is proposed to efficiently predict the 

compression characteristics of FGPF. A discrete optimisation study is also conducted to 

maximise the crashworthiness performance of FGPF.  

To obtain a deeper understanding of head impact responses and their injury mechanisms 

that can also support effective helmet design, Chapter 5 used the high biofidelity head 

model to study the interactive influences of the peak magnitude and impact duration of 

frontal translational acceleration loads with different loading curve shapes on head 

tissue-level injury predictors, i.e. intracranial pressure, von Mises stress and maximum 

principal strain in the brain. The correlations between 𝐻𝐼𝐶  and tissue-level injury 
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predictors are further studied. 

Chapter 6 draws the main conclusions of this thesis based on the studies presented in the 

above chapters. Finally, recommendations for possible future research following this 

thesis are also presented.  
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2 Literature Review 

2.1 Impact biomechanics of the human head 

To improve the performance of helmet protection for the reduction of the probability and 

severity of head injury in impact accidents, it is important to understand the basic 

anatomical structure of the human head and the knowledge of the impact biomechanics of 

head injury. Thus, this section introduces the anatomy of the human head and gives the 

classification and description of different kinds of head injuries and the underlying injury 

mechanisms. In addition, the head kinematic-based and tissue-level injury predictors are 

summarised and evaluated to quantify the consequences of head injury. 

2.1.1 Anatomy of the human head 

The human head is one of the most complex natural structures, as the head consists of the 

central nervous system, numerous sensory organs, the bony skull structure, meninges and 

soft skin for their protection and support [44]. Figure 2.1 illustrated the multi-layer 

structure of the human head, with the outermost layer of skin of scalp followed by the 

bone of skull, the meninges and the brain [45]. Anatomically, the 5 mm to 7 mm thickness 

scalp comprises soft tissue layers of dermal skin, subcutaneous connective tissues, a 

muscle and a fascial layer [44]. Below the scalp, as shown in Figure 2.2, the skeletal bony 

skull consists of eight cranial bones and 14 facial bones with the thickness varying from 4 

mm to 7 mm [46]. Below the skull, the meninges which consist of three different layers of 

membranes, including the outermost layer of dura mater, the middle layer of arachnoid 
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mater and the inner layer of pia mater, can support and protect the brain [44]. The pia 

mater covers the brain, and the gap of the meninges and ventricles of the brain are filled 

by the cerebrospinal fluid (CSF), which thus can cushion the brain from mechanical 

shock [44]. 

 

Figure 2.1. Illustration of the multi-layer structure of the head [45] 

 

Figure 2.2. Lateral and anterior views of a skull [46] 

The average mass of an adult head is around 4.50 ~ 5.00 kg, of which the brain accounts 

for one-third of the total head weight, while the average masses for the male and female 

brains are 1.60 kg and 1.45 kg, respectively [47]. The brain is enveloped within the skull 
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and can be divided into three main parts, including the cerebrum, cerebellum and 

brainstem, as shown in Figure 2.3 [48]. It can be observed from the figure that, the 

cerebrum is the largest part of the brain and accounts for 80% of total brain mass, while 

the cerebellum is the second largest part of the brain accounting for 11% of brain mass 

[49]. The brainstem originates from the posterior part of the brain and connects the brain 

adjoining and the spinal cord [48]. As the brain is bathed in the CSF, the brain neither 

sinks nor floats in the CSF, due to the very similar density of the brain and CSF [47]. 

 

Figure 2.3. The brain in the mid-sagittal plane [48] 

2.1.2 Classification of head injury 

Many different head injuries can be characterised during impact accidents [50]. To 

facilitate analysis, a schematic overview of all types of head injury is summarized in 

Figure 2.4. In principle, open or closed head injuries can be diagnosed according to 

whether the dura matter is injured (open) or not (closed), head injuries can also be divided 

into two different types: skull injury and brain injury [51].  
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Figure 2.4. Classification of head injury (redrawn from [51]) 

In terms of skull injury, soft tissue injuries of scalp and facial injuries are commonly 

found in head injury accidents, but these injuries are regarded as minor or moderate 

injuries, and more severe injuries to the skull can arise from fractures, e.g. basilar and 

vault fractures [51]. With respect to the brain, as summarised in Figure 2.4, the injuries 

are clinically classified into two different forms: focal injury and diffuse injury [52]. The 

focal brain injury is a lesion that led to local damage which is visible to the eyes, such 

injury often results in loss of function and a reduction in the amount of brain mass, so the 

severity of this type of injury is very high [53]. The focal injuries consist of contusions 

(coup and contrecoup) and three types of hematomas, such as epidural haematoma (EDH), 

subdural haematoma (SDH), and subarachnoid haemorrhage (SAH) [54, 55]. Diffuse 

injuries mainly consist of concussion and diffuse axonal injury (DAI), these injuries are 

invisible to the eyes and can affect a large volume of the brain [51]. 

Three types of haematomas, i.e. EDH, SDH and SAH, are shown in Figure 2.5 and 

described as follows. EDH, which forms in the inner surface of skull and the periosteum 

of the dura mater, is not a frequently occurring head injury [55]. SDH occurs between the 
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dura matter and brain tissue, and SDH is a highly dangerous brain injury with a high 

mortality rate of up to 30% [56]. SAH is bleeding in the space between the arachnoid 

mater and the pia mater [57]. In addition, contusions are the most common focal injury, 

which frequently occurs at the impact site (resulting in coup contusion) and the opposite 

site of impact (resulting in contrecoup contusion) [58]. 

 

Figure 2.5. Some types of brain trauma (redrawn from [59]) 

As for diffuse injury to the brain, concussion is also called mild traumatic brain injury, 

which can lead to temporary impairment of body operations, such as headaches and 

problems with concentration, memory, balance, coordination, etc [60]. Usually, the 

angular acceleration that lasts for a long time causes shock and structural deformation of 

the brain, which leads to a concussion [57]. Diffuse axonal injury (DAI) refers to the 

mechanical disruption of the axons in the cerebral hemispheres and the subcortical white 

matter, which is a severe form of traumatic brain injury and usually resulted from shear 

loadings [51]. DAI is one of the most dangerous head injuries, which is the main cause of 

disability and even death of patients [57].  
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2.1.3 Head injury mechanisms 

Various head injury mechanisms are presented in Figure 2.6. In principle, head injury is 

the consequence of static (force applied with a duration more than 200 ms) and/or 

dynamic (force applied with a duration less than 200 ms) loads during accidents [61]. 

The static load commonly causes multiple skull fractures after the maximum 

deformation of the head is reached [51]. The injury caused by a static load is relatively 

rare in a head injury accident, whereas the dynamic load is the predominately loading 

scenario in most injury accidents [51]. The dynamic load applied to the head can be 

classified into two categories, contact and non-contact loads (Figure 2.6), which can 

lead to different injury responses of the head [51]. Direct or indirect contact impact load 

to the head can result in the deformation of skull, and then cause fractures on the impact 

site [62]. Furthermore, focal brain injuries like hematomas or contusions may be 

observed after skull deformation [53]. Also, rapid contact impact load can produce stress 

wave propagation within the head, which may lead to a pressure gradient in the brain 

(Figure 2.7) and then cause focal brain injury [63]. Regarding the non-contact impact 

situations, sudden acceleration or deceleration results in an inertial load to the head [61]. 

Acceleration is regarded as translational or rotational. Translational acceleration can 

make the pressure change in the head which leads to focal brain injury; while rotational 

acceleration usually caused brain movements and leads to diffuse brain injury [64]. 
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Figure 2.6. Head injury mechanisms caused by mechanical loads (redrawn from [51]) 

 

(a) 

 

(b) 

Figure 2.7. Gradient brain pressure distribution during blunt impact, (a) head without helmet 

protection, (b) head with helmet protection [65] 

2.1.4 Head injury predictors 

To predict the possibility and severity of head injury in accidents, numerous head 

kinematic-based and tissue-level injury predictors have been developed. This section 

introduces several common kinematic-based injury predictors according to their 

historical developments and the tissue-level injury predictors. 
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2.1.4.1 Kinematic-based injury predictors 

Fundamental kinematic parameters 

The fundamental kinematic parameters, e.g. relative displacement, impact velocity and 

acceleration, can be selected to assess head injury risk using their corresponding 

maximum values [66], defined as 

𝑍𝑚 = max{|𝑍(𝑡)|}, (2.1) 

where the parameter 𝑍(𝑡)  can represent the translational velocity 𝑣(𝑡) , angular 

velocity 𝜔(𝑡), translational acceleration 𝑎(𝑡) and angular acceleration 𝛼(𝑡) of the 

head; and the 𝑍𝑚  denotes the maximum value of these mentioned kinematic 

parameters. 

Gadd severity index 

In 1966, the first head injury criteria, the Gadd severity index (𝐺𝑆𝐼), was proposed 

according to the well-known Wayne State Tolerance Curve (WSTC) which is an 

acceleration-time tolerance curve obtained from cadaver head impact tests [67], as 

presented in Figure 2.8. The 𝐺𝑆𝐼 is defined as 

𝐺𝑆𝐼 = ∫ 𝑎(𝑡)2.5𝑑𝑡, (2.2) 

where 𝑎(𝑡)  is the resultant translational acceleration in g’s. The 𝐺𝑆𝐼  = 1000 is 

recommended as the head impact injury threshold [68]. 



Chapter 2. Literature Review 

47 

 

Figure 2.8. Wayne State Tolerance Curve (redrawn by [69]) 

Head injury criterion 

In 1971, the head injury criterion (𝐻𝐼𝐶) was suggested from the 𝐺𝑆𝐼 to further consider 

a time average effect during an impact event [70]. Nowadays, 𝐻𝐼𝐶 is the most common 

criterion to evaluate the risk of head injury in related head safety protection standards, 

such as the helmet standards ECE 22.05 [19] and the vehicle safety standard FMVSS 

208 [71]. The 𝐻𝐼𝐶 is defined as 

𝐻𝐼𝐶 = max𝑡1, 𝑡2 {(𝑡2 − 𝑡1) [
1

(𝑡2−𝑡1)
∫ 𝑎(𝑡)𝑑𝑡
𝑡2
𝑡1

]
2.5

}, (2.3) 

where 𝑡1 and 𝑡2 (𝑡1 < 𝑡2) are two arbitrary points of time (in second) within the impact 

period. The different time intervals, such as 𝑡2 − 𝑡1 ≤15 ms or 36 ms, can be adopted in 

the above safety standards to assess head injury by calculating the corresponding 𝐻𝐼𝐶 

values. For example, the threshold 𝐻𝐼𝐶 value in Standard ECE 22.05 [19] is 2400 to 

ensure that motorcycle helmet protection can mitigate head injury, while the threshold 

value of 1000 is adopted in Standard FMVSS 208 [71]. 
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Generalized acceleration model for brain injury threshold (𝑮𝑨𝑴𝑩𝑰𝑻) 

In 1986, the generalized acceleration model for brain injury threshold (𝐺𝐴𝑀𝐵𝐼𝑇) was 

proposed to combine the effects of both translational and rotational kinematics [72]. The 

𝐺𝐴𝑀𝐵𝐼𝑇 is defined as 

𝐺(𝑡) = max {[(
𝑎(𝑡)

𝑎𝑐
)
𝑛

+ (
𝛼(𝑡)

𝛼𝑐
)
𝑚

]
1/𝑠

}, (2.4) 

where 𝑎(𝑡) and 𝛼(𝑡) are the translational and angular accelerations in g’s and rad/s2, 

respectively; 𝑎𝑐 and 𝛼𝑐 represent the respective limits for a net translational and net 

angular acceleration; 𝑛, 𝑚, and 𝑆 are empirical constants, and 𝑛 = 𝑚 = 𝑆 = 2, 𝑎𝑐 =

250 g and 𝛼𝑐 = 25000 rad/s2 are adopted in reported studies [73, 74]. The 𝐺(𝑡) = 1 is 

considered as the injury threshold for head under impact loads.  

Head injury power 

In 2000, the head injury power (𝐻𝐼𝑃) was also developed to consider both effects of 

translational and rotational accelerations [73]. The 𝐻𝐼𝑃 is defined as 

𝐻𝐼𝑃 = max {𝑀∑ 𝑎𝑖(𝑡)∫ 𝑎𝑖(𝑡)𝑑𝑡 + ∑ 𝐼𝑖𝑖𝛼𝑖(𝑡)∫𝛼𝑖(𝑡)𝑑𝑡}, 
(2.5) 

where 𝑀 is the mass of the head, 𝑎𝑖(𝑡) and 𝛼𝑖(𝑡) represent the translational and 

rotational components of accelerations, respectively; 𝐼𝑖𝑖 denotes the principal moments 

of inertia of the head; and subscript 𝑖 denotes the anatomical axes (𝑖 = 𝑥, 𝑦, 𝑧). Based 

on the head impact accident data and analysis, a mild head injury can be predicted when 

the 𝐻𝐼𝑃 = 12.8 kW [73]. 

Brain injury criterion 

In 2013, the brain injury criterion (BrIC) was proposed to predict brain injury risk due 
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to the angular velocities [75]. 

𝐵𝑟𝐼𝐶 = √(
𝜔𝑥

𝜔𝑥𝑐
)
2

+ (
𝜔𝑦

𝜔𝑦𝑐
)
2

+ (
𝜔𝑧

𝜔𝑧𝑐
)
2

, 
(2.6) 

where 𝜔𝑥, 𝜔𝑦 and 𝜔𝑧 are the peak angular velocities of the head in three orthogonal 

directions; the 𝜔𝑥𝑐, 𝜔𝑦𝑐 and 𝜔𝑧𝑐 are critical angular velocities in their direction that 

can lead to a 50% probability of severe head injuries when 𝐵𝑟𝐼𝐶 = 1, and 𝜔𝑥𝑐 = 

66.25 rad/s, 𝜔𝑦𝑐 = 56.45 rad/s and 𝜔𝑧𝑐 = 42.87 rad/s were determined by using the FE 

head models [75]. 

2.1.4.2 Tissue-level injury predictors 

With the rapid development of computational technology in the FE method over the past 

decades, many high biofidelity FE head models (see Section 2.2) have been developed 

and validated for more detailed and accurate computational-based studies of head injury 

when subjected to impacts [62]. Head tissue-level injury predictors, e.g. intracranial 

pressure, von Mises stress, maximum principal strain, maximum shear strain, strain-rate 

and strain energy, can be obtained using the high biofidelity head models to assess head 

injury [76]. Furthermore, the high biofidelity head models can also be used to consider 

other strain-based injury predictors, e.g. the cumulative strain damage measure (CSDM), 

which is the cumulative volume fraction of the brain matter experiencing strains 

exceeding a defined threshold [55].  

In comparison with the tissue-level injury predictors, kinematic-based injury predictors 

assess head injury by using the empirical functions (Section 2.1.4.1), which were 

developed based on the pure translational and/or rotational motions of the head [67, 70, 

72, 73, 75], implying that kinematic-based predictors lack directional sensitivity. 

Whereas head injury can be influenced by the impact direction [77, 78]. Tissue-level 
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predictors can be obtained from the high biofidelity head models without losing the 

directional effect of loadings on the head responses [76]. On the other hand, 

kinematic-based predictors use only global head responses to predict head injuries, 

whereas the tissue-level predictors can correlate the local head responses to head 

injuries [32]. Therefore, tissue-level predictors are more fundamental and advanced than 

kinematic-based predictors.  

2.1.5 Methods to study head impact responses 

To develop more efficient and reliable head safety systems, e.g. protective helmets, it is 

of great practical significance to investigate the characteristics of head responses to 

different impacts and the relevant injury mechanisms. Many studies have been 

undertaken to explore head impact responses using experimental, analytical and 

numerical methods over the past decades.  

In the early stage, the investigation mainly focused on experimental works using living 

human subjects or cadavers [79-85]. For example, Lissner et al. [79] used the drop test 

of human cadaveric heads to obtain the head acceleration and its loading duration, based 

on which the well-known WSTC was proposed, see Figure 2.8. Nahum et al. [81] 

conducted linear impact tests on human cadaveric heads to obtain data on the impact 

force, head acceleration and intracranial pressure. Hardy et al. [85] acquired the data on 

head displacement and deformation during head impact experiments. All these studies 

[79-85] generated many valuable experimental data and helped to achieve a preliminary 

understanding of head impact responses and their injury mechanisms. However, 

increased ethical consideration has led to more stringent regulations on cadaveric tests. 

Meanwhile, expensive human cadaveric tests can only measure limited testing data. To 

understand more fundamental mechanics underpinning head injury mechanisms, efforts 

have been put into analytical studies.  
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Analytical studies on head injury have been reported in literature [19, 20, 66, 71, 86-91]. 

Based on the earliest WSTC, the relationship between the average head acceleration and 

loading duration was developed as the 𝐺𝑆𝐼 [86], which can be used to predict severe 

head injury. Then, the 𝐺𝑆𝐼 was modified by Versace [87] as the 𝐻𝐼𝐶, which is the 

most commonly-used criteria to assess head injury in many safety regulations, such as 

helmet standards ECE 22.05 [19] and FMVSS 218 [20]. To enhance head injury 

prevention in impacts, Zhou et al. [89] proposed an analytical model, which includes 

key parameters in head impact tests, e.g. initial impact velocity, stopping distance and 

the 𝐻𝐼𝐶, to identify a preferred design range for stopping distance and reveal the 𝐻𝐼𝐶 

sensitivity to impact velocity. In addition, Wu and Beaudet [90] investigated analytically 

several different head impact waveforms to find optimal waveform to achieve the 

minimal 𝐻𝐼𝐶. Recently, Yang and Li [91] further used the 𝐻𝐼𝐶 and equivalent single 

degree of freedom (SDOF) analytical method to determine the safest deceleration-time 

history for head impact protection and then present injury boundaries using 

non-dimensional quantities.  

The analytical investigations [19, 20, 66, 71, 86-91] revealed the basic relationship 

between head kinematics and injury severities, which can help in predicting head injury 

quickly and guiding the practical design of safety systems for head protection. However, 

these simplified analytical models cannot represent the detailed anatomical features of 

the head since the human head is one of the most complex natural structures [62]. This 

means that analytical models may not sufficiently reflect the realistic head impact 

circumstances and are unable to predict the detailed tissue-level responses of the head in 

impact accidents, which are much closer to the direct causes of head injuries. As such, 

more efforts have been put into the numerical studies using the high biofidelity head 

models, which are presented in Section 2.2. 



Chapter 2. Literature Review 

52 

2.2 Finite element method for head injury prevention 

With the rapid development of computer power and relevant imaging technologies, e.g. 

computed tomography (CT) imaging technology and magnetic resonance imaging (MRI) 

technology, over the past decades, accurate and high-resolution anatomically geometries 

of the head have been obtained for the development of the high biofidelity FE head 

models [76, 92-94]. Nowadays, these validated high biofidelity head models can 

measure the tissue-level injury predictors and have become very powerful tools to 

enhance the study of head injury mechanisms as well as helmet design [41, 95-98]. To 

obtain more benefits from current FE methods, several typical high biofidelity head 

models are introduced in this section. It should be noted that there are many differences 

(e.g. the geometrical sizes, material properties, material models, boundary conditions 

and skull-brain interface) among the following high biofidelity head models, the 

complete comparisons among different head models can be found in many review 

papers [62, 76, 99], thus the comparison of the head models are not presented here to 

avoid overshadowing the main purposes of this section. 

2.2.1 High biofidelity FE head models 

2.2.1.1 Wayne State University head injury model 

Figure 2.9 shows an overview of the Wayne State University head injury model 

(WSUHIM). The first version of WSUHIM consisting of 6,080 nodes and 7,351 elements 

was built by Ruan et al. [100] in 1993 and this model was then improved by Zhou et al. 

[101] in 1995 with 17,656 nodes and 22,995 elements. In 2001, Zhang et al. [102] further 

developed the model using damageable material properties to represent the facial bone 

and the skull, and hope that such a model can simulate bony fractures. Furthermore, this 

head model was continuously revised and updated by Viano et al. [103] in 2005, and the 
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latest WSUHIM was improved with 281,800 nodes and 314,500 elements, and the 

detailed anatomical features of a head, such as scalp, skull, meninges, CSF, cerebrum, 

cerebellum, falx, ventricles, brainstem, were considered in the model. In 2013, Mao et al. 

[104, 105] updated the WSUHIM and integrated the head model with other parts of the 

full human body model, i.e. the Global Human Body Models Consortium (GHBMC). 

Thus, the new model is also known as the GHBMC head model. All these WSUHIMs 

have been used widely by researchers to investigate head impact injury [106-108]. 

 

(a) 

 

(b) 

Figure 2.9. (a) Wayne State University head injury model [102], and (b) Global Human Body 

Models Consortium (GHBMC) head model [104]  

2.2.1.2 Strasbourg University finite element head model 

Figure 2.10 shows a lateral cross-sectional view of the Strasbourg University finite 

element head model (SUFEHM), which is also known as the former University of Louis 

Pasteur finite element head model (ULPFEHM) [109]. Based on the obtained MRI data, 

Kang et al. [110] first developed the SUFEHM under the commercial FE code 

RADIOSS in 1997. The model can represent the detailed anatomical features of a head 

(e.g. skull, scalp, CSF, brain, brainstem, falx and tentorium, etc.) using 11,939 nodes and 
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13,208 elements. In this model, shell elements were used to simulate the skull, falx and 

tentorium, while brick elements were adopted to model other parts. To expand the usage 

of SUFEHM, Deck and Willinger [41] transferred this model to FE code LS-DYNA in 

2009. As such, this model has been extensively used in various applications, like traffic 

accidents, the automotive industry and helmet design [25, 109, 111, 112]. 

 

Figure 2.10. Strasbourg University finite element head model [113] 

2.2.1.3 Kungliga Tekniska Högskolan finite element head model 

Figure 2.11 illustrates the Kungliga Tekniska Högskolan finite element head model 

(KTHFEHM). In 2002, Kleiven and von Holst [114, 115] developed a detailed and 

parameterised head model, which can simulate different sizes of heads with various 

element mesh densities. Thus, this model is allowed to scale the dimension of a specific 

segment of the population and represent the dimension of a particular test specimen. 

The detailed anatomical features of the head (i.e. skull, facial bones, scalp, CSF, 

cerebrum, cerebellum, spinal cord, dura mater, falx, tentorium, a simplified neck bone 

and neck muscles) are established in this model with 19,350 nodes and 18,326 elements. 

The KTHFEHM now has become a useful tool for the investigation and improvement of 

head injury prevention [116-119]. 
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Figure 2.11. Kungliga Tekniska Högskolan finite element head model [120] 

2.2.1.4 Total Human Model for Safety head model 

Figure 2.12 displays a lateral cross-sectional view of the Total Human Model for Safety 

(THUMS) head model, which consists of 256,948 elements with mesh sizes ranging 

from 1.2 mm to 5 mm. Researchers from the Toyota Motor Corporation established the 

high biofidelity full human body models for the research and development of the 

automotive industry [121]. The first generation of the THUMS model (Version 1) was 

released in 2000 to predict the impact behaviours of total human bodies during vehicle 

collision accidents, the head and brain tissues were simplified as solid parts in this model 

[122]. In the following years, the THUMS model was continually evolved and 

significantly improved followed by five more versions (Version 2 in 2005, Version 3 in 

2008, Version 4 in 2010, Version 5 in 2015, and Version 6 in 2019) to broaden the scopes 

of the model with different genders, ages, posture, also to offer more precise reproduction 

of numerical simulations with finer element size and accurate material properties for each 

part of the human body [123, 124]. In this regard, the parts of the head, including facial 

bone, eyeballs, teeth, skin, skull, CSF, falx, cerebrum, cerebellum, mandible, etc., can be 

well-reflected in the THUMS head model [125]. Various head impact experiments were 

adapted to continually validate the accuracy of this model [124]. Thus, the THUMS head 
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models can be applied to different impact loading conditions to predict the tissue-level 

responses of the head [126-130]. 

 

Figure 2.12. Total Human Model for Safety (THUMS) head model 

2.2.1.5 Imperial College finite element head model 

Figure 2.13 shows the high-fidelity Imperial College finite element head model 

(ICFEHM). Based on the high-resolution MRI data of a 34-year-old male subject, 

Mazdak et al. [131] developed an in-house code to generate the finite element mesh, and 

then set up this head model using the commercial FE code LS-DYNA in 2017. Nearly one 

million hexahedral elements and a quarter of a million quadrilateral elements were used 

in this model to represent eleven tissues, such as the scalp, skull, brain meninges, CSF, 

subarachnoid space and ventricles, etc [131]. The very detailed anatomical feature sulci 

was also established in this model [131]. Recently, the ICFEHM has been increasingly 

applied to predict brain responses under blunt [98, 132, 133] and blast [134-136] impact 

loads. 
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Figure 2.13. Imperial College finite element head model [131] 

2.2.2 Head impact responses predicted by the head models  

As mentioned in Section 1.2, the helmet cannot completely prevent the excessive impact 

load/acceleration transmitted to the head, which results in consequent head injury [12]. 

To improve head impact protection, head models have become a powerful tool to 

replicate different head impact events to investigate head responses and injury 

mechanisms [96, 108, 137-143]. Comparing to the use of other impact loading conditions 

[38, 143], such as the application of impact velocity or impact force to the head, imposed 

acceleration loading is still a widely accepted and practically applicable loading 

specification for a head injury [98, 132]. As such, many studies [95, 98, 132, 144-148] 

have inputted one or several types of acceleration loads into the head models to evaluate 

head injury, and it was found that head responses are significantly affected by the 

acceleration loading configurations, e.g. loading curve shapes, peak magnitude and 

impact duration. In this regard, Kleiven [95] developed KTHFEHM to investigate the 

effects of impact duration on intracranial pressure and strain, and found a good 

correlation between the 𝐻𝐼𝐶 and brain strain responses under translational acceleration 

loads. Post et al. [144, 145] employed the University College Dublin brain trauma 

model (UCDBTM) to study the influences of loading curve shape, peak magnitude and 
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impact duration of impact accelerations on the maximum principal strain and von Mises 

stress in the brain. The effects of these acceleration loading configurations were also 

systematically studied by Bian and Mao [146] by considering the strain responses using 

the GHBMC head model. Overall, these reported results show the effects of each 

different acceleration loading condition on head responses; however, the interactive 

influences of peak magnitude and impact duration with different loading curve shapes 

on the head responses have yet to be revealed clearly.  

It is widely known that a deeper understanding of head injury mechanisms can support 

the effective development of protection systems, e.g. helmets [13]. Thus, to support the 

effective helmet design, it is of significance to perform numerical studies using the high 

biofidelity head models to further improve the understanding of head responses when 

subjected to impacts. 

2.2.3 Head models used for the helmet protection 

According to helmet standards [19, 20, 22], a headform should be equipped with the 

helmet to measure the resultant acceleration at the centre of gravity of the headform 

during the helmet standard drop test, which is to assess the helmet protection performance 

against head kinematics. The usage of a high biofidelity head model can help to measure 

more detailed tissue-level injury predictors to assess the helmet protection performance 

more intuitively and realistically [62, 76, 99]. In general, there are three different ways to 

employ the high biofidelity head models [25, 26, 29, 96, 97, 132, 140, 149, 150] for 

helmet protection, which are presented as follows. (i) The helmeted headform kinematics 

acquired from experimental tests [19, 20, 22] can be applied to the high biofidelity head 

models to evaluate the tissue-level injury predictors and then to assess the performance of 

helmet protection [132, 149]. For example, both Yu et al., [149] and Abayazid et al., [132] 

applied experimental headform kinematics to the ICFEHM to assess helmet protection 
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against the tissue-level injury predictors. (ii) To numerically replicate helmet protection 

under more different impact scenarios, the FE models of the helmets are positioned on the 

simplified head models (e.g. Hybrid III head model [151]) to obtain head kinematics 

under the assumed impact, then the head kinematics are used as input to the high 

biofidelity head models to measure the tissue-level injury predictors [26, 96, 150]. For 

example, Meng et al., [96] employed the Hybrid III head-helmet coupled model to obtain 

head kinematics, and then input these acquired kinematics to the KTHFEHM to compare 

the biomechanical differences of helmeted head under free fall and guide fall drop 

impacts. (iii) The high biofidelity head model can be directly coupled with the helmet 

model to replicate a more realistic helmeted head impact scenario, and the protection 

performance of the helmet can be directly assessed using the high biofidelity head-helmet 

coupled model [25, 29, 97, 140]. In this regard, as shown in Figure 2.14, Tinard et al., [25] 

coupled the SUFEHM with a composite helmet model to improve helmet design with 

regard to the tissue-level injury predictors. Xiao et al., [97] developed the GHBMC 

head-helmet coupled model to predict the head tissue-level responses of motorcyclist 

during impact against front end of vehicle.  

 

Figure 2.14. Illustration of helmeted SUFEHM coupled model [25] 
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In general, the first and second above-mentioned methods can save the costs of 

computational time and resources, due to the high biofidelity head models employed 

without coupling the helmet; whereas the more realistic helmeted head impact scenarios 

cannot be replicated. In contrast, the high biofidelity head-helmet coupled modelling 

method can directly characterise the helmeted head impact responses and assess the 

helmet protection performance; however, the high biofidelity head-helmet modelling 

method demands more computational costs for the impact simulations. 

2.2.4 Head-helmet coupled modelling for helmet optimisation 

An improvement of helmet design usually involves different geometrical designs and 

material selections [12, 35, 42, 152-154], which are under the imposed constraints 

presented in different helmet standards [19, 20, 22]. In other words, the design of helmet 

protection can be influenced by many different factors, including the structural 

configurations and material parameters, e.g. density, Young’s modulus and stiffness of 

the material, geometries of helmet parts, etc [152, 155-157]. Based on head-helmet 

coupled modelling, optimisation studies can be carried out to seek the optimal design of 

different factors for helmet protection [12, 26, 30, 31, 33, 36].  

Regarding helmet optimisation, Khosroshahi et al. [33] built a composite shell helmet 

FE model (Figure 2.15) coupled with a Hybrid III head-neck dummy to output neck 

axial force to find optimal configurations for the eight-ply composite chin bar. Three 

angles (i.e. 𝜃1, 𝜃2 and 𝜃3) with seven design candidates (i.e. 0, 15°, …, 90°) were 

selected in their study, and thus a total of 73 (= 343) possible ply lay-ups were simulated 

for the optimisation study. They also used the ISO headform-helmet coupled model to 

measure the head accelerations and 𝐻𝐼𝐶 values for passing the requirements of the 

helmet standard ECE 22.05 [19]. Rueda et al. [36] developed a helmeted rigid headform 

model to optimise the energy-absorbing layered foam liner against head accelerations 
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and impact behaviours of liner foam; three impact velocities and three impact positions 

and 37 combinations of foam density configurations were considered in their study, 

indicating that a total of 3×3×37 (= 333) impact simulations were performed for this 

optimisation study. In comparison with the head kinematics obtained from the 

simplified head-helmet models for helmet optimisation [33, 36], a more reliable helmet 

optimisation can be performed against advanced tissue-level predictors (Section 2.1.4.2), 

which can be evaluated using the high biofidelity head-helmet models. However, to the 

author’s knowledge, only Willinger’s group [30, 31] used the high-fidelity ULPFEHM 

fitted with the helmet model to find the optimal parameters for helmet design, and they 

conducted 16 simulations to optimise four different parameters, i.e. elastic limit and its 

Young’s modulus of the liner foam, thickness and its Young’s modulus of the helmet 

shell. It is evident that these 16 simulations cannot cover enough possible design space 

for the optimisation of four different parameters, and therefore, the obtained optimal 

configurations of the helmet may not represent the best designs.  

 

Figure 2.15. The chin bar ply lay-up in a composite shell motorcycle helmet [33] 

The full factorial design (see Section 3.4.1.1 presented in Chapter 3), which considers 

all possible combinations of all design factors with their corresponding candidates, has 

been used in current helmet optimisation to ensure the reliability of the optimal result 

[33, 36]. As such, a great number of simulations need to be performed by using this full 
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factorial optimisation method, the computational costs can even increase in geometric 

order of magnitude when the numbers of design parameters and their possible 

candidates increase, which can limit the efficient development of helmet design. For 

example, three individual angles were considered for the optimisation of the eight 

composite plies (Figure 2.15), if the individual angles increased from three to four, the 

possible simulations can significantly increase from 73 (= 343) to 74 (= 2,401). Thus, it 

is significant to find an efficient method to improve the computational efficiency of 

helmet optimisation, which can help to obtain more benefits from the high biofidelity 

head-helmet models to improve the reliable and efficient helmet design 

2.3 Advanced impact-attenuating materials for the helmet 

As mentioned in Section 1.2 and illustrated in Figure 2.16, the protection performance of 

a helmet mostly depends on the basic components of an impact-absorbing inner liner and 

stiff outer shell [12, 158]. Thus, continuous efforts have been paid to the potential 

advanced impact-attenuating materials for the improvement of the inner liner and outer 

shell in order to enhance helmet protection to minimize head injury during impact 

accidents [12, 28, 33, 159]. This section describes two typical potential advanced 

impact-attenuating materials, i.e. functionally graded foam (FGF) materials and fibre 

reinforced plastics (FRP) composites, for the helmet inner liner and outer shell, 

respectively. 
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Figure 2.16. Motorcycle helmet inner liner and outer shell (modified from [158])  

2.3.1 Helmet inner liner 

The helmet inner liner is responsible for absorbing most collision kinetic energy and 

dispersing the load over a larger area of the head to avoid stress concentration during 

impact accidents [12]. From the aspect of impact energy dissipation, the inner liner is 

the most important component of a helmet, which is of the greatest potential to increase 

the energy absorption capability through an optimised material design, so that the 

protection performance of the helmet can be enhanced, and thus, the impact energy 

transmitted to the head can be mitigated to minimize head injury occurrence [12].  

In general, the helmet liner is made of a relatively thick polymer foam, e.g. expanded 

polystyrene (EPS) foam or expanded polypropylene (EPP) foam, due to their lightweight 

and energy-absorbing capacity of multidirectional impact resistance [43]. As shown in 

Figure 2.17, the typical compressive stress-strain responses can be characterised by 

three distinctive sequential regimes, including (i) linear elastic regime wherein stress 

increases linearly with strain until reaching a local maximum, (ii) plateau regime 

wherein stress is relatively constant over a large range of strain, and (iii) densification 

regime wherein stress increases rapidly with strain [160]. The energy absorption per unit 
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volume of foam material can be calculated by integrating the stress-strain curve.  

 

Figure 2.17. Typical compressive stress-strain curve for the polymeric foam [160] 

According to the reported literature [12, 161-164], the foam density of the helmet liner 

usually ranges from 30 kg/m3 to 90 kg/m3, which indicates that the impact-absorbing 

capacity of helmet liners can be regulated by varying the density of liner foam. The 

compressive stress-strain responses of EPS foams with different densities are compared 

in Figure 2.18, it is found that the higher density can lead to a higher crushing load to 

compress the foam material [165], which means that the maximum energy absorption of 

liner foam can be achieved by using the maximum foam density. However, the 

excessively high foam density may result in too high crushing stress at the plateau 

regime and further lead to the excessively high impact load transmitted to the head 

[152]. Also, the maximum foam density is limited by the weight requirement of helmet 

design [19]. In contrast, if the foam density is too low, the impact energy cannot be 

absorbed completely at the plateau regime, and thus the densification regime could be 

reached to produce a rapid rise of crushing stress, which can lead to excessively high 

impact load transmitted to the head [152, 165]. As such, a reasonably good selection of 

foam density for the helmet liner should be able to dissipate the most impact energy and 

keep the impact load transmitted to the head at a safer level. 
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Figure 2.18. Experimental and numerical compressive stress-strain curves for EPS foams with 

different densities [165] 

Natural bio-inspired materials and structures, as shown in Figure 2.19, which have 

evolved for millions of years to achieve excellent and efficient mechanical properties, can 

inspire the development of protective equipment [166, 167]. Inspired by natural materials 

and structures, e.g. bamboo [168], pomelo [169] and palm [170], for energy absorption 

applications, the concept of functionally graded foam (FGF) materials with the 

density-gradient design has been introduced [171]. Due to the high similarity between 

impact protections on pomelo and helmeted head, the pomelo was set as an example here. 

As illustrated in Figure 2.20, the pomelo with a weight of up to 6 kg and from a height of 

15 m can acquire considerable impact energy when falling from the tree to the ground 

[172]. As shown in Figure 2.20(c), a thick foam-like pomelo peel, whose structural 

density changes from the flavedo towards the pulp, can act as a functional 

shock-absorbing layer to dissipate considerable kinetic energy during impact, thus the 

inner fruit and its seeds are protected from suffering mechanical damage [173]. Thielen et 

al. [173, 174] experimentally revealed the excellent impact resistance of pomelo peel is 

due to the density gradient for the foam-like structure. In addition, many other studies 
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[175-178] demonstrated that FGF materials can be employed to improve the 

impact-attenuating capability of protective structures. It implies that FGF materials with 

varying foam density could be a potential advanced impact-absorbing material for the 

improvement of helmet protection. In other words, the helmet liner made of FGF 

materials may offer better cushion and protective functions than the conventional design 

of helmet liner [27]. Furthermore, the application of FGF materials can also provide more 

designable space to find a possible better solution to compensate the excessive stiffness of 

composite shells, as analysed in the following Section 2.3.2. 

 

Figure 2.19. Biological materials/structures can inspire the design of novel bio-inspired 

materials/structures with excellent energy-absorbing capacities [166] 
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Figure 2.20. Illustration of impact scenarios, (a) pomelo drops from the tree to impact the 

ground, (b) cross-sectional view of a pomelo, (c) thin-section of a pomelo peel sample [173] 

Inspired by the significant potential of FGF materials to improve the impact-attenuating 

capability of foam structures, Cui et al. [165] investigated the energy-absorbing capacity 

of polymeric FGF made from EPS foam using numerical modelling, based on which they 

further [27] introduced this polymeric FGF to an equestrian helmet to improve the 

protection performance of the helmet. FGF materials have also been widely investigated 

and introduced to many other impact applications due to their better energy-absorbing 

capacities than their corresponding uniform density foam (UDF) counterparts [173, 174, 

176-183]. For example, Sun et al. [176] numerically studied the aluminium FGF filler to 

fill thin-walled structures and concluded that the aluminium FGF filler is superior to the 

UDF counterpart in axial crushing resistance of foam-filled structures. Fang et al. [178] 

further proved that FGF filler can significantly enhance the lateral crashworthiness of 

aluminium foam-filled structures in comparison with the conventional UDF filler. 

Furthermore, based on the computational models of FGF materials, Zhang et al. [180] 

conducted an optimisation study to obtain the most appropriate design of metallic FGF 

under ball impacts. 
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As mentioned above, FGF materials can be characterised and designed using the FE 

modelling method [165, 173, 174, 176-183]. As shown in Figure 2.21, a computational 

model of FGF need to be regarded and modelled as a combination of numerous discretely 

independent UDF layers with different foam densities [184]. To establish the FGF FE 

model, a great number of material properties should be determined in advance to define 

the numerous UDF layers with different foam densities [176, 184]. It indicates that 

considerable time is required for the development of the FGF FE model, which can limit 

the efficient design and application of FGF materials. In addition, the experimental 

method on FGF materials for helmet design is also expensive, inflexible and 

time-consuming [185]. Therefore, to improve the efficient analysis and selection of 

polymeric FGF materials for helmet design, it is necessary to develop an analytical 

method that can characterise the mechanical behaviours of polymeric FGF materials.  

 

Figure 2.21. Schematic of density grading patterns for the tapered FGF [184]  

Regarding the analytical studies on foam materials, Gibson and Ashby [186] 

systematically explained the deformation mechanisms of UDF under compression, they 

analytically predicted the compressive responses of UDF using the simplified tri-linear 

responses, including a linearly elastic phase, a constant plateau phase and a stiff 
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densification phase; however, the nonlinear responses of foam materials cannot be 

described. Schraad and Harlow [187] developed a stochastic analytical model to describe 

the nonlinear compressive responses of disordered foam materials, however, this model is 

only useful for UDF. Kiernan and Gilchrist [188] further proposed a constitutive model to 

define the large strain compressive responses of polymeric foam, which can be used for 

the FE model development of polymeric FGF material by defining numerous discretely 

independent UDF layers (Figure 2.21); however, the proposed constitutive model still 

cannot be used to analytically characterise polymeric FGF materials. As such, there is still 

a lack of efficient constitutive models available for polymeric FGF materials. 

2.3.2 Helmet outer shell 

The first purpose of the stiff outer shell is to prevent the helmet from penetrating to 

avoid direct contact between the impactor and head which can lead to severe head injury 

[13]. The outer shell is also designed to spread the impact over a larger area of the 

helmet surface for the extensive deformation of inner liner foam to dissipate more 

impact kinematic energy transmitted to a human head [14]. Furthermore, the helmet 

shell can initially absorb the impact energy with 10% ~ 34% of the total impact energy 

could be dissipated [12].  

Based on these above-mentioned functions of the helmet shell, the hard helmet shell is 

generally made from thermoplastics, like acrylonitrile-butadiene-styrene (ABS) and 

polycarbonate (PC), with a typically 3 ~ 5 mm thickness [43]. Recently, the fibre 

reinforced plastics composites, such as glass fibre reinforced plastics (GFRP), carbon 

fibre reinforced plastics (CFRP) and Kevlar fibre reinforced plastics (KFRP), which are 

made of both high-performance fibres and matrix, have become feasible solutions for 

helmet design improvement, due to their lightweight and excellent crashworthy 

characteristics compared to conventional engineering plastics [189, 190]. At present, the 
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helmet outer shell made from FRP composites is gradually replacing the thermoplastic 

ones and has attracted more and more related research [18, 33, 154, 159, 191-193]. The 

differences between the thermoplastics and FRP composites for the design of helmet 

outer shells are summarized in Table 2.1.  

Table 2.1. Comparisons between thermoplastics and composites for the helmet shell 

Material 
Thermoplastics, such as PC and ABS; composites, such as GFRP, CFRP, and 

KFPR [194]. 

Property 
Thermoplastics show isotropic material behaviours[195], while FRP 

composites are anisotropic materials [196]. 

Stiffness 

The stiffness of the FRP composite shell is higher than a thermoplastics 

counterparts [197], which indicates that the stiffer FRP shell can spread impact 

through minor deformation, where the energy is predominantly absorbed by 

the helmet liner [198]. 

Energy 

absorption 

Thermoplastic shells absorb impact energy by both structural bulking and 

plastic deformation [199], while FRP composite shells may dissipate more 

impact energy through complex damage mechanisms like fibre breakage, 

matrix cracking and delamination [200]. 

Low-energy 

impact 

Thermoplastic shells of more effective protection during a low-energy impact, 

due to their lower stiffness are more likely to cause a large deformation to 

dissipate impact energy [157]. 

High-energy 

impact 

FRP composite shells can provide substantial protection in a high-energy 

impact, their complex damage mechanisms can help in absorbing a large 

amount of impact energy [198]. 

Fracture and 

rebound 

Thermoplastic shells are more likely to fracture and rebound than FRP 

counterparts, which results in less protectability of helmet [194] 

Design 

The softer thermoplastic shells are often designed in combination with the 

stiffer and high-density liner foams, due to the compensation of relatively poor 

energy-absorbing capacity, whereas the softer low-density liner foams are 

recommended for the stiffer FRP composite shells [201]. 

Cost 
Thermoplastic shells are cheaper than composite counterparts [154]; thus, 

composites are more likely to be used for the most advanced helmets [199]. 
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In general, FRP composite shells are stiffer than their thermoplastic counterparts [197]. 

In high-energy impact accidents, composite shells can absorb more impact energy 

through different damage mechanisms, e.g. fibre breakage, matrix cracking and 

delamination [200]. However, at low-energy impacts, little amount of energy is absorbed 

by composites because the high stiffness prevents delamination failure which is the main 

trigger of the energy absorption mechanisms of composite shells, leading to a higher 

impact load transmitted to the head [164]. In contrast, the softer thermoplastic shells can 

show better protective characteristics at low-energy impact [12]. To overcome the main 

drawback of FRP composite shells at low-energy impact and promote their applications 

in helmet design, low-density softer foams are recommended for helmet liners to combine 

the stiffer composite shells [199]. However, the uniform low-density foams may reduce 

the impact-attenuating capacity of the helmet liner [43], and the combination of 

composite shells and low-density liner foams may not improve helmet protection under 

certain circumstances. As described in Section 2.3.1, the polymeric FGF materials made 

from density-gradient polymer foam, could be a possibly better choice for helmet liners to 

compensate excessive stiffness of the composite shells without the reduction of 

impact-attenuating capacity of the helmet liner. As such, the significant need for the 

analytical method to analyse the compressive characteristics of polymeric FGF materials 

is highlighted again for the efficient design of helmet design. 

2.4 Conclusions 

In this chapter, the literature on the impact biomechanics of the human head, finite 

element method for head injury prevention and potential advanced impact-attenuating 

materials for helmet design are reviewed. It is shown that several research gaps exist in 

the current studies/methodologies that can limit reliable and efficient helmet design.  
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Firstly, helmet design can be improved from the structural optimisation aspect. Most 

helmet optimisation has been implemented based on the head kinematics measured by 

the simplified head-helmet models, whereas the advanced tissue-level injury predictors 

evaluated by the high biofidelity head-helmet models have been seldom employed, 

which limits the reliable design of the helmet. Also, the full factorial optimisation used 

in the current helmet design demands significant computational resources, which also 

limits the efficient improvement of helmet design. Thus, there is an imminent need to 

find an efficient optimisation method based on the high biofidelity head-helmet model 

to improve the reliable and efficient helmet design. 

Secondly, helmet protection can be improved from the material level. Polymeric FGF 

could be a potential advanced energy-attenuating material to improve the design of the 

helmet liners and compensate excessive stiffness of composite helmet shells. It not only 

inherits the advantages of UDF but also increases design parameters. However, 

regarding the design of FGF materials, the numerical method for FGF materials 

demands considerable time for the FE model development, whereas the experimental 

method is not an efficient choice too. It highlights a significant need to find a rapid and 

effective analytical method to characterise the compressive responses of polymeric FGF 

to support efficient material analysis and selection for helmet design.  

Thirdly, helmet design can be improved by a better understanding of head impact 

response and its injury mechanism. As mentioned in Section 2.2.3, the helmeted head 

accelerations obtained from the experiments/simulations can be applied to the high 

biofidelity head models (without coupling the helmet) to efficiently investigate helmet 

design in terms of head tissue-level injury predictors. In this regard, as mentioned in 

Section 2.2.2, to improve head impact protection with a deeper understanding of head 

injury mechanisms, the high biofidelity head models have been widely used to reveal the 
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influences of each acceleration loading configuration (e.g. loading curve shapes, peak 

magnitude and impact duration) on head responses. However, the interactive effects of 

peak magnitude and impact duration with different loading curve shapes on the head 

responses have yet to be revealed clearly. 

In summary, to provide the methodologies for the reliable and efficient design of helmet 

against head injury, all these above-mentioned research aspects will be covered in this 

thesis and presented in the following chapters.  
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3.1 Introduction 

With the rapid development of computational mechanics, interactive head-helmet 

coupled modelling has been widely used to support helmet design against head 

responses [25, 26, 29, 96, 97, 140, 150]. Since the helmet design can be affected by 

many different design factors, such as structural configurations and material parameters 

[12, 35, 42, 152-154] as well as the requirements prescribed in helmet standards [19, 20, 

22], helmet optimisation based on head-helmet modelling has been carried out to find 

the optimal design of different factors to improve helmet protection [12, 26, 30, 31, 33, 

36]. The head kinematics measured by the simplified head-helmet models have been 

employed in most helmet optimisation studies [33, 36]. However, the more fundamental 

and advanced tissue-level injury predictors (Section 2.1.4.2) obtained by the high 

biofidelity head-helmet model have seldom been considered in helmet optimisation [30, 

31], which can limit the reliable design of the helmet. In addition, the full factorial 

design used in previous helmet optimisation by considering all possible combinations of 

helmet design demands remarkable computational costs, which significantly limits the 

efficient helmet design [33]. As such, to improve the reliable and efficient helmet design, 

it is necessary to find a more efficient helmet optimisation method based on the high 

biofidelity head-helmet modelling. 

To demonstrate the efficient optimisation method for helmet design, a honeycomb-filled 

motorcycle helmet design, in which an aluminium honeycomb was used to reinforce the 

helmet liner, was selected in this chapter as an example. This is because the lightweight 

honeycomb is of excellent crush resistance capacity and can also provide many 

designable parameters, e.g. side length and wall thickness of the honeycomb cell, for 

helmet design optimisation [202-206]. Although the honeycomb was reported in some 

previous studies [35, 42, 207] to improve the protection performance of novel helmet 
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design, only the head kinematics and helmet structural behaviours were measured to 

assess the novel helmet protection, whereas the advanced tissue-level head injury 

predictors were not evaluated. It highlights again the significance of high biofidelity 

head-helmet modelling for the novel helmet design. 

To fill the above research gaps, this chapter is aimed to propose an efficient helmet 

optimisation method to improve the honeycomb-filled helmet design by using a 

representative high biofidelity head-helmet model. First, a full-face motorcycle helmet 

was reconstructed to develop a typical helmet model; then, standard drop tests were 

performed to validate the helmet model, which is coupled with a Hybrid III head model, 

based on the acceleration histories transmitted to the head. A high biofidelity THUMS 

head-helmet model was further established to explore the tissue-level responses of the 

helmeted head during impacts. Then, the honeycomb model was developed and validated 

by the out-of-plane compression tests. Based upon the above validated FE models, a 

honeycomb-filled helmet design was proposed together with a parametric study for the 

understanding of the effects of honeycomb filler on helmet impact protection. Finally, an 

orthogonal array design combined with the discrete optimisation method was introduced 

to the helmeted head models to efficiently seek the optimal design for the 

honeycomb-filled helmet.  

3.2 Finite element models 

There are stringent regulations on the experiments on cadavers due to ethical 

considerations. Therefore, it is much more difficult to measure the internal responses of 

the head by experimental method. In this regard, the FE method can offer an alternative 

option to the experimental method for the study of the head kinematics and tissue-level 

responses subjected to external loads. In this section, the FE models, such as the Hybrid 
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III head model and high biofidelity THUMS head model, motorcycle helmet model and 

honeycomb model, were applied to investigate the helmeted head responses when 

subjected to impact loadings. 

3.2.1 Head models 

3.2.1.1 Hybrid III head model 

According to the Standard ECE 22.05 for the motorcycle helmet [19], a metal headform 

should be equipped with the helmet for the measurement of the acceleration at the centre 

of gravity of the headform during the drop test, which is a way to study the acceleration 

transmitted to the head to assess the helmet protection performance. Figure 3.1 shows the 

Hybrid III 50th percentile male head model [151], which was adopted here for simulating 

the drop test of the helmeted headform. An acceleration sensor was set at the gravity 

centre of this head model to output the acceleration-time history. A rigid material model 

*MAT_20: RIGID available in commercial FE code LS-DYNA was adopted to simulate 

the accelerometer, while the skin and skull were modelled using visco-elastic material 

model *MAT_6: VISCO-ELASTIC and elastic material model *MAT_1: ELASTIC, 

respectively. The mass of the Hybrid III head model is 4.50 kg, and 21,908 elements were 

used in this model. 
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(a) 

 

(b) 

Figure 3.1. The Hybrid III head model, (a) overview of the head model, (b) sectional view of the 

head model 

3.2.1.2 THUMS head model 

As shown in Figure 3.2, the THUMS 50th percentile male head model (Version 3) was 

used in this chapter for investigating the tissue-level responses of the head during impacts. 

The THUMS model was developed by researchers in the Toyota Motor Corporation and 

validated against a wide range of head impact testing data, such as brain pressure, 

acceleration of the brain and relative skull-brain motion [121, 208]. The main anatomical 

features of the head have been considered in the model, such as skin, skull, cerebrum, 

cerebellum, brainstem, falx, cerebrospinal fluid, etc [208]. The skull was modelled by the 

elastic-plastic material model *MAT_24: PIECEWISE_LINEAR_PLASTICITY in 

LS-DYNA, and the brain was modelled using a hypoelastic constitutive model *MAT_77: 

OGDEN_RUBBER. In total, 49,700 elements were used to build this head model, and the 

mass of the model is 4.39 kg. As mentioned above, this validated high biofidelity 

THUMS head model is appropriate for predicting the tissue-level responses of the head 

during impact scenarios. 
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(a) 

 

(b) 

Figure 3.2. The THUMS head model, (a) oblique view of the head model, (b) lateral view of the 

head model [208] 

3.2.2 Helmet model 

3.2.2.1 Development of helmet model 

A representative full-face motorcycle helmet AGV-K3, which meets the requirement of 

Standard ECE 22.05 [19], was selected here as a reference for the development of the 

helmet model. The details for the helmet model development are illustrated in Figure 3.3. 

The selected helmet was first scanned using GOM non-contact optical 3D scanner, as 

shown in Figure 3.3(b). It should be noted that only the outer shell and inner liner of the 

helmet were scanned, whereas the face shield and comfort pads of the helmet were not 

considered here due to their negligible effect on the energy absorption of the helmet 

during impact [12]. After the geometric configuration of the helmet was performed in 

Figure 3.3(c), the helmet geometry was imported to the commercial FE software 

HYPERMESH to build the helmet model through a series of procedures, such as meshing 

elements, assigning material properties and defining boundary conditions, as shown in 

Figure 3.3(d).  
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(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 3.3. Details for the helmet model development, (a) motorcycle helmet, (b) 3D scanning 

by the GOM scanner, (c) geometric reconstruction of helmet, (d) overview of helmet model 

The helmet outer shell was made of ABS with a thickness of 4 mm and the EPS liner foam 

with a variable thickness ranging from 6 mm to 45 mm. An elastoplastic material model 

*MAT_3: PLASTIC_KINEMATIC and foam material model *MAT_63: 

CRUSHABLE_FOAM in LS-DYNA were adopted for the outer shell and the inner liner 

of the helmet, respectively [97]. Based on the mesh convergence study, 24,595 full 

integrated Belytschko-Tsay shell elements with a mesh size of 4 mm were applied for the 

outer shell, and 360,387 solid elements with one-point integration were used for the inner 

liner with an average size of 4 mm. The total mass of this helmet model is 1.67 kg. 

Because the bolt joints and adhesive bonds were used to connect the outer shell and inner 

liner, a tied interface *CONTACT_TIE_NODES_TO_SURFACE was selected to 

simulate the interactions of the outer shell and inner liner; both the static and dynamic 
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frictional coefficients were set to be 0.3 on the interface [209]. The material properties of 

ABS shell and EPS foam are listed in Table 3.1 with their original sources, the nominal 

compressive stress-strain curve for EPS foam is presented in Figure 3.4. 

Table 3.1. Summary of material properties 

Material 
Density 

(kg/m3) 

Young’s modulus 

(GPa) 

Poisson’s 

 ratio 

Yield stress 

(MPa) 

ABS shell [210] 1200 2 0.37 34.3 

EPS foam [27] 80 0.019 0.01 0.58 

Anvil/platen [211] 7850 210 0.33 / 

AA3003 [203] 2730 69 0.33 145 

 

Figure 3.4. Nominal uniaxial compressive stress-strain curve for EPS foam with the density of 

80 kg/m3 (redrawn from [27]) 

3.2.2.2 Validation of the helmet model 

As shown in Figure 3.5(a), the standard free drop tests on the front impact position, i.e. 

Point B, of the helmet, were carried out for validating the accuracy of the helmet model. 

Based on the Standard ECE 22.05 [19], the helmet fitted with a metal headform released 
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from a drop height of 2.9 m, which can lead to an initial velocity of 7.5 m/s for the helmet 

crash to the rigid flat anvil, as illustrated in Figure 3.5(b). Three identical drop impact 

tests for the helmet were performed to ensure the repeatability of experimental results. An 

accelerometer PCB-356B21 was instrumented at the centre of gravity of the headform to 

record the acceleration-time history during the test. The measured acceleration data were 

filtered with a CFC-1000 low-pass filter, which has a pass frequency range from 0.1 Hz to 

1000 Hz, in accordance with Standard SAE J211 [212]. As shown in Figure 3.5(c), a 

simulation of the drop test was conducted using the helmet model coupled with the 

Hybrid III head model where both the initial impact velocity of 7.5 m/s and gravity 

acceleration were set as the impact conditions for the coupled Hybrid III head-helmet 

model. The fixed flat anvil was modelled using a rigid material model *MAT_20: RIGID, 

whose material properties are summarized in Table 3.1. Both experimental and numerical 

results were presented in Figure 3.5(d)-(f). The numerical acceleration-time histories are 

in good agreement with the experimental results, as shown in Figure 3.5(d). It should be 

noted that Standard ECE 22.05 [19] specified two types of drop tests, i.e. flat anvil impact 

test and kerbstone impact test. Meanwhile, Standard ECE 22.05 recommends five impact 

positions for a complete assessment of helmet protection performance. Although only flat 

anvil tests for the front impact position were considered in this study, the methodology 

developed is also applicable to other types of impact tests. Table 3.2 summarizes all peak 

acceleration and 𝐻𝐼𝐶  values for three drop impact tests and their corresponding 

simulations. Based on the results in Table 3.2 and Figure 3.5, the helmet model is 

validated by the drop tests.   
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 3.5. Experiments and simulation of drop impact test for the helmeted head, (a) impact 

points of helmet, (b) drop test for helmeted headform, (c) numerical simulation of drop test, (d) 

acceleration histories transmitted to the head measured in three tests described in Table 3.2, (e) 

final deformation of the helmet after drop test experiment, (f) final deformation of helmet model 

after drop test simulation  
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Table 3.2. Experimental and numerical results of the drop impact tests 

 Peak acceleration (𝐴𝑚𝑎𝑥) 𝐻𝐼𝐶 value 

Drop test-1 217.4 g 1990 

Drop test-2 204.9 g 1882 

Drop test-3 219.2 g 1955 

Average of tests 213.8 g 1963 

FE Simulation 215.1 g 1985 

Standard deviation of tests 6.36 44.99 

3.2.3 Honeycomb model 

3.2.3.1 Development of the honeycomb model 

A lightweight honeycomb made of aluminium alloy AA3003 was used to improve the 

energy-absorbing capacity offered by the inner liner to enhance helmet protection under 

impacts. As shown in Figure 3.6, a FE model of honeycomb column under out-of-plane 

compression was developed. The honeycomb was placed on the fixed rigid platen and 

loaded by a moving upper rigid platen. The final displacement was set as 40 mm. The 

honeycomb model has a structural configuration of length  width  depth = 78 mm  77 

mm  50 mm and 14  15 cells. The cells are determined by the geometry of side length  

wall thickness (𝑐  𝑡 = 3.2 mm  0.08 mm). The loading velocity of 400 mm/s used in 

the FE model was much higher than the loading rate of 4 mm/min in the experiment to 

largely increase the computational efficiency, which is acceptable because aluminium is 

insensitive to the strain-rate [169, 213-215]. Therefore, both strain-rate and inertia effects 

were negligible in the numerical simulation. 
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Figure 3.6. Honeycomb model subjected to out-of-plane compression 

Based on the mesh convergence study, the Belytschko-Tsay shell elements with a mesh 

size of 0.5 mm were adopted to model the honeycomb, as shown in Figure 3.6. The 

‘AUTOMATIC_SINGLE_SURFACE’ contact was used in the honeycomb model to 

avoid self-penetration during compression, and the static and dynamic frictional 

coefficients were set to be 0.3 [203] and 0.2 [216], respectively. An elastoplastic material 

model *MAT_3: PLASTIC_KINEMATIC in LS-DYNA was utilized to simulate the 

material characteristics of the honeycomb, and the rigid material model *MAT_20: 

RIGID was selected for the upper and lower platens. The mechanical properties of the 

aluminium honeycomb are summarized in Table 3.1, and the nominal tensile stress-strain 

curve for the AA3003 is presented in Figure 3.7 [203]. 
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Figure 3.7. Nominal tensile stress-strain curve for the AA3003 (redrawn from [203]) 

3.2.3.2 Validation of honeycomb model 

The honeycomb model was validated before it was introduced to the proposed helmet 

model. Aluminium honeycomb specimens under out-of-plane compression were carried 

out to validate the honeycomb model, as shown in Figure 3.8. Three identical honeycomb 

specimens, with the same geometrical configurations of length  width  depth = 78 mm 

 77 mm  50 mm and 𝑐  𝑡 = 3.2 mm  0.08 mm, were tested to ensure the repeatability 

of experiments. These quasi-static tests were performed using the universal testing 

machine INSTRON 5985 with a loading capacity of 150 kN. The honeycomb specimens 

were compressed by the top platen at a constant crosshead speed of 4 mm/min and the 

loading displacement was set to be 40 mm. 

Three force-displacement curves for the aluminium honeycomb specimens subjected to 

out-of-plane compression tests are presented in Figure 3.9 and compared with the 

corresponding numerical results predicted by the honeycomb model. As compared in 

Figure 3.9(a), three experimental force-displacement curves almost coincided with each 

other, indicating the excellent repeatability of the honeycomb specimen under 
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out-of-plane compression. In comparison with the numerical simulation, both the overall 

tendency of the force-displacement curve and the deformation pattern of the honeycomb 

model show very good agreement with the experimental results, demonstrating the 

accuracy of the honeycomb model. 

 

Figure 3.8. Aluminium honeycomb specimen under out-of-plane compression 

 

(a) 

 

(b) 

Figure 3.9. Numerical and experimental results for the honeycomb specimens under 

out-of-plane compression, (a) force-displacement curves, (b) deformation of honeycomb 
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3.3 Numerical simulation results 

3.3.1 Honeycomb-filled helmet design 

To improve helmet impact protection, this study introduced a novel design of helmets 

with an aluminium honeycomb to reinforce the front part of the inner liner, as illustrated 

in Figure 3.10. A tied interface *CONTACT_TIE_NODES_TO_SURFACE was used to 

model the connection of the inner liner and honeycomb filler. According to the 

experimental results of the out-of-plane compression of the honeycomb presented in 

Figure 3.9, the plateau stress of the honeycomb specimen (𝑐  𝑡 = 3.2 mm  0.08 mm) 

can be calculated, which is about 2 MPa. In accordance with Gibson and Ashby’s study 

[186], the plateau stress of regular hexagon honeycomb columns under out-of-plane 

compression can be predicted by the following analytical model,  

𝜎𝑝 ≈ 6.6𝜎𝑦 (
𝑡

𝑐
)

5

3
, (3.1) 

where the 𝜎𝑝 is the plateau stress and 𝜎𝑦 is the yield stress of aluminium material. 

Thus, the plateau stress of the honeycomb specimen can be analytically predicted as 

𝜎𝑝  ≈ 2.05 MPa, which demonstrates that Eq (3.1) can be applied to this study. 

According to Caserta et al.’s study [42], the best motorcycle helmet performance can be 

achieved when using honeycomb filler with a crush strength of 0.7 MPa, which can offer 

a general direction for choosing the geometry of the honeycomb cell. As such, three 

different cells for honeycomb fillers, i.e. C5T4 (𝑐  𝑡 = 5 mm  0.04 mm, 𝜎𝑝  ≈ 0.31 

MPa), C5T5 (𝑐  𝑡 = 5 mm  0.05 mm, 𝜎𝑝  ≈ 0.44 MPa) and C5T6 (𝑐  𝑡 = 5 mm  

0.06 mm, 𝜎𝑝  ≈ 0.6 MPa), were adopted here to study the effects of honeycomb fillers 

on helmet protection performance. It should be noted that a much wider range of 

honeycomb geometries was selected for a further optimisation study in Section 3.4. 

Based upon the validated models in Section 3.2, the head models coupled with the helmet 
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models with/without honeycomb filler were developed to investigate the effects of 

honeycomb filler on the helmet protection performance based on head responses, such as 

head kinematics and the tissue-level injury predictors.  

 

Figure 3.10. Illustration of the helmet with honeycomb filler 

3.3.2 Acceleration transmitted to the head 

As shown in Figure 3.11, virtual drop tests for the four different Hybrid III head-helmet 

models, i.e. conventional helmet without honeycomb filler and novel helmets with 

different honeycomb fillers, were carried out to investigate the influences of honeycomb 

filler on the acceleration transmitted to the helmeted head. Noting that three different 

configurations of honeycomb fillers, i.e. C5T4, C5T5 and C5T6, were considered here to 

explore the effects of honeycomb configuration on the acceleration responses of 

head-helmet models and one conventional helmet without honeycomb filler was selected 

for the comparison. 
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(a) 

 

(b) 

Figure 3.11. Sectional view of the Hybrid III head-helmet models, (a) helmet without 

honeycomb filler, (b) helmet with honeycomb filler 

The acceleration-time curves from four different Hybrid III head-helmet models under 

drop tests are shown in Figure 3.12. It can be found that three helmets with honeycomb 

fillers can help in reducing the peak acceleration transmitted to the head in comparison 

with the conventional helmet without honeycomb fillers. The values of both peak 

acceleration and 𝐻𝐼𝐶 for all simulated models are compared in Table 3.3, in which the 

weights of helmets with/without honeycomb fillers were listed. The peak acceleration 

and 𝐻𝐼𝐶 values for the helmet with three different honeycomb fillers are lower than the 

corresponding values (𝐴𝑚𝑎𝑥 = 215.1 g and 𝐻𝐼𝐶 = 1985) for the conventional helmet 

without filler, which demonstrates the positive effect of honeycomb fillers on the 

improvement of helmet protection performance. In addition, the helmet with filler C5T4 

is of the best impact protection due to the smallest peak acceleration and 𝐻𝐼𝐶 values 

(𝐴𝑚𝑎𝑥 = 161.5 g and 𝐻𝐼𝐶 = 1269), which can be explained by the deformation patterns 

of the three honeycomb fillers during the impact, as shown in Figure 3.13. The load 

resistance of honeycomb fillers decreased with the decrease of the honeycomb cell wall 

thickness from 0.06 mm to 0.04 mm, which promotes honeycomb filler C5T4 to deform 

and spread the impact load over a larger area. Consequently, the energy absorption is 

increased due to a larger area of effective liner to absorb energy and reduce the 
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acceleration transmitted to the head. 

 

Figure 3.12. Acceleration-time curves transmitted to the head in drop test simulations for four 

different helmets 

Table 3.3. Numerical results of four Hybrid III head-helmet models 

 Weight Peak acceleration (𝐴𝑚𝑎𝑥) 𝐻𝐼𝐶 value 

Helmet without filler 1.672 kg 215.1 g 1985 

Helmet with filler C5T4 1.662 kg 161.5 g 1269 

Helmet with filler C5T5 1.666 kg 170.3 g 1440 

Helmet with filler C5T6 1.669 kg 188.2 g 1730 
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(a) 

 

(b) 

Figure 3.13. Final deformation for three different aluminium honeycomb fillers, (a) top view, (b) 

lateral view 

3.3.3 Tissue-level responses of the head 

As shown in Figure 3.14, to assess the impact protection performance of helmets 

with/without honeycomb filler in terms of the tissue-level responses of the head, virtual 

drop tests were performed on four different THUMS head-helmet models, including one 

conventional helmet without filler and three helmets with different honeycomb fillers, i.e. 

C5T4, C5T5 and C5T6, coupled with the THUMS head model. According to the medical 

report [217], the possibility of brain injury is significantly higher than the likelihood of 

skull fracture. Usually, the head under the helmet protection is unlikely to suffer the 

injuries of skull fracture, but brain injuries occur very frequently. Thus, the tissue-level 

responses, such as intracranial pressure (𝐼𝐶𝑃) and von Mises stress (𝜎𝑣) in the brain, were 

adopted for the head injury analysis. 
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(a) 

 

(b) 

Figure 3.14. Sectional view of the THUMS head-helmet models, (a) helmet without honeycomb 

filler, (b) helmet with honeycomb filler 

3.3.3.1 Intracranial pressure 

The 𝐼𝐶𝑃 gradient across the brain can be observed from the numerical results, and the 

distributions of the 𝐼𝐶𝑃 contour for the THUMS head-helmet models at different impact 

times (i.e. 2.5, 4.0, 5.5 and 7.0 ms) are presented in Figure 3.15. These gradient pressure 

agree well with those measured by Nahum et al. [81] and other simulated results in the 

reported literature [104, 218]. Among four different THUMS head-helmet models, the 

conventional helmet without honeycomb filler is of a maximum 𝐼𝐶𝑃 value of 228.8 kPa, 

which is lower than a common threshold value of 235 kPa for the serious brain injury but 

higher than a threshold of 173 kPa for the moderate brain injury [219], indicating that the 

helmeted head cannot be protected perfectly and head injury may still happen. Therefore, 

there is a great need to further improve helmet protection to reduce head injury. As for the 

novel helmets, the values of 𝐼𝐶𝑃 for the helmet with honeycomb filler C5T4 and C5T5 

were 196.6 kPa and 218.6 kPa, respectively, lower than the value for the conventional 

helmet, while the helmet with honeycomb filler C5T6 gave the largest 𝐼𝐶𝑃 value of 

239.1 kPa. In comparison with the conventional helmet without filler, a novel helmet with 

honeycomb filler C5T4 or C5T5 can help in decreasing the 𝐼𝐶𝑃 value for reducing the 
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possibility and severity of head injury; however, the helmet with honeycomb filler C5T6 

shows a negative effect on the impact protection improvement.  

 

 

 

Figure 3.15. 𝐼𝐶𝑃 gradients for four THUMS head-helmet models, (a) helmet without 

honeycomb filler (Max 𝐼𝐶𝑃 = 228.8 kPa), (b) helmet with honeycomb filler C5T4 (Max 𝐼𝐶𝑃 

= 196.6 kPa), (c) helmet with honeycomb filler C5T5 (Max 𝐼𝐶𝑃 = 218.6 kPa), (d) helmet with 

honeycomb filler C5T6 (Max 𝐼𝐶𝑃 = 239.1 kPa) 
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3.3.3.2 von Mises stress 

The distributions of the 𝜎𝑣  contour for the THUMS head-helmet models at different 

times (i.e. 2.5 ms, 4.0 ms, 5.5 ms and 7.0 ms) are illustrated in Figure 3.16, in which very 

similar patterns and their associated values of 𝜎𝑣 for four head-helmet models can be 

observed at each moment. The maximum 𝜎𝑣 for the conventional head-helmet model 

was 33.6 kPa, and the values for the helmet with honeycomb fillers C5T4 and C5T5 were 

decreased to 28.4 kPa and 30.7 kPa, respectively. However, the maximum 𝜎𝑣 of 35.7 kPa 

was obtained for the helmet with honeycomb filler C5T6, which was of a lower 

protection performance than the conventional helmet in terms of the 𝜎𝑣  responses. 

According to the 𝜎𝑣 thresholds reported in literature [220], such as the value of 18 kPa 

for 50% probability of mild injury and 38 kPa for 50% probability of severe injury. It can 

be concluded that the conventional and three proposed novel helmets cannot prevent head 

injury completely, while the brain still of 50% probability of mild injury for the safest 

helmet with honeycomb filler C5T4. The 𝜎𝑣-based injury indicator coincided with the 

𝐼𝐶𝑃 -based injury indicator. All these head responses indicated that there is still a 

significant need for helmet protection improvement. The helmet with honeycomb filler 

could be one possible solution to achieve this goal.  
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Figure 3.16. von Mises stresses of the brain for four THUMS head-helmet models, (a) helmet 

without honeycomb filler (Max 𝜎𝑣 = 33.6 kPa), (b) helmet with honeycomb filler C5T4 (Max 

𝜎𝑣 = 28.4 kPa), (c) helmet with honeycomb filler C5T5 (Max 𝜎𝑣 = 30.7 kPa), (d) helmet with 

honeycomb filler C5T6 (Max 𝜎𝑣 = 35.7 kPa) 
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3.3.4 Analysis of honeycomb-filled helmet protection 

To further investigate the effects of honeycomb filler on the protection of 

honeycomb-filled helmets under the front impact, both the kinematic-based injury 

predictors, (i.e. 𝐴𝑚𝑎𝑥  and 𝐻𝐼𝐶 ) from the Hybrid III head-helmet models and the 

tissue-level injury predictors (i.e. 𝐼𝐶𝑃 and 𝜎𝑣) from the THUMS head-helmet models 

were discussed here. For facilitating comparison, the head response ratios between each 

of the three novel helmets (with honeycomb filler C5T4, or C5T5, or C5T6) and the 

conventional helmet (without filler) are illustrated in Figure 3.17, in which all head 

responses were normalised using the corresponding head responses associated with the 

conventional helmet. Clearly, four different smallest ratios (0.751, 0.639, 0.859 and 0.845 

for 𝐴𝑚𝑎𝑥, 𝐻𝐼𝐶, 𝐼𝐶𝑃 and 𝜎𝑣, respectively) are from the novel helmet with honeycomb 

filler C5T4, indicating its greatest improvement in impact protection performance. The 

ratios for the novel helmet with honeycomb filler C5T5 are also lower than unity, and 

therefore, the protection performance of this helmet is better than the conventional helmet. 

As for the helmet with honeycomb filler C5T6, the ratios of kinematic-based predictors 

were lower than those of the helmet without filler. However, the tissue-level responses 

were higher than the conventional counterparts. Although the novel helmet with 

honeycomb filler C5T6 can reduce the levels of acceleration and 𝐻𝐼𝐶 value, the negative 

influences on the tissue-level responses are observed. Overall, the configuration of 

honeycomb filler plays a significant role in helmet protection enhancement.  
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Figure 3.17. Comparison of the protection between conventional and novel helmets against head 

response ratios 

3.4 Discrete design optimisation for helmet design 

From the above study, it can be found that the protection performance of the novel helmet 

can be optimised by choosing different configurations of honeycomb fillers, which could 

be achieved using structural optimisation. The methodology of orthogonal array design 

for the discrete optimisation study has been widely reported in literature [221-225], which 

can be also introduced to efficiently seek the optimal design for the helmet. 

3.4.1 Efficient optimisation method 

3.4.1.1 Full factorial design 

In an optimisation problem, the objective is to find the optimal combination of levels (or 

possible values) for each factor (or design variable). In general, full factorial design can 

be used to consider all possible combinations of all design variables with all design 

levels [225]. Suppose that there are 𝑛 factors with 𝑙1, 𝑙2, …, 𝑙𝑛 levels, respectively, 

then 𝑙1 × 𝑙2 × …× 𝑙𝑛 combinations should be conducted for the full factorial design. 
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The main drawback of the full factorial design is that very large amounts of 

experiments/simulations are required to be conducted when the numbers of the design 

factors and/or levels are large. For example, a full factorial design with 𝑛 = 7 factors 

and 𝑙1 = 𝑙2 = … = 𝑙𝑛 = 2 levels needs to consider 27 (= 128) combinations. 

3.4.1.2 Orthogonal array design 

The orthogonal array design is a fractional factorial design which is a certain fractional 

subset of the full factorial set of designs, and the orthogonality (independence) among 

various factors and certain interactions can be maintained after careful selection of the 

orthogonal array [226, 227]. Thus, in comparison with the full factorial design, the 

orthogonal array can lead to a smaller but representative set of design combinations. 

The orthogonal array design can be presented as 𝐿𝑚(𝑙
𝑛), in which 𝐿 represents the 

orthogonal array, 𝑙 is the number of the levels, 𝑛 is the number of the factors, 𝑚 is 

the number of the rows (i.e. the number of design combinations). For example, the L8(2
7) 

can be used for orthogonal array design with 𝑛 = 7 factors and 𝑙1 = 𝑙2 = … = 𝑙𝑛 = 2 

levels, as presented in Table 3.4. This orthogonal array design only needs to consider 8 

design combinations, far less than 128 combinations of the full factorial design. 

The orthogonal array can be characterised by orthogonality. To facilitate understanding 

of orthogonality, the levels in Table 3.4 are converted from (1, 2) to (-1, 1), then the first 

two columns of designs can be represented using vectors F1 = (-1, -1, -1, -1, 1, 1, 1, 1) 

and F2 = (-1, -1, 1, 1, -1, -1, 1, 1), and thus F1F2
T = 0 can be obtained to demonstrate the 

orthogonality of orthogonal array design. This orthogonality means that (i) the levels of 

a factor should appear the same times in the orthogonality array; and (ii) the ordered 

pairs formed by the rows restricted to any two columns are all the possible ordered pairs 

of the two-element set, i.e. (1, 1), (1, 2), (2, 1) and (2, 2).  
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Table 3.4. The L8(2
7) orthogonal array 

Experiment No. 

Factor 

F1 F2 F3 F4 F5 F6 F7 

1 1 1 1 1 1 1 1 

2 1 1 1 2 2 2 2 

3 1 2 2 1 1 2 2 

4 1 2 2 2 2 1 1 

5 2 1 2 1 2 1 2 

6 2 1 2 2 1 2 1 

7 2 2 1 1 2 2 1 

8 2 2 1 2 1 1 2 

3.4.1.3 Optimisation algorithm using orthogonal array design 

The flowchart of the procedures for the discrete optimisation algorithm is presented in 

Figure 3.18, whose detailed steps are illustrated as follows [222, 228]. 

Step 1: The optimisation problem definition. The optimisation objective function, 

discrete design variables and constraints are used to define the optimisation problem, 

which can be expressed as follows. 

{

Find 𝒙                                                 
minimize 𝑅(𝒙)                                 
subject to 𝐺𝑖(𝒙) ≤ 0, 𝑖 = 1, . . . , 𝑘

, (3.2) 

where 𝒙 is the discrete design variable, 𝑅(𝒙) is the optimisation objective function, 

𝐺𝑖(𝒙) is the constrain function and 𝑘 is the number of constraints. 

Step 2: Orthogonal array method. An orthogonal array is determined based on the 
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optimisation problem. As shown in Table 3.5, the L9(3
3) was selected due to the numbers 

of both design variables (A, B, C) and levels (1, 2, 3) being three in the optimisation 

iteration (see Section 3.4.2), and nine calculations are needed for each iteration [227].  

Step 3: Arrangement of the levels for design variables. The discrete values are 

selected to be three levels for each design variable in the initial design. In particular, one 

selected value is first assigned to the second level (i.e. Level 2) for the corresponding 

design variable; then neighbouring smaller values are assigned to the first level and the 

neighbouring larger one is assigned to the third level [227].  

Step 4: Penalized objective function. The new objective function (𝑅𝑛𝑒𝑤) is defined to 

consider the constraint violations as follows. 

𝑅𝑛𝑒𝑤 = 𝑚𝑖𝑛{𝑅(𝒙) + 𝑃(𝒙)}, (3.3) 

𝑃(𝒙) = 𝜆 ∗ 𝑚𝑎𝑥(0, 𝑉𝑖), (3.4) 

in which 𝑃(𝒙) is the penalty function, 𝜆 denotes the scaling factor, 𝑉𝑖 is the maximum 

violation of the i-th constraint [222]. The value of 𝜆 is set to be zero when the constraint 

condition is satisfied; otherwise, 𝜆 is set as a positive value at least ten times greater than 

the objective function to neglect the unsatisfied design in which the constraint fucntion 

cannot be satisfied [229].  

Step 5: Selection of an optimum design. The analysis of mean (ANOM) method is used 

for obtaining an optimum level, as shown in Table 3.6, which becomes the new levels of 

design variables for the next iteration [226]. 

Step 6: Convergence criteria. The convergence criteria include (i) no new smaller 𝑅𝑛𝑒𝑤 
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is obtained in the next five iterations, or (ii) the maximum number of iterations is reached 

[222]. The optimisation step is terminated if one of the above two convergence criteria is 

met; otherwise, the optimisation algorithm returns to Step 3 for a new iteration.  

 

Figure 3.18. Flowchart of the discrete optimisation algorithm  
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Table 3.5. The L9(3
3) orthogonal array with the new objective function 

Experiment No. 

Levels of design variables 

𝑅𝑛𝑒𝑤 

A B C 

1 1 1 1 𝑅𝑛𝑒𝑤1 

2 1 2 2 𝑅𝑛𝑒𝑤2 

3 1 3 3 𝑅𝑛𝑒𝑤3 

4 2 1 2 𝑅𝑛𝑒𝑤4 

5 2 2 3 𝑅𝑛𝑒𝑤5 

6 2 3 1 𝑅𝑛𝑒𝑤6 

7 3 1 3 𝑅𝑛𝑒𝑤7 

8 3 2 1 𝑅𝑛𝑒𝑤8 

9 3 3 2 𝑅𝑛𝑒𝑤9 

Table 3.6. Mean of 𝑅𝑛𝑒𝑤 corresponding to each level 

Design 

variables 

Levels of design variables 

1 2 3 

A (𝑅𝑛𝑒𝑤1+𝑅𝑛𝑒𝑤2+𝑅𝑛𝑒𝑤3)/3 (𝑅𝑛𝑒𝑤4+𝑅𝑛𝑒𝑤5+𝑅𝑛𝑒𝑤6)/3 (𝑅𝑛𝑒𝑤7+𝑅𝑛𝑒𝑤8+𝑅𝑛𝑒𝑤9)/3 

B (𝑅𝑛𝑒𝑤1+𝑅𝑛𝑒𝑤4+𝑅𝑛𝑒𝑤7)/3 (𝑅𝑛𝑒𝑤2+𝑅𝑛𝑒𝑤5+𝑅𝑛𝑒𝑤8)/3 (𝑅𝑛𝑒𝑤3+𝑅𝑛𝑒𝑤6+𝑅𝑛𝑒𝑤9)/3 

C (𝑅𝑛𝑒𝑤1+𝑅𝑛𝑒𝑤6+𝑅𝑛𝑒𝑤8)/3 (𝑅𝑛𝑒𝑤2+𝑅𝑛𝑒𝑤4+𝑅𝑛𝑒𝑤9)/3 (𝑅𝑛𝑒𝑤3+𝑅𝑛𝑒𝑤5+𝑅𝑛𝑒𝑤7)/3 

3.4.2 Description of the optimisation problem 

Besides the honeycomb filler, EPS liner foam is also expected to dissipate impact energy 

to improve the novel helmet protection. Therefore, both the geometries of honeycomb 

filler and the density of EPS foam were considered here for the optimisation design. 

Specifically, eight levels (i.e. possible values) of side length and eight levels of the wall 
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thickness of the honeycomb cell as well as four levels of density of EPS foam were 

selected as the design variables to optimise the configuration of the novel helmet, as 

summarized in Table 3.7. The four stress-strain curves for EPS foams with different 

densities are illustrated in Figure 3.19 and the material properties for EPS foam of four 

different densities are listed in Table 3.8 [27]. 

Table 3.7. The discrete values of design variables for helmet optimisation design 

Description 1 2 3 4 5 6 7 8 

𝑐 (mm) 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 

𝑡 (mm) 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 

𝜌 (kg/m3) 50 64 80 100 / / / / 

 

Figure 3.19. Nominal uniaxial compressive stress-strain curves for EPS foams with different 

densities (redrawn from [27])  
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Table 3.8. Material properties for EPS foams with different densities [27] 

Density (kg/m3) Young’s modulus (MPa) Poisson’s ratio Yield stress (kPa) 

50 12.7 0.01 350 

64 16.3 0.01 450 

80 19.0 0.01 580 

100 25.1 0.01 720 

As mentioned in Section 3.3, both kinematic-based injury predictors (𝐴𝑚𝑎𝑥, 𝐻𝐼𝐶) and 

tissue-level injury predictors (𝐼𝐶𝑃, 𝜎𝑣) for the helmeted head can be obtained to assess 

helmet protection. Among the above four head injury predictors, the kinematic-based 

predictors are based on head acceleration, which was proposed for skull fracture injury, 

while the tissue-level responses were linked to brain injury [87, 95]. To explore the 

optimal configuration for the novel helmet protection with regard to overall head injury 

predictors (𝐴𝑚𝑎𝑥 , 𝐻𝐼𝐶, 𝐼𝐶𝑃 and 𝜎𝑣), the weighting factor (𝑤𝛼) was applied here to 

combine two different kinds of head injuries, i.e. both skull fracture and brain injury were 

considered for helmet optimisation. Noting that the weighting factor is changeable, which 

is related to the relative importance of each head injury predictor [205]. However, there 

are insufficient studies available to determine the exact relative importance of each type 

of head injury. It was assumed here that each head injury predictor is of equal importance 

for the overall head injuries, thus the weighting factor of each head injury predictor was 

set to be 0.25, i.e. 𝑤𝐴𝑚𝑎𝑥 = 𝑤𝐻𝐼𝐶 = 𝑤𝐼𝐶𝑃 = 𝑤𝜎𝑣 =0.25. More accurate values of the 

weighting factors could be adopted when they are available. As presented in Eq. (3.5), the 

weighting factor, as well as the ratios of head responses of the novel helmet and 

conventional helmet, were used here for facilitating the comparison, where the head 

responses (𝐴𝑚𝑎𝑥  = 215.1 g, 𝐻𝐼𝐶  = 1985, 𝐼𝐶𝑃  = 228.8 kPa, 𝜎𝑣  = 33.6 kPa) for 

conventional helmet without filler were obtained from Section 3.3. Furthermore, 
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according to the Standard ECE 22.05 [19], the maximum acceleration transmitted to the 

head should not exceed 275 g. Hence, the value of 275 g was considered here as an upper 

limit of 𝐴𝑚𝑎𝑥. The objective function and constraints of the optimisation problem are 

given by 

{
  
 

  
 𝑅(𝑐, 𝑡, 𝜌) = min {𝑤𝐴𝑚𝑎𝑥 ∗

𝐴𝑚𝑎𝑥(𝑐, 𝑡, 𝜌)

215.1
+ 𝑤𝐻𝐼𝐶 ∗

𝐻𝐼𝐶(𝑐, 𝑡, 𝜌)

1985
+ 𝑤𝐼𝐶𝑃 ∗

𝐼𝐶𝑃(𝑐, 𝑡, 𝜌)

228.8
+𝑤𝜎𝑣 ∗

𝜎𝑣(𝑐, 𝑡, 𝜌)

33.6
}

𝑠. 𝑡

{
 

 
𝐴𝑚𝑎𝑥(𝑐, 𝑡, 𝜌) ≤ 275 g

𝑐 ∈ (3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0, 6.5)

𝑡 ∈ (0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.10)

𝜌 ∈ (50, 64, 80, 100)

. (3.5) 

The above-constrained optimisation problem can be transformed into an unconstrained 

optimisation problem by using the penalty function. The penalty function for the 

maximum acceleration is given by 

𝑃(𝑐, 𝑡, 𝜌) = 𝜆 ∗ max[0, 𝐴𝑚𝑎𝑥(𝑐, 𝑡, 𝜌) − 275], (3.6) 

where the scaling factor 𝜆 was set to be 1000 to neglect the unsatisfied design [221]. The 

optimisation problem then is formulated as 

{
 
 

 
 
𝑅𝑛𝑒𝑤 = min{𝑅(𝑐, 𝑡, 𝜌) + 𝑃(𝑐, 𝑡, 𝜌)}

𝑠. 𝑡

{
 

 
𝐴𝑚𝑎𝑥(𝑐, 𝑡, 𝜌) ≤ 275 𝑔

𝑐 ∈ (3.0, 3.5, 4.0, 4.5, 5.0, 5.5, 6.0, 6.5)

𝑡 ∈ (0.03, 0.04, 0.05, 0.06, 0.07, 0.08, 0.09, 0.10)

𝜌 ∈ (50, 64, 80, 100)

. (3.7) 

The helmet with honeycomb filler C5T5 (𝜌 = 80 kg/m3, 𝑐 = 5.0 mm and 𝑡 = 0.05 mm) 

was selected as the initial design of the optimisation. The details of the first iteration for 

the optimisation and the associated 𝑅𝑛𝑒𝑤 were listed in Table 3.9.  
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Table 3.9. The discrete values of design variables in the first iteration 

Simulation No. 

Levels of design variables 𝐴𝑚𝑎𝑥 

(g) 
𝐻𝐼𝐶 

𝐼𝐶𝑃 

(kPa) 

𝜎𝑣 

(kPa) 
𝑅𝑛𝑒𝑤 

𝑐 (mm) 𝑡 (mm) 𝜌 (kg/m3) 

1 4.5 0.04 64 156.6 2009 203.8 30.59 0.885 

2 4.5 0.05 80 163.7 1420 234.2 38.1 0.908 

3 4.5 0.06 100 189.2 1764 270.3 36.9 1.012 

4 5.0 0.04 80 161.5 1365 196.6 28.4 0.786 

5 5.0 0.05 100 173.2 1541 226 34.3 0.897 

6 5.0 0.06 64 189.5 1558 233 37.1 0.947 

7 5.5 0.04 100 158.3 1209 195.7 27.5 0.755 

8 5.5 0.05 64 158.9 1228 207.3 31.2 0.798 

9 5.5 0.06 80 173.9 1783 231 37 0.954 

According to the above results of 𝑅𝑛𝑒𝑤 , ANOM method (Table 3.6) was used to 

determine the levels of the optimum in the first iteration, as presented in Table 3.10. 

Specifically, the minimum/optimal values of the mean of 𝑅𝑛𝑒𝑤 for each design variable 

in the first iteration can be found from Table 3.10, such as 0.836 for 𝑐 at the Level 3 (i.e. 

𝑐 = 5.5 mm, see Table 3.5 and Table 3.9), 0.809 for 𝑡 at the Level 1 (i.e. 𝑡 = 0.04 mm), 

and 0.877 for 𝜌 at the Level 1 (i.e. 𝜌 = 64 kg/m3). Thus, the levels of 𝑐 = 5.5 mm, 𝑡 = 

0.04 mm and 𝜌 = 64 kg/m3 in the first iteration were selected as three new initial Level 2 

of each design variable for the next optimisation iteration, see Figure 3.18.  

Table 3.10. Mean of 𝑅𝑛𝑒𝑤 corresponding to each level in the first iteration 

Design variable 

Levels of design variables 

1 2 3 

𝑐 0.935 0.877 0.836 

𝑡 0.809 0.868 0.971 

𝜌 0.877 0.883 0.888 
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3.4.3 Optimisation results 

The optimisation iteration for the protection performance of the honeycomb-filled helmet 

is presented in Figure 3.20. It is shown that the 𝑅𝑛𝑒𝑤 of the initial design was 0.847 and 

the value decreased to 0.570 after four optimisation iterations. Eventually, the 

optimisation stopped at the eighth iteration due to that 𝑅𝑛𝑒𝑤 values were not improved in 

the following four iterations and the convergence criteria of the optimisation were met. 

 

Figure 3.20. The iteration process of discrete optimisation for the novel helmet 

The numerical results of the initial and optimum designs for the novel helmet are 

summarized in Table 3.11, in which the data of the conventional helmet and helmet C5T4 

are included for comparison. In addition, all ratios of head responses for conventional 

helmet and three novel helmets are compared in Figure 3.21. It can be found that all head 

responses for the initial design of the novel helmet with honeycomb filler (𝜌 = 80 kg/m3, 

𝑐 = 5.0 mm and 𝑡 = 0.05 mm) were lower than those of the conventional helmet without 

honeycomb filler, indicating the impact protection of the initial design of novel helmet 

was improved from the conventional helmet. In comparison with the initial design of the 

novel helmet, the head responses for the helmet C5T4 were reduced. Furthermore, the 
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head responses for the optimum design of the novel helmet (𝜌 = 50 kg/m3, 𝑐 = 6.0 mm 

and 𝑡 = 0.03 mm) were significantly reduced comparing with those for all the above 

novel and conventional helmet designs. Therefore, the optimum helmet design is of the 

best protection performance under front impacts.  

Table 3.11. Comparison of the protection performance of different helmet designs 

Description 
Weight 

(kg)  

𝑐 

(mm) 

𝑡 

(mm) 

𝜌 

(kg/m3) 

𝐴𝑚𝑎𝑥 

(g) 
𝐻𝐼𝐶 

𝐼𝐶𝑃 

(kPa) 

𝜎𝑣 

(kPa) 
𝑅𝑛𝑒𝑤 

Conventional helmet 1.672 / / 80 215.1 1985 228.8 33.6 1 

Helmet C5T4 1.662 5.0 0.04 80 161.5 1269 196.6 28.4 0.773 

Initial design 1.666 5.0 0.05 80 170.3 1440 218.6 30.7 0.847 

Optimum design 1.488 6.0 0.03 50 137.0 918 146.9 18.1 0.570 

 

Figure 3.21. Comparison of the protection performance of different helmets in terms of five 

indicators (𝐴𝑚𝑎𝑥, 𝐻𝐼𝐶, 𝐼𝐶𝑃, 𝜎𝑣 and 𝑅𝑛𝑒𝑤) 
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3.5 Discussion 

A full-face motorcycle helmet was modelled, and standard free drop impacts at the front 

position of the helmet were experimentally tested and numerically simulated. The 

numerical results show a good agreement with the experimental results, thus the accuracy 

of the helmet model can be validated. According to the requirements of Standard ECE 

22.05 [19], the 𝐴𝑚𝑎𝑥 transmitted to the helmeted headform should not exceed 275 g 

during the test, and the 𝐻𝐼𝐶 should not exceed 2400. Both 𝐴𝑚𝑎𝑥 and 𝐻𝐼𝐶 results of the 

conventional helmet are smaller than their corresponding limits, indicating that the 

conventional helmet can pass the ECE 22.05 requirements. However, the threshold of 

𝐻𝐼𝐶 prescribed in Standard ECE 22.05 is very high, while the moderate head injury can 

be predicted for 𝐻𝐼𝐶 = 1000, and serious head injury can be predicted for 𝐻𝐼𝐶 = 1500 

[150, 230]. In addition, based on the Standard FMVSS 208 [71], a 𝐻𝐼𝐶 value of 1000 

with a time interval no more than 36 ms is regarded as a threshold for head injury. As 

presented in Table 3.2, all 𝐻𝐼𝐶 values were lower than the threshold of 2400 but much 

higher than the threshold of 1000, indicating that the standard helmet cannot completely 

prevent head injury in the drop test, and therefore, helmet protection needs to be 

improved to reduce the possibility and severity of head injury. 

To improve helmet protection, a novel helmet design with a foam liner reinforced by a 

honeycomb filler was first proposed by Caserta et al. [42] and also reported by Kholoosi 

et al. [35, 207]. In their studies, impact accelerations transmitted to the helmeted 

headform were measured and the 𝐻𝐼𝐶 values were calculated to assess the protection 

performance of the novel honeycomb-filled helmet; however, the tissue-level injury 

predictors were not used in previous studies. In this study, tissue-level injury predictors 

were measured by the THUMS head-helmet models to comprehensively assess the 

honeycomb-filled helmet protection performance.  



Chapter 3. Head-Helmet Coupled Modelling with Optimisation 

111 

In light of previous studies [96, 98, 117, 218, 231], researchers measured the impact 

accelerations from the helmeted Hybrid III headform, and then imposed the 

accelerations on the high biofidelity head models to predict tissue-level responses for 

the helmet protection assessment. The computational costs can be saved because the 

high biofidelity head models were not coupled with the helmet models. In this study, the 

high biofidelity THUMS head model was coupled with the helmet model to replicate 

more realistic helmeted head impact scenarios. To obtain the advantage of the high 

biofidelity head-helmet modelling and overcome the drawback of computational costs, 

an efficient orthogonal array design optimisation method presented in this study can be 

employed for the head-helmet models to efficiently find the optimal design of the 

helmet. For example, according to the previous full factorial design optimisation 

method [33], 8×8×4 (= 256) combinations of three design factors (i.e. foam density of 

helmet liner, side length and wall thickness of the honeycomb cell, see Table 3.7) need 

to be simulated to find the optimal design of honeycomb-filled helmet protection. In 

contrast, the optimal design can be found after four iterations (Figure 3.20) based on the 

efficient orthogonal array design optimisation method, as each iteration calculated nine 

combinations. Thus the computational costs can be largely reduced by using the 

efficient orthogonal array design optimisation method.  

This chapter has some limitations. Firstly, only the honeycomb-filled helmet impact 

onto the flat anvil was investigated in this study, indicating that honeycomb fillers were 

prone to experience out-of-plane compression in such loading conditions. Whereas the 

mechanical behaviours of honeycombs are sensitive to loading directions, the impact 

attenuation capacities of honeycombs under in-plane or shear compression are much 

different [186]. Thus, it is suggested that the effects of the impact directions on the 

honeycomb-filled helmet also need to be considered. According to the helmet standards 

[19, 20], the kerbstone and hemispherical anvils are also recommended for a more 
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comprehensive assessment of the design of a honeycomb-filled helmet. Secondly, the 𝜎𝑣 

thresholds used in this study are proposed based on the validated SUFEHM, indicating 

that these 𝜎𝑣 thresholds maybe not be fully applicable to the THUMS head model for 

the evaluation of head injury although the 𝜎𝑣 values obtained from different coupled 

THUMS head-helmet models can also be used as a reference to approximately compare 

the protection improvement of the helmet with different designs. Finally, the practical 

manufacturing process of the honeycomb-filled helmet was not considered in this study, 

which may lead to some difficult usage of honeycomb filler in helmet design, and the 

optimal results for the honeycomb-filled helmet design were not validated against the 

experimental results. Therefore, once this optimal helmet design is ready for practical 

application, the corresponding experimental tests need to be performed in advance. 

3.6 Conclusions 

In this chapter, experiments were used to validate the helmet model obtained using 

scanned geometries and reliable material parameters. The validated helmet model was 

coupled with the Hybrid III head model and the high biofidelity THUMS head model to 

establish coupled head-helmet models to assess the helmet impact protection in terms of 

head kinematics and tissue-level responses. With the reinforcement of honeycomb filler, 

the protection performance of the novel helmet can be significantly enhanced in 

comparison with the protective performance of the conventional helmet without 

honeycomb filler. To enhance the design efficiency for further improving 

honeycomb-filled helmet protection, the orthogonal array design optimisation was 

conducted to the optimum structural parameters of honeycomb and liner foam density for 

helmet protection. The optimum design for the novel helmet can be efficiently found and 

considerably improve helmet protection for preventing head injury during impacts. In 

comparison with the head responses (𝐴𝑚𝑎𝑥 = 215.1 g, 𝐻𝐼𝐶 = 1985, 𝐼𝐶𝑃 = 228.8 kPa 
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and 𝜎𝑣 = 33.6 kPa) for conventional helmet, the values of head responses (𝐴𝑚𝑎𝑥 = 137 g, 

𝐻𝐼𝐶 = 918, 𝐼𝐶𝑃 = 146.9 kPa and 𝜎𝑣 = 18.1 kPa) for the optimum helmet design are 

significantly reduced, with their respective reductions of 36.3%, 53.8%, 35.8%, and 

46.1%. It demonstrated that the orthogonal array design optimisation method based on 

coupled head-helmet modelling is an effective tool for the reliable and efficient design of 

the helmet. 
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4.1 Introduction 

The previous Chapter 3 employed the orthogonal array design optimisation method 

based on the head-helmet modelling to improve the computational efficiency of helmet 

optimisation. However, this efficient optimisation method cannot help to characterise and 

analyse the potential advanced impact-attenuating materials for helmet design. As 

mentioned in Section 2.3.1, the advanced materials can offer more design space to 

further upgrade helmet protection from the material level [12], and functionally graded 

polymeric foam (FGPF) can be introduced to the helmet liner to improve the 

impact-attenuating capacity of the helmet liner and also compensate excessive stiffness of 

the composite helmet shell [27, 43]. To help the material analysis and selection for helmet 

design, the numerical method can be adopted to characterise, design and optimise the 

FGPF [165]. However, the FE model development of FGPF demands considerable time 

[176, 184], and the experimental work on FGPF is also highly time-consuming [185]. As 

such, it is necessary to develop an analytical method to predict the mechanical 

characteristics of FGPF accurately and quickly, which can help to efficiently determine a 

reasonable FGPF configuration for helmet design improvement. However, there is still 

no effective constitutive model available for FGPF materials. 

To fill the above knowledge gap, this chapter is aimed to develop an effective analytical 

model to predict the mechanical responses of FGPF under uniaxial compression loads. 

This chapter is organized as follows. Section 4.2 introduces the density gradient strategy 

for FGPF. Then, Section 4.3 identifies an analytical constitutive model for the uniform 

density EPS foam subjected to uniaxial compression. Uniaxial quasi-static and dynamic 

compression experiments are carried out on EPS foams to validate the proposed 

compressive constitutive model. Section 4.4 further develops an analytical model to 

predict the stress-strain relations of FGPF subjected to uniaxial compressive loads, based 
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on which the validated FE models are employed to compare the analytical prediction and 

numerical simulation. Then, the orthogonal array design optimisation method was 

utilized to obtain the optimal configurations of FGPF with higher crashworthy 

performance. A comprehensive discussion of the results and limitations of this chapter is 

presented in Section 4.5. Finally, the research findings are concluded in Section 4.6.  

4.2 Functionally graded polymeric foam 

The energy absorption characteristics of FGPF subjected to uniaxial compression are 

investigated in this chapter. The direction of the FGPF density gradient coincides with 

that of the axial compression load (or thickness direction), as shown in Figure 4.1. The 

variation of FGPF density is defined in the following power-law functions, 

𝜌𝑓(𝑥) = 𝜌𝑓1 + (𝜌𝑓2 − 𝜌𝑓1) (
𝑥

𝑇
)
𝑛

, 𝜌𝑓1 < 𝜌𝑓2， (4.1) 

where 𝜌𝑓1 and 𝜌𝑓2 are the densities at the top and bottom ends of FGPF, respectively; 𝑥 

is the distance from the top end; 𝑇 is the thickness of FGPF; 𝑛 is the gradient exponent 

that governs the variation of foam densities, which usually varies between 0.1 to 10 

[176-179, 205, 232, 233], as shown in Figure 4.2. It is practically difficult to manufacture 

a continuous FGPF according to Eq. (4.1). An approximate version of the continuous 

FGPF is the discrete FGPF, which is divided into a number of layers along the direction of 

the density gradient with each layer being assumed as a homogeneous and isotropic 

uniform foam material. As shown in Figure 4.1, based on the above-mentioned 

assumption, FGPF can be regarded as a combination of many independent foam layers 

(i.e. 𝐿1, 𝐿2, … …, 𝐿𝑖, … …, 𝐿𝑧−1, 𝐿𝑧) along with the gradient direction, and each of 

them has a different uniform density.  
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Figure 4.1. Schematic diagram of FGPF described by z foam layers with density varying along 

the gradient direction subjected to uniaxial compression 

 

Figure 4.2. Variation in foam density versus normalized distance based on Eq. (4.1) for various 

𝑛 values between 0.1 and 10 



Chapter 4. Analytical Method for Functionally Graded Polymeric Foam 

118 

4.3 Constitutive model 

4.3.1 Constitutive model for uniform density polymeric foams 

To determine the constitutive model for uniform density polymeric foams, the typical 

stress-strain curve of EPS foam under uniaxial compression is illustrated in Figure 4.3 

where three phases of foam compression can be identified, i.e. initial linear elastic phase, 

plateau phase and densification phase. For the elastic phase, the stress increases linearly 

with the strain increasing to the yield strain (𝜀𝑦); then, the foam enters the plateau phase, 

in which the stress increases slightly; as the strain increases above the densification strain 

(𝜀𝑑), the foam enters the densification phase where the stress increased rapidly with strain. 

It should be noted that the transition between the three phases is over a small zone of 

strain, rather than instantaneously, due to the imperfection and non-homogeneity of the 

cellular foam. Assuming that the transition between the elastic phase and the plateau 

phase occurs over a zone of a strain of 2∆𝜀𝑦, and the transition between the plateau phase 

and the densification phase occurs over a zone of a strain of 2∆𝜀𝑑. 

 

Figure 4.3. Typical stress-strain curve of EPS foam under uniaxial compression 
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According to [186], the Poisson’s ratio of low-density polymeric foam is approximately 

zero, and the initial tangent modulus 𝐸0  for the cellular EPS foam under uniaxial 

compression can be determined by 

𝐸0 = 𝐴0𝐸𝑠(𝛷0)
2, (4.2) 

in which, the parameter, 𝐴0 is a constant for the initial geometric stiffness, 𝐸𝑠 is the 

tangent modulus of the solid matrix material of EPS foam, and 𝛷0 is the initial relative 

density between EPS foam and its solid matrix material, expressed as 

𝛷0 =
𝜌0

𝜌𝑠
, (4.3) 

where 𝜌0 is the initial density of EPS foam, and 𝜌𝑠 is the density of the matrix material 

of EPS foam. 

For describing the characteristics of cellular foam under uniaxial compression, a 

constitutive model developed by Schraad and Harlow [187] is employed here. When EPS 

foam subjected to compression, both the geometric stiffness 𝐴(𝜀) and the relative density 

𝛷(𝜀) evolve with the compressive strain (𝜀). Therefore, Eq. (4.2) can be extended to 

describe the tangent modulus 𝐸(𝜀) of EPS foam during compression, i.e. 

𝐸(𝜀) = 𝐴(𝜀)𝐸𝑠[𝛷(𝜀)]
2, (4.4) 

where 𝛷(𝜀) is the current relative density given by 

𝛷(𝜀) =
𝜌0

𝜌𝑠

1

1−𝜀
. (4.5) 

According to Eqs. (4.4) and (4.5), the compressive stress-strain relation of EPS foam can 
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be written as 

𝜎(𝜀) = 𝐸(𝜀)𝜀 = 𝐴(𝜀)𝐸𝑠[
𝜌0

(1−𝜀)𝜌𝑠
]2𝜀, (4.6) 

in which 𝜎(𝜀) is the compression stress for EPS foam without consideration of the 

strain-rate effect. 

As shown in Figure 4.3, three compressive phases and two transition zones for EPS foam 

subjected to compression can be observed. Based on the stress-strain characteristics of 

EPS foam, piecewise function is considered for the determination of the geometric 

stiffness 𝐴(𝜀) in the constitutive model, i.e. 

𝐴(𝜀) =

{
  
 

  
 
𝐴0,                                                    0 ≤ 𝜀 <𝜀𝑦 − ∆𝜀𝑦
(𝐴0−𝐴1)𝜀−𝐴0(𝜀𝑦−∆𝜀𝑦)+𝐴1(𝜀𝑦+∆𝜀𝑦)

2∆𝜀𝑦
, 𝜀𝑦 − ∆𝜀𝑦 ≤ 𝜀 < 𝜀𝑦 + ∆𝜀𝑦

𝐴1,                                                    𝜀𝑦 + ∆𝜀𝑦 ≤ 𝜀 < 𝜀𝑑 − ∆𝜀𝑑
(𝐴1−1)𝜀−𝐴1(𝜀𝑑−∆𝜀𝑑)+(𝜀𝑑+∆𝜀𝑑)

2∆𝜀𝑑
,       𝜀𝑑 − ∆𝜀𝑑 ≤ 𝜀 < 𝜀𝑑 + ∆𝜀𝑑

1,                                                       𝜀𝑑 + ∆𝜀𝑑 ≤ 𝜀 < 1,

, (4.7) 

where the 𝐴0 and 𝐴1 can be determined from Eqs. (4.2)-(4.5), given as 

𝐴0 =
𝐸0

𝐸𝑠(𝛷0)2
=

𝐸0

𝐸𝑠
(
𝜌𝑠

𝜌0
)
2

, (4.8) 

𝐴1 =
𝐸1

𝐸𝑠[𝛷(𝜀𝑦)]2
=

𝐸1

𝐸𝑠
(
𝜌𝑠

𝜌0
)
2

(1 − 𝜀𝑦)
2
, (4.9) 

where 𝐸1 is the tangent modulus of the plateau phase. 

As described above, to determine the functions of the constitutive model of an EPS foam 

with a given density (𝜌0), these parameters, including 𝐸𝑠, 𝜌𝑠, ∆𝜀𝑦, ∆𝜀𝑑, 𝜀𝑦, 𝜀𝑑, 𝐸0 and 

𝐸1, need to be determined, among them, the 𝜀𝑦 and 𝐸1 are the calibrated parameters. For 
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the solid matrix material of EPS foam, both the tangent modulus (𝐸𝑠 = 3.3 GPa) and the 

density (𝜌𝑠 = 1050 kg/m3) are constants in this study [234]. Regarding the transition 

zones, the values of ∆𝜀𝑦 and ∆𝜀𝑑 are set to be 0.01 and 0.03, respectively, to describe 

the gradual change of the compressive stress-strain magnitude in the transition zones. The 

onset strain of densification (𝜀𝑑) of the cellular foams is recommended in [186], 

𝜀𝑑 = 1 − 1.4 (
𝜌0

𝜌𝑠
). (4.10) 

Because the initial tangent modulus (𝐸0) in the elastic phase exhibits approximately linear 

correlation with the initial density (𝜌0) of EPS foam [188, 235], the relationships between 

the initial tangent modulus (𝐸0) and the initial EPS foam density (𝜌0) can be determined 

on the basis of experimental data using liner fit method. The experimental data of EPS 

foams under uniaxial quasi-static compressions taken from the reported literature [165, 

188, 236-243] and the testing results obtained in this chapter are employed here to 

determine the initial tangent modulus, as shown in Figure 4.4. The initial tangent modulus 

can be well described by the linear fit as 

𝐸0 = 0.222𝜌0 − 0.281. (4.11) 

By definition, 𝜀𝑦 is the transition strain corresponding to the yield. Usually, the yield 

strain of EPS foam is less than 0.05 [186]. According to the literature [165, 188, 236-243] 

and the experimental data in Section 4.3.2, the yield strain (𝜀𝑦) of low-density EPS foam 

is in a small range of 0.02-0.04. The tangent modulus of the plateau phase (𝐸1) is 

estimated to be in the range of 0.05-0.40 according to experimental results [165, 188, 

236-243], and the 𝐸1 increases with the increase of the initial density of EPS foam. 

Noting that both 𝜀𝑦 and 𝐸1 are used to calibrate the constitutive model, i.e. Eq. (4.6), 

using the reported data [165] and experimental results in Section 4.3.2, the calibrated 
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parameters for EPS foams with different densities are summarized in Table 4.1. Based on 

the results (Section 4.3.2 and Table 4.1) of the calibrated parameters, 𝜀𝑦  can be 

determined by 

𝜀𝑦 = {
0.025,         𝜌0 < 20
0.03,           𝜌0 ≥ 20

, (4.12) 

where 𝐸1 can be well described by a linear fit, as shown in Figure 4.5, which can be 

formulated as  

𝐸1 = 0.0045𝜌0 + 0.0168. (4.13) 

 

Figure 4.4. Correlation between initial tangent modulus and EPS foam density with a linear fit 

by Eq. (4.11) 

Table 4.1. Calibrated parameters for the constitutive model of EPS foam 

 EPS6 EPS12 EPS15 EPS20 EPS25 EPS28 EPS50 EPS64 

𝜌0 (kg/m3) 6 12 15 20 25 28 50 64 

𝐸1 (MPa) 0.05 0.07 0.08 0.09 0.13 0.16 0.25 0.30 

𝜀𝑦 0.025 0.025 0.025 0.03 0.03 0.03 0.03 0.03 

Note: Specimen label EPS6 denotes the EPS foam with a density of 6 kg/m3. 
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Figure 4.5. Correlation between tangent modulus of the plateau phase and EPS foam density 

with a linear fit by Eq. (4.13) 

The strain-rate effects are further considered in the updated constitutive model using the 

compressive dynamic increase factor (𝐷𝐼𝐹) [244], defined as 

𝜎𝑑 = 𝐷𝐼𝐹𝜎𝑠, (4.14) 

where 𝜎𝑠 represents a reference quasi-static rate-independent stress for EPS foam under 

compression, which can be obtained directly from Eq. (4.6); 𝜎𝑑 is the rate-dependent 

stress for EPS foam under compression. Noting that the 𝐷𝐼𝐹 used in this chapter was 

obtained from the reported experimental studies on EPS foam with a density of 28 kg/m3, 

as shown in Figure 4.6 [245]. The stresses at the compressive strains of 0.2 and 0.3 were 

employed to determine the 𝐷𝐼𝐹, which can be expressed as 

𝐷𝐼𝐹 = {
1.2043 + 0.068 lg(𝜀̇) ,          0.001 ≤ 𝜀̇ ≤ 112

−1.4545 + 1.3641 lg(𝜀̇),                     𝜀̇ ≥ 112
. (4.15) 

where the 𝜀̇ is the strain-rate. According to Eqs. (4.6) and (4.14), the compressive stress 

responses of EPS foam with the consideration of strain-rate effect can be expressed as 
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𝜎𝑑 = 𝐴(𝜀)𝐸𝑠[
𝜌0

(1−𝜀)𝜌𝑠
]2𝜀𝐷𝐼𝐹. (4.16) 

 

Figure 4.6. 𝐷𝐼𝐹 versus logarithmic strain-rate relationship for EPS foam [245] 

4.3.2 Experimental validation of the constitutive model 

4.3.2.1 Quasi-static compression test 

Experiments were carried out to calibrate the parameters, i.e. 𝜀𝑦  and 𝐸1 , in the 

constitutive model presented in Eq. (4.6) for EPS foams subjected to uniaxial quasi-static 

compression following Standard ASTM D1621-16 [246], as shown in Figure 4.7. Four 

densities of EPS specimens, including EPS6 (6 kg/m3), EPS12 (12 kg/m3), EPS15 (15 

kg/m3) and EPS28 (28 kg/m3) with the same geometrical configurations of Length × 

Width × Depth = 60 mm × 60 mm × 50 mm, were selected here for the experiments. 

Quasi-static compression tests were performed using the universal testing machine 

Zwick/Roell Z010. The EPS specimens were compressed by the top platen at a constant 

crosshead speed of 0.05 mm/s, corresponding to a quasi-static strain-rate of 0.001 s-1, and 

the maximum loading displacement was set to be 40 mm, corresponding to a strain of 0.8. 

The identical EPS specimens were tested three times to ensure the accuracy and 

repeatability of experimental results. 
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Figure 4.7. EPS specimens with four densities subjected to uniaxial quasi-static compressions 

All experimental results for the EPS specimens under uniaxial quasi-static compressions 

are compared with the model predictions based on Eq. (4.6), as shown in Figure 4.8. 

According to the experimental results, excellent repeatability could be found for each 

density grade of EPS foam. It also can be observed that all model-predicted curves with 

the calibrated parameters, i.e. 𝜀𝑦 and 𝐸1 listed in Table 4.1, almost coincided with their 

corresponding experimental results, which indicates the accuracy of the constitutive 

model for EPS foams. To achieve a more comprehensive calibration with a larger range of 

EPS foam densities, the constitutive model is further calibrated by four more uniaxial 

quasi-static compression experiments, which are reported in the reference [165]. As 

shown in Figure 4.9, the model predictions with the calibrated parameters for EPS foams 

under uniaxial quasi-static compressions show good agreement with the reported 

experimental results in [165]. In general, the constitutive model presented in Eq. (4.6) can 

well represent the compressive behaviours of EPS foam. 
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Figure 4.8. Comparison between the experimental results and constitutive model predictions in 

Eq. (4.6) for EPS foams with four densities under uniaxial quasi-static compressions 

 

Figure 4.9. Comparison between the experimental data in Table 4.1 and analytical model 

predictions in Eq. (4.6) for EPS foams under uniaxial quasi-static compressions [165] 

4.3.2.2 Dynamic compression test 

To further validate the constitutive model for EPS foams subjected to high strain-rate 

compressions, the dynamic uniaxial compression tests were conducted using the drop 

tower impact system INSTRON 9250HV, as shown in Figure 4.10. The drop weight of 
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28.5 kg with an impact velocity of 4.2 m/s was adopted for the dynamic tests. The 

strain-rate applied here was idealised as a constant strain-rate, 𝜀̇ = 84 s-1, due to the 

reduction of impact velocity less than 10% when the compressive strain is less than 0.8. 

Three identical EPS specimens, with the geometries of Length × Width × Depth = 60 mm 

× 60 mm × 50 mm and a density of 28 kg/m3, were selected here for the tests.  

 

Figure 4.10. EPS specimens subjected to uniaxial dynamic compression 

Three identical 28 kg/m3 EPS specimens under uniaxial dynamic compression 

experiments and the dynamic compressive responses predicted by the constitutive model 

in Eq. (4.16) are compared in Figure 4.11. It can be found that the dynamic experimental 

results are of good repeatability and show good agreement with the model predictions. 

According to a range of experimental results in Figure 4.8, Figure 4.9 and Figure 4.11, the 

constitutive models presented in Eqs. (4.6) and (4.16) can well describe the responses of 

EPS foam subjected to uniaxial quasi-static and dynamic compressions. With the increase 

in foam density or compressive strain-rate, both the elastic phase and the initial tangent 
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modulus of EPS foam increase, leading to the improvement of the compression stress. 

 

Figure 4.11. Rate-dependent constitutive model in Eq. (4.16) validated by the 28 kg/m3 EPS 

specimens under uniaxial dynamic compression experiments 

4.4 Analytical model and optimisation study for FGPF 

4.4.1 Analytical model for FGPF under uniaxial compression 

In this section, the analytical model was developed to predict the stress-strain response of 

FGPF under uniaxial compression. As shown in Figure 4.1, FGPF is a combination of 

multiple foam layers, such as 𝐿1, 𝐿2, ……, 𝐿𝑖, ……, 𝐿𝑧−1, 𝐿𝑧, in the gradient direction 

and each layer has a uniform density, the compressive constitutive model for the uniform 

density foam can be used in FGPF analytical model. Since the load-carrying capacity of 

EPS foam depends on the long plateau phase of EPS foam under compression, the 

stress-strain relation of each foam layer is idealised as a rigid-perfectly plastic-locking 

(R-PP-L) model [247], which neglects the plastic hardening in the plateau phase. The 

idealised R-PP-L model is illustrated in Figure 4.12, in which 𝜌𝑓
𝐿𝑖 for each i(1, … …, z) 

is the density of the corresponding foam layer of FGPF; σ𝑦
𝐿𝑖 and ε𝑑

𝐿𝑖 respectivley denote 

the yield stress and the onset strain of densification of the corresponding foam layer of 𝐿𝑖. 
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The methods to determine σ𝑦
𝐿𝑖 and ε𝑑

𝐿𝑖 will be given later in this section. 

 

Figure 4.12. Idealised rigid-perfectly plastic-locking model for the independent foam layers 

with various densities, plateau stresses and onset strains of densification under uniaxial 

compression load 

With the increment of the density of each foam layer (𝐿𝑖), from the top end to the bottom 

end of FGPF, the onset strain of densification of the foam layer decreases and the 

corresponding yield stress increases, as shown in Figure 4.12. Therefore, FGPF subjected 

to the uniaxial compression load can deform from the top end to the bottom end of FGPF, 

which follows the layer-by-layer progressive compressive deformation model. More 

specifically, when the yield stress reaches σ𝑦
𝐿1, FGPF deformation is firstly occur in the 

topmost foam layer (𝐿1 ) of FGPF, and then the foam layer of 𝐿1  is continually 

compressed to its densification phase (ε𝑑
𝐿1). With the the increase of the yield stress from 

σ𝑦
𝐿1 to σ𝑦

𝐿2, the second foam layer (𝐿2) of FGPF starts to deform till its densification 

phase (ε𝑑
𝐿2 ). The rest of FGPF foam layers are deformed layer-by-layer in the same 

manner with the continuation of the compression. 
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As assumed above, the stress-strain relations of FGPF (𝜎𝐹) can be determined by the 

current yield stress (σ𝑦
𝐿𝑖) of each foam layer, viz. 

𝜎𝐹 = σ𝑦
𝐿𝑖, 𝜀𝑑

𝐿𝑖−1 ≤ 𝜀 < 𝜀𝑑
𝐿𝑖, (4.17) 

where 𝜀𝑑
𝐿0 = 0 and i(1, … …, z). Based on the model proposed by Gibson and Ashby 

[186], the yield stress of the i-th foam layer is 

σ𝑦
𝐿𝑖 = 0.3𝜎𝑦𝑆 (𝜑

𝜌
𝑓

𝐿𝑖

𝜌𝑠
)

3

2

+ 0.4𝜎𝑦𝑆 [(1 − 𝜑)
𝜌
𝑓

𝐿𝑖

𝜌𝑠
], 

(4.18) 

in which, the 𝜌𝑓
𝐿𝑖 = 𝜌𝑓(𝑥) is the density of the i-th foam layer; the volume fraction of the 

solid contained in the cell edges 𝜑 = 0.9 and the yield stress of the matrix material of the 

polymeric foam 𝜎𝑦𝑆 = 135 MPa [234]. The experimental results presented in Figure 4.8 

and Figure 4.9 were used to compare the corresponding model prediction from Eq. (4.18), 

as shown in Figure 4.13. In addition, the absorbed energy (𝑊) 

𝑊 = ∫ 𝜎𝐹(𝜀)𝑑𝜀
ε

0
, (4.19) 

which was calculated and compared with experimental results in presented Figure 4.8 and 

Figure 4.9, as shown in Figure 4.14 and Table 4.2. It could be found from Table 4.2 that 

the maximum relative difference of the energy absorption between Eq. (4.18) and 

experimental measurement is 22.9% for the very low-density foam EPS6. For other EPS 

foams with a larger density, the relative differences of energy absorption are less than 

13.1%. Therefore, Eq. (4.18) can be used to describe the compressive yield stress for each 

layer of EPS foam. 
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(a) 

 

(b) 

Figure 4.13. Comparison between the experimental results in Table 4.1 and the predictions in 

Eq. (4.18) for EPS foam compression yield stress, (a) compare with the experimental results 

selected from Figure 4.8, (b) compare with the experimental results selected from Figure 4.9 
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Figure 4.14. The absorbed energies for both the experimental results presented in Figure 4.8 and 

Figure 4.9 and the model prediction in Eq. (4.18) 

Table 4.2. Comparison of the absorbed energies for both the experimental results and the 

prediction in Eq. (4.18) for EPS foams 

 EPS6 EPS12 EPS15 EPS20 EPS25 EPS28 EPS50 EPS64 

Experiment 

(MPa) 
0.048 0.095 0.121 0.163 0.233 0.259 0.459 0.601 

Model prediction 

(MPa) 
0.037 0.083 0.109 0.155 0.204 0.236 0.493 0.680 

Absolute Error 

(%) 
-22.9 -12.6 -9.9 -4.9 -12.4 -8.9 7.4 13.1 

According to Eqs. (4.1) and (4.10), the onset strain of densification for the independent 

foam layers can be obtained from 

ε𝑑
𝐿𝑖 = 1− 1.4(

𝜌
𝑓

𝐿𝑖

𝜌𝑠
). (4.20) 

The overall strain of FGPF is defined as 
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𝜀𝐹 =
∆𝐹

𝑇
, (4.21) 

where ∆𝐹 is the overall compressive displacement for FGPF, which can be calculated by 

integrating the compressed strain for each foam layer, i.e. 

∆𝐹= ∫ ε𝑑
𝐿𝑖𝑑𝑥

𝑥

0
. (4.22) 

Substitution of Eqs. (4.1) and (4.20) into Eq. (4.22),  

∆𝐹= ∫ {1 − 1.4 [
𝜌𝑓1+(𝜌𝑓2−𝜌𝑓1)(

𝑥

𝑇
)
𝑛

𝜌𝑠
]} 𝑑𝑥 = (1 − 1.4

𝜌𝑓1

𝜌𝑠
)

𝑥

0
𝑥 − 1.4

(𝜌𝑓2−𝜌𝑓1)

(𝑛+1)𝜌𝑠𝑇
𝑛 𝑥

𝑛+1. (4.23) 

According to Eqs. (4.21) and (4.23), the relation between the overall strain (𝜀𝐹) and the 

distance from the top end (𝑥) of FGPF can be determined by 

−1.4
(𝜌𝑓2−𝜌𝑓1)

(𝑛+1)𝜌𝑠𝑇𝑛
𝑥𝑛+1 + (1 − 1.4

𝜌𝑓1

𝜌𝑠
) 𝑥 − 𝑇𝜀𝐹 = 0. (4.24) 

As shown in Figure 4.2, the typical gradient exponent value of 𝑛 varies between 0.1 to 

10, each specific value of 𝑛 can result in one specific equation, and Eq. (4.24) can be 

quadratic, cubic, quartic, or other high-order equations. The solution of Eq. (4.24) can be 

obtained once the value of 𝑛 is given. To facilitate the understanding of the following 

development of the analytical model, the specific gradient exponent, 𝑛 = 1, was selected 

here as an example. When 𝑛 = 1, Eq. (4.24) can be rewritten as 

−0.7
(𝜌𝑓2−𝜌𝑓1)

𝜌𝑠𝑇
𝑥2 + (1 − 1.4

𝜌𝑓1

𝜌𝑠
) 𝑥 − 𝑇𝜀𝐹 = 0. (4.25) 

Then, the solution of Eq. (4.25) can be determined as 
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𝑥 =
𝜌𝑠−1.4𝜌𝑓1−√(𝜌𝑠−1.4𝜌𝑓1)

2
−2.8(𝜌𝑓2−𝜌𝑓1)𝜌𝑠𝜀𝐹

1.4(𝜌𝑓2−𝜌𝑓1) 𝑇⁄
. 

(4.26) 

According to Eqs. (4.1), (4.17), (4.18) and (4.26), the stress-strain relation of FGPF under 

uniaxial compression can be obtained as 

𝜎𝐹(𝜀𝐹) = 0.1546𝜎𝑦𝑆 [1 −
1

𝜌𝑠
√(𝜌𝑠 − 1.4𝜌𝑓1)

2
− 2.8(𝜌𝑓2 − 𝜌𝑓1)𝜌𝑠𝜀𝐹]

3
2⁄

+

0.0286𝜎𝑦𝑆 [1 −
1

𝜌𝑠
√(𝜌𝑠 − 1.4𝜌𝑓1)

2
− 2.8(𝜌𝑓2 − 𝜌𝑓1)𝜌𝑠𝜀𝐹]. 

(4.27) 

When the 𝐷𝐼𝐹 is taken into consideration in Eq. (4.27), the rate-dependent stress-strain 

relations 𝜎𝐹
𝑑(𝜀𝐹) can be given by 

𝜎𝐹
𝑑(𝜀𝐹) = 0.155𝜎𝑦𝑆 [1 −

1

𝜌𝑠
√(𝜌𝑠 − 1.4𝜌𝑓1)

2
− 2.8(𝜌𝑓2 − 𝜌𝑓1)𝜌𝑠𝜀𝐹]

3
2⁄

𝐷𝐼𝐹 +

0.029𝜎𝑦𝑆 [1 −
1

𝜌𝑠
√(𝜌𝑠 − 1.4𝜌𝑓1)

2
− 2.8(𝜌𝑓2 − 𝜌𝑓1)𝜌𝑠𝜀𝐹] 𝐷𝐼𝐹. 

(4.28) 

It should be noted that the analytical models of FGPF subjected to uniaxial compression 

loading were derived from the quasi-static to low-speed dynamic uniaxial compressions, 

in which the compaction shock does not happen [248]. Therefore, the proposed analytical 

models are only applicable under the loading conditions of low to moderate strain-rates 

(10-3 ~ 102 s-1) [249]. 

4.4.2 FE modelling validation of the analytical model 

4.4.2.1 FGPF FE model description 

To validate the analytical model of FGPF subjected to uniaxial compression loads, the 

finite element model of FGFP was developed using commercial FE code LS-DYNA 971. 

FGPF considered herein is a square column with the geometrical configuration, Length × 

Width × Depth = 60 mm × 60 mm × 50 mm, which is the same as the uniform density EPS 
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specimens. As illustrated in Figure 4.15, the FGPF column is placed on a fixed rigid 

platen and compressed by the upper rigid platens at a constant impact velocity. Both the 

moving and fixed platens were simulated using the rigid material model *MAT_20: 

RIGID and the Belytschko-Tsay shell element. The material properties of rigid platens 

were listed as follows, density = 7850 kg/m3, Young’s modulus = 210 GPa, Poisson’s 

ratio = 0.33. FGPF column is divided into 20 layers along the direction of density gradient 

where each layer of FGPF is assumed as a homogeneous and isotropic uniform density 

EPS foam. The material model *MAT_57: LOW_DENSITY_ FOAM and constant stress 

solid element were adopted to simulate the highly compressible EPS foam [250]. The 

material properties for each layer of FGPF with a given foam density can be determined 

from Section 4.3.1. As shown in Figure 4.16, mesh sizes of 2.5mm and 1.25 mm were 

selected for the shell and solid elements, respectively, based on the convergence analysis. 

The ‘SURFACE_TO_SURFACE’ contact was defined with the static and kinetic 

coefficients of friction of 0.02 for modelling the interfaces between FGPF and two rigid 

platens [251]. 

 

Figure 4.15. FGPF model subjected to axial compression simulation 
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Figure 4.16. Convergence analysis on mesh sizes 

4.4.2.2 Validation of the FE model 

It can be found from Eq. (4.1) that FGPF will be changed into a uniform density foam 

when the gradient exponent 𝑛 = 0, and the uniform density foam could be regarded as a 

special case of FGPF. Therefore, it is reasonable to validate the FE model of FGPF by 

using the uniform density foam under uniaxial compression experiments. The 

experimental results of 28 kg/m3 EPS foam presented in Figure 4.8 and Figure 4.11 are 

used to validate the FGPF FE model. As shown in Figure 4.17, the experimental and 

numerical deformation histories for the 28 kg/m3 EPS foam subjected to uniaxial 

quasi-static compression were presented with a compressive strain increment of 0.2. 

Furthermore, the experimental and numerical stress-strain curves for quasi-static and 

dynamic compressions are compared in Figure 4.18. All experimental results are in good 

agreement with the numerical results, demonstrating the validity of the FGPF FE model.  
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(a) 

 

(b) 

Figure 4.17. Comparison of experimental and numerical deformation histories for 28 kg/m3 EPS 

foam under uniaxial quasi-static compression, (a) experimental results, (b) numerical results 

 

Figure 4.18. Finite element model for FGPF validated by quasi-static and dynamic uniaxial 

compression experiments  

4.4.2.3 Validation of FGPF analytical model using FE models 

According to Eqs. (4.27) and (4.28), the rate-independent and rate-dependent 

compressive responses of FGPF can be predicted once the densities at the top and bottom 

end of FGPF are determined. The analytical model predictions for the compressive 

stress-strain responses of a specific FGPF (𝑛 = 1, 𝜌𝑓1 = 10 kg/m3 and 𝜌𝑓2 = 110 kg/m3) 

subjected to quasi-static and dynamic loads (𝜀̇  = 0.001 s-1 and 100 s-1) and their 
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corresponding FE simulations are compared in Figure 4.19(a), and the absorbed energies 

of FGPF are plotted in Figure 4.19(b). It can be found from Figure 4.13 that there are 

noticeable differences between FE numerical results and analytical predictions, caused 

mainly by using an idealised R-PP-L model for each foam layer in the analytical model. 

In general, the analytical model in Eqs. (4.27) and (4.28) can give reasonable predictions 

of the compressive stress-strain relations of FGPF under uniaxial compression loads.  

 

(a) 

 

(b) 

Figure 4.19. Comparison between the FE simulations and analytical model predictions of FGPF 

under compression loads, (a) compressive stress responses, (b) absorbed energy responses 
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4.4.3 Design Optimisation for FGPF under uniaxial compression 

FGPF can be widely used as an energy-absorbing structure due to its excellent and 

designable impact attenuation and energy-absorbing capacities, and optimisation studies 

are usually conducted to achieve the best crashworthy performance for energy-absorbing 

structures [165, 180]. Since the compressive responses of FGPF can be determined by 

three parameters, i.e. the gradient exponent (𝑛) and foam densities at the top and bottom 

ends (𝜌𝑓1 and 𝜌𝑓2), the optimal configuration of FGPF under uniaxial compression is 

studied here using an orthogonal array design optimisation method (see Section 3.4.1) 

and the validated FE model presented in Figure 4.15.  

For achieving the optimal configuration for the crashworthiness of FGPF, the gradient 

exponent and foam densities at the top end and bottom end were adopted as the three 

discrete design variables for FGPF. Each design variable has seven levels, as listed in 

Table 4.3. Specific energy absorption (𝑆𝐸𝐴), which is defined as the energy absorption 

per unit mass of the structure, is usually considered the most common and critical 

criterion for structural crashworthiness. Therefore, the 𝑆𝐸𝐴 defined by 

𝑆𝐸𝐴 =
∫ 𝐹(𝑥)𝑑𝑥
𝑑
0

𝑚
, 

(4.29) 

is chosen as the design objective for optimisation, where 𝑑 is the structural deflection, 

𝐹(𝑥) is the impact-resistant force and 𝑚 is the mass of FGPF. The optimisation problem 

for FGPF can be defined as 

{
 
 

 
 𝑅 = Maxmize: 𝑆𝐸𝐴(𝑛, 𝜌𝑓1, 𝜌𝑓2)                  

s. t. {

𝑛 ∈ (0.1, 0.2, 0.5, 1, 2, 5, 10)               
𝜌𝑓1 ∈ (10, 15, 20, 25, 30, 35, 40)       

𝜌𝑓2 ∈ (80, 85, 90, 95, 100, 105, 110)

. 

(4.30) 
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Table 4.3. The discrete values of design variables for FGPF 

Description 1 2 3 4 5 6 7 

𝑛 0.1 0.2 0.5 1 2 5 10 

𝜌𝑓1 (kg/m3) 10 15 20 25 30 35 40 

𝜌𝑓2 (kg/m3) 80 85 90 95 100 105 110 

Based on Table 3.5 and Table 4.3, the levels for design variables and the results in the first 

iteration are obtained and presented in Table 4.4. According to the results of 𝑆𝐸𝐴, 

ANOM method (Table 3.6) was employed to find the optimum design in the first iteration, 

as shown in Table 4.5. Specifically, the maximum/optimal values of the mean of 𝑆𝐸𝐴 for 

each design variable in the first iteration can be found from Table 4.5, such as 8.58 for 𝑛 

at the Level 1 (i.e. 𝑛 = 0.5, see Table 3.5 and Table 4.4), 8.52 for 𝜌𝑓1 at the Level 3 (i.e. 

𝜌𝑓1 = 30 kg/m3), and 8.48 for 𝜌𝑓2 at the Level 1 (i.e. 𝜌𝑓2 = 90 kg/m3). Thus, the levels 

(𝑛 = 0.5, 𝜌𝑓1 = 30 kg/m3 and 𝜌𝑓2 = 90 kg/m3) were assigned to the new second level of 

each design variable for the second optimisation iteration, see Figure 3.18. 

Table 4.4. The discrete values of design variables in the first iteration 

No. 

Levels of design variables 

𝑚 (g) 𝑆𝐸𝐴 (J/g) 

𝑛 𝜌𝑓1 (kg/m3) 𝜌𝑓2 (kg/m3) 

1 0.5 20 90 12.01  8.55  

2 0.5 25 95 12.91  8.58  

3 0.5 30 100 13.81  8.61  

4 1 20 95 10.35  8.36  

5 1 25 100 11.25  8.40  

6 1 30 90 10.80  8.53  

7 2 20 100 8.40  8.09  

8 2 25 90 8.40  8.35  

9 2 30 95 9.30  8.42  
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Table 4.5. Mean of 𝑆𝐸𝐴 corresponding to each level in the first iteration 

Design variables 
Levels of design variables 

1 2 3 

𝑛 8.58 8.43 8.29 

𝜌𝑓1 8.34 8.44 8.52 

𝜌𝑓2 8.48 8.46 8.37 

The convergence history of 𝑆𝐸𝐴 for the FGPF optimisation is shown in Figure 4.20. The 

details of initial and optimum designs for FGPF under uniaxial compression are 

summarized in Table 4.6. It can be found that the 𝑆𝐸𝐴 increases from 8.03 J/g to 8.79 J/g 

after three optimisation iterations, representing a 9.46% increase from the initial design of 

FGPF. The optimisation convergence criterion is satisfied at the seventh iteration, as 

shown in Figure 4.20. 

 

Figure 4.20. The iteration process of discrete optimisation for FGPF 

Table 4.6. Comparison of the initial and optimum designs for FGPF 

Description 𝑛 𝜌𝑓1 (kg/m3) 𝜌𝑓2 (kg/m3) 𝑚 (g) 𝑆𝐸𝐴 (J/g) 

Initial design 1 10 110 10.80 8.03 

Optimum design 0.1 35 85 14.49 8.79 
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4.5 Discussion 

This chapter first develops the analytical model to characterise the compression 

behaviours of FGPF under uniaxial quasi-static and dynamic loading conditions. In 

reported literature [165, 183, 252-254], the more general functionally graded foam (FGF) 

materials can be defined by a power-law function, which can be governed by five 

parameters, i.e. 𝑥, 𝑇, 𝑛, 𝜌𝑓1 and 𝜌𝑓2, as presented in Eq. (4.1). To characterise the 

compression behaviours of FGF, the FE simulation was employed in previous studies 

[165, 183, 252-254] by considering the continuous FGF as a combination of numerous 

discrete UDF layers with different densities. In this study, the continuous characteristics 

of FGPF were considered in the analytical model by using the integrating method, as 

presented in Eqs (4.22) and (4.23). The proposed analytical model also allows us to 

determine the compression behaviours of FGPF using only three key parameters, i.e. 𝑛, 

𝜌𝑓1 and 𝜌𝑓2, as presented in Eqs. (4.27) and (4.28).  

To achieve the optimal configuration for the crashworthiness of FGPF, the optimisation 

study was also carried out in this study. After several optimisation iterations, the 𝑆𝐸𝐴 of 

FGPF has increased by 9.46%, which is not a large improvement from the aspect of 

energy-absorbing capacity of potential advanced material for the helmet liner foam. 

However, the helmet protection performance is not fully determined by the improvement 

of the energy-absorbing capacity of the liner foam. As mentioned in Section 2.3.2, the use 

of FGPF can offer more designable space to compensate the negative effect of the 

excessive stiffness of the advanced composite helmet shell to improve helmet protection 

[12, 199]. Furthermore, according to the helmet standards [19, 20, 22], the performance 

of helmet protection should be evaluated by helmeted headform responses, rather than by 

the energy-absorbing capacity of the helmet.  

According to a study on the dynamic behaviours of FGF material under ball impacts 
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reported by Zhang and Zhang [180], although the energy absorption for the optimal FGF 

design did not experience a significant increase, the peak impact force transmitted to the 

ball can be considerably decreased and the impact duration can also be prolonged. In 

comparison with the uniform density foam, FGF with a linear decreasing density gradient 

can lead to a smaller deformation depth (Figure 4.21), which can provide more surviving 

or buffer space for protected objects [180]. It implies that FGF with a decreasing density 

gradient design can offer better protectability to the protected objects. This finding is in 

line with the studies reported by Cui et al. [27, 165], who found that the efficiency of 

material usage can be improved by using a FGF with a higher inner liner density and a 

lower outer liner density. They also concluded that a reasonable design of FGF for the 

helmet liner can help in reducing the peak linear acceleration transmitted to the headform.  

 

Figure 4.21. The rigid ball striker impacts the FGF materials with linear decreasing density 

(LDD), linear increasing density (LID) and uniform density (UD) gradients [180] 

Based on the above analysis, although the energy-absorbing capacity of FGPF cannot be 

largely improved, the protection performance of a helmet with a reasonable FGFP design 

can be significantly improved by prolonging the impact duration and reducing the impact 

load/acceleration transmitted to the human head. In addition, FGPF with a decreasing 

gradient is recommended for the helmet liner, in which the foam density decreases from 

the inner surface (contact to head) to the outer surface (contact to helmet outer shell). The 
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analytical model proposed in this chapter can provide a quick prediction of the 

compression behaviours of FGPF for the helmet liner design, whereas the detailed 

recommendation of FGPF parameters for the helmet liner cannot be provided before a 

further systematic study. 

This study has some limitations. Firstly, the developed analytical models for FGPF 

under compression loads were only validated against the corresponding numerical 

simulations, whereas the experimental validation is still lacking. Secondly, since this 

thesis aims to improve helmet design to reduce head injury in accidents, it is significant 

to further explore the practical usage of FGPF in the helmet liner. Thus, the high 

biofidelity head models are recommended to couple with FGPF to study the influences of 

FGFP on the head impact responses. Furthermore, based on the head-helmet modelling 

method presented in Chapter 3, FGPF can be also directly introduced to the helmet liner 

to find the optimal FGPF configuration for the improvement of helmet design. Finally, 

the temperature effect on the mechanical characteristics of FGPF needs to be considered, 

since the helmet may be used over a wide range of temperatures and FGPF design must 

assure helmet protection performance in the temperature range of the applications. 

4.6 Conclusions 

In this chapter, the compressive constitutive model for uniform-density EPS foam was 

developed and calibrated by experimental data. The constitutive model can well represent 

the behaviours of polymeric foam under uniaxial compression loads. Based on the 

idealised rigid-perfectly plastic-locking model, an analytical model was established to 

predict the responses of FGPF under uniaxial compressions. In this method, three 

parameters including gradient exponent and foam densities at the top and bottom ends of 

FGPF can determine the analytical model for the compressive response of FGPF. The 
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FGPF analytical model with a specific gradient exponent, 𝑛 = 1, was selected in this 

chapter as an example. The analytical model prediction of a specific FGPF (𝑛 = 1, 𝜌𝑓1 = 

10 kg/m3 and 𝜌𝑓2 = 110 kg/m3) was obtained and validated by the numerical simulations. 

The comparisons between analytical predictions and numerical results demonstrated that 

the proposed analytical model could effectively predict the compressive responses of 

FGPF. The analytical model is limited to low to moderate strain-rates when no 

compaction shock occurs. Based on the discrete optimisation study, 𝑆𝐸𝐴 of FGPF was 

increased by 9.46%. The proposed analytical method can be exploited to further 

investigate the compressive responses of other functionally graded foam materials. This 

analytical model can also quickly predict the compressive responses and impact 

characteristics of FGPF, which can help to improve the efficient design of helmet 

protection from the material level.  
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5.1 Introduction 

The previous two chapters provide two different methodologies to improve the reliable 

and efficient design of helmet protection. However, in accidents, the helmeted head 

cannot be protected perfectly, and head injury can still happen during the excessive 

impact load/acceleration transmitted to the head [12]. As mentioned in Section 2.2.3, the 

helmeted head accelerations can be inputted to the high biofidelity head models to study 

the helmet design against head tissue-level responses. A deeper understanding of head 

injury mechanisms can support the further effective evolution of helmet design [13]. 

Thus, as mentioned in Section 2.2.2, numerical studies [95, 144-146, 148] have applied 

the impact accelerations to the high biofidelity head models to investigate the effects of 

acceleration loading configurations (e.g. loading curve shapes, peak magnitude and 

impact duration) on head impact responses and its injury mechanisms, in order to further 

support head injury prevention and helmet design development. However, the interactive 

influences of acceleration loading configurations on the head responses still have not 

been fully revealed, which can partially limit the development of helmet design. 

This chapter is aimed to provide a quantitative numerical method to investigate the 

interactive effects of the peak magnitude and impact duration of frontal translational 

accelerations with different loading curve shapes on head responses in terms of the 

tissue-level injury predictors, such as intracranial pressure (𝐼𝐶𝑃), von Mises stress (𝜎𝑣) 

and maximum principal strain (𝜀𝑝). Furthermore, the correlations between the 𝐻𝐼𝐶 and 

tissue-level predictors are studied. After the introductory section, Section 5.2 designs a 

series of translational accelerations for modelling different head frontal impact scenarios 

using the THUMS head model. Section 5.3 conducts the numerical simulations to 

quantify the effects of different acceleration loading configurations on head responses, 

and compares the correlations between the 𝐻𝐼𝐶 and tissue-level predictors. Section 5.4 
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provides a comprehensive discussion of the results and limitations of this chapter. Finally, 

Section 5.5 summarizes the main findings of this study and draws conclusions.  

5.2 Methods 

In this section, the THUMS 50th percentile male head model (Version 4) was introduced 

to investigate head responses under different frontal translational acceleration loads, 

which were defined using loading curve shape, impact duration and peak magnitude. 

The acceleration loading configurations for analysing the correlation between the 𝐻𝐼𝐶 

and tissue-level injury predictors were designed. 

5.2.1 Finite element head model 

As shown in Figure 5.1, the THUMS head model includes the detailed anatomical 

features of the head, such as scalp, skull, cerebrospinal fluid, cerebrum, cerebellum, falx, 

etc. The head bony parts, such as the skull, facial bone, and mandible, were modelled 

using the elasto-visco-plastic material model *MAT_81: 

PLASTICITY_WITH_DAMAGE available in commercial FE code LS-DYNA 971. 

The viscoelastic material model *MAT_6: VISCOELASTIC was used to simulate the 

cerebrospinal fluid, while another viscoelastic material model *MAT_61: 

KELVIN-MAXWELL_VISCOELASTIC was applied to simulate the brain tissues. 

Both shell and solid elements were adopted to develop this head model, which consists 

of 256,948 elements with mesh sizes ranging from 1.2 mm to 5 mm [125]. The 

validation of this model was accomplished by replicating different head cadaver impact 

experiments reported in [255], which demonstrates that the THUMS head model is 

capable to predict head impact responses, and therefore, it is used in this study. 
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Figure 5.1. The high biofidelity THUMS head model 

5.2.2 Simulation matrix for loading configurations 

As shown in Figure 5.2, peak acceleration data and their corresponding impact duration 

for the head impact accidents were obtained from open literature [29, 96, 97, 117, 143, 

231, 256-258]. Based on these published data, six peak magnitudes (100, 150, 200, 250, 

300 and 350 g) and six impact durations (6, 8, 10, 12, 14 and 16 ms) were determined 

for the acceleration loads to cover the most likely range of head impact accidents.  

 

Figure 5.2. Acceleration transmitted to the head during impacts [29, 96, 97, 117, 143, 231, 

256-258] 
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To focus more on the loading curve shape and minimize the influences from the other 

factors of acceleration loads, the accelerations from real-world head impact accidents 

are usually idealised as some typical equivalent loading curve shapes [85, 90], such as 

two examples shown in Figure 5.3. As presented in Figure 5.4, six typical equivalent 

shapes for acceleration loads, such as equivalent square shape (ESS), equivalent positive 

triangular shape (EPTS), equivalent negative triangular shape (ENTS), equivalent 

isosceles triangular shape (EITS), equivalent half-sine shape (EHSS) and equivalent 

haversine shape (EHVS), were considered here to investigate the effects of loading 

curve shape on head impact responses. These equivalent shapes can be formulated as 

follows,  

for ESS load, 

𝐴(𝑡) = 𝐴𝑚𝑎𝑥 , (0 ≤ 𝑡 ≤ 𝑇𝑑), 
(5.1) 

for EPTS load, 

𝐴(𝑡) =
𝐴𝑚𝑎𝑥

𝑇𝑑
𝑡, (0 ≤ 𝑡 ≤ 𝑇𝑑), (5.2) 

for ENTS load, 

𝐴(𝑡) = 𝐴𝑚𝑎𝑥 −
𝐴𝑚𝑎𝑥

𝑇𝑑
𝑡, (0 ≤ 𝑡 ≤ 𝑇𝑑), (5.3) 

for EITS load, 

𝐴(𝑡) = {

2𝐴𝑚𝑎𝑥

𝑇𝑑
𝑡,                     (0 ≤ 𝑡 ≤

𝑇𝑑

2
)

2𝐴𝑚𝑎𝑥 −
2𝐴𝑚𝑎𝑥

𝑇𝑑
𝑡, (

𝑇𝑑

2
< 𝑡 ≤ 𝑇𝑑)

, (5.4) 

for EHSS load, 
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𝐴(𝑡) = 𝐴𝑚𝑎𝑥 sin(
𝜋

𝑇𝑑
𝑡) , (0 ≤ 𝑡 ≤ 𝑇𝑑), (5.5) 

for EHVS load, 

𝐴(𝑡) =
𝐴𝑚𝑎𝑥

2
(1 − cos

2𝜋

𝑇𝑑
𝑡) , (0 ≤ 𝑡 ≤ 𝑇𝑑), (5.6) 

where the acceleration-time history 𝐴(𝑡) can be determined by the parameters of peak 

magnitude 𝐴𝑚𝑎𝑥 and impact duration 𝑇𝑑. 𝐴(𝑡) = 0 when 𝑡 is outside the specified 

time duration. 

 

  

Figure 5.3. Two loading curve shapes idealised from acceleration-time histories in real-world 

head impact scenarios, (a) head responses from the test C288-T1 in Hardy’s study [85], (b) head 

responses from the test C380-T2 in Hardy’s study [85] 
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

(f) 

Figure 5.4. Six typical equivalent shapes for the translational acceleration loads applied to head 

model simulations, (a) ESS, (b) EPTS, (c) ENTS, (d) EITS, (e) EHSS, (f) EHVS 

A simulation matrix was designed to combine all the above variables for modelling the 

head impact responses under extensive different translational acceleration loads, as 

shown in Figure 5.5. It can be seen from the figure that six loading curve shapes (ESS, 
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EPTS, ENTS, EITS, EHSS and EHVS) were adopted here and each acceleration 

loading curve shape can be assigned to six peak magnitudes (100, 150, 200, 250, 300 

and 350 g) and six impact durations (6, 8, 10, 12, 14 and 16 ms). As such, 36 cases were 

applied to each of the six acceleration loading curve shapes, and a total of 216 loading 

conditions were arranged in this simulation matrix. A label method is used to facilitate 

the analysis, e.g. ‘ESS-6-100’ represents the equivalent square shape acceleration load 

applied to the head model with 6 ms impact duration and 100 g peak magnitude.  

 

Figure 5.5. The simulation matrix of different acceleration loading configurations, including 

loading curve shape, impact duration and peak magnitude, applied to the head model 

These translational acceleration loads (Figure 5.5) were imposed on the centre of gravity 

of the head model in the frontal direction to parametrically study the head responses 

under frontal impacts. Because the overall aim of this research is ‘to provide the 

methodologies to support the reliable and efficient design of helmet’ (Section 1.3), the 

simplest and mostly-studied loading condition, i.e. the translation acceleration loading, 
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is considered in this chapter. For the translational acceleration, only the most used 

kinematics-based injury predictor, 𝐻𝐼𝐶, needs to be employed in the following section 

to correlate the tissue-level injury predictors. However, if the more complex rotation 

acceleration is selected in this study, many other kinematics-based injury predictors, e.g. 

𝐺𝐴𝑀𝐵𝐼𝑇, 𝐻𝐼𝑃 and 𝐵𝑟𝐼𝐶, need to be considered for reasonable correlation analysis 

with the tissue-level injury predictors. It implies that the present quantitative study for 

rotational acceleration would demand far too many computational resources. Meanwhile, 

the research on the head response and injury due to translational acceleration is more 

mature than that due to rotational acceleration. This study intents to select a simple but 

typical translational acceleration to efficiently exemplify the application of this 

quantitative numerical method to explore the head impact responses. Then, this 

quantitative numerical method can also apply to rotational accelerations. Thus, only the 

frontal direction translational acceleration was considered in this study. 

5.2.3 Simulations for the correlation analysis 

Based upon the findings presented in the following Section 5.3.1, three typical loading 

curve shapes, including ESS, ENTS and EHSS, were adopted for the acceleration loads 

to further explore the correlation between the 𝐻𝐼𝐶 and tissue-level predictors. The 

𝐻𝐼𝐶  function is given in Eq. (2.3). According to Standard FMVSS 208 [71], the 

calculated 𝐻𝐼𝐶 shall not exceed 1000 for the time interval no more than 36 ms to prevent 

severe head injury occurrence. In addition, the 𝐻𝐼𝐶 should be lower than 2400 to meet 

the helmeted head protection requirement prescribed in Standard ECE 22.05 [19]. As 

presented in Figure 5.6, the acceleration loads with two 𝐻𝐼𝐶 thresholds (1000 and 2400) 

and six impact durations (6, 8, 10, 12, 14 and 16 ms) for three loading curve shapes (ESS, 

ENTS and EHSS) were applied to head model simulations. Each 𝐻𝐼𝐶  value was 

calculated by six impact durations and their corresponding peak magnitudes. 

Interestingly, peak magnitudes for the loading curse shape of ESS with a 𝐻𝐼𝐶 
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threshold of 2400 are very close to the values for the EHSS cases with a 𝐻𝐼𝐶 threshold 

of 1000, as displayed in Figure 5.6(a). In addition, the EHSS cases for the seven typical 

simulation points in Figure 5.6(a) were illustrated in Figure 5.6(b) for an easier 

understanding of the acceleration loading configurations. A total of 36 translational 

acceleration loading cases were designed for this correlation analysis.  

 

 

Figure 5.6. Translational acceleration loading configurations, (a) acceleration loads with two 

different 𝐻𝐼𝐶 thresholds and six different impact durations for three loading curve shapes, (b) 

illustration of the EHSS cases for seven typical acceleration loading configurations in (a) 
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5.3 Numerical results 

In Section 5.3.1, the tissue-level injury predictors, i.e. 𝐼𝐶𝑃, 𝜎𝑣 and 𝜀𝑝, were obtained 

from the head models to investigate the interactive effects of different acceleration 

loading configurations on head responses. In addition, the correlation analysis between 

𝐻𝐼𝐶 and tissue-level injury predictors was further presented in Section 5.3.2. 

5.3.1 Effects of different acceleration configurations 

5.3.1.1 Effects of loading curve shape 

The effects of loading curve shape on head responses were analysed in this section. In 

this regard, the numerical results of head responses for six loading curve shapes are 

compared in Figure 5.7. The typical contour plots of 𝐼𝐶𝑃 histories for six head model 

simulations, such as ESS-6-100, EPTS-6-100, ENTS-6-100, EITS-6-100, EHSS-6-100 

and EHVS-6-10, are shown in Figure 5.8. These 𝐼𝐶𝑃  results showed the apparent 

gradient characteristics and agreed well with other reported experiments [81] and 

simulations [104], which further demonstrated the accuracy and effectiveness of the 

THUMS head model subjected to translational acceleration loads. Moreover, typical 𝜎𝑣 

and 𝜀𝑝 time histories for the head model simulations with six loading curve shapes were 

presented in Figure 5.9. The peak values of tissue-level responses for these six head 

model simulations are summarized in Table 5.1. More detailed numerical results for the 

head responses are displayed in Appendix A.   
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Figure 5.7. The effects of loading curve shape on head responses, (a) intracranial pressure, (b) 

von Mises stress, (c) maximum principal strain  
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Figure 5.8. Typical 𝐼𝐶𝑃 histories for the head model simulations with six different loading 

curve shapes, (a) ESS-6-100, (b) EPTS-6-100, (c) ENTS-6-100, (d) EITS-6-100, (e) 

EHSS-6-100, (f) EHVS-6-100  



Chapter 5. Head Responses Subjected to Acceleration Loads 

159 

 

 

Figure 5.9. Typical 𝜎𝑣 and 𝜀𝑝 histories for the head model simulations with six loading curve 

shapes, (a) von Mises stress, (b) maximum principal strain 

Table 5.1. Head responses when subjected to different acceleration loads 

Acceleration loads 𝐼𝐶𝑃 (kPa) 𝜎𝑣 (kPa) 𝜀𝑝 

ESS-6-100 172 2.11 0.130 

EPTS-6-100 104 1.49 0.084 

ENTS-6-100 164 1.27 0.070 

EITS-6-100 104 1.44 0.079 

EHSS-6-100 104 1.73 0.097 

EHVS-6-100 104 1.55 0.085 
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For the 𝐼𝐶𝑃 responses in the cases of the same peak magnitude and impact duration 

loading conditions, as shown in Figure 5.7(a), the greatest 𝐼𝐶𝑃 values can be easily 

identified in the head model simulation with the loading curve shape of ESS. The 𝐼𝐶𝑃 

values for the loading curve shape of ENTS are slightly lower than that of ESS cases, 

e.g. max 𝐼𝐶𝑃 = 164 kPa for the ENTS-6-100 and max 𝐼𝐶𝑃 = 172 kPa for the 

ESS-6-100 presented in Table 5.1. Almost the same 𝐼𝐶𝑃 values were observed for the 

other four loading curve shapes of EPTS, EITS, EHSS and EHVS, e.g. max 𝐼𝐶𝑃 = 104 

kPa, which are much lower than the 𝐼𝐶𝑃 values from corresponding ESS and ENTS 

cases. Furthermore, as presented in Figure 5.8, the maximum 𝐼𝐶𝑃 values throughout 

the loading histories for both ESS and ENTS cases were identified at the initial loading 

stage, and the maximum 𝐼𝐶𝑃 values were obtained at the impact time of 1 ms; while 

the maximum 𝐼𝐶𝑃 values for the other four loading curve shapes were found at the 

impact time of 3 ms, which is the middle stage of loading histories. 

As for the influences of loading curve shape on the 𝜎𝑣  and 𝜀𝑝 responses, common 

change trends can be found in these two types of tissue-level predictors, as presented in 

Figure 5.7 and Figure 5.9. As the head model was subjected to identical peak magnitude 

and impact duration loading conditions, the largest values for 𝜎𝑣 and 𝜀𝑝 can be found 

in head model simulations with the loading curve shape of ESS, while those lowest 

values were observed in ENTS counterparts, e.g. max 𝜎𝑣  = 2.11 kPa and max 𝜀𝑝= 0.13 

for ESS-6-100; max 𝜎𝑣  = 1.27 kPa and max 𝜀𝑝= 0.07 for ENTS-6-100 presented in 

Table 5.1. Meanwhile, the 𝜎𝑣 and 𝜀𝑝 for EHSS cases were much higher than those 

values from the other three loading curve shapes of EPTS, EITS and EHVS, e.g. max 

𝜎𝑣  = 1.73 kPa and max 𝜀𝑝 = 0.097 for EHSS-6-100; max 𝜎𝑣  = 1.49 kPa and max 𝜀𝑝 = 

0.084 for EPTS-6-100 presented in Table 5.1. 
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5.3.1.2 Effects of peak magnitude and impact duration 

The effects of peak magnitudes and impact duration on head responses were studied in 

this section. The numerical data for the peak values of 𝐼𝐶𝑃, 𝜎𝑣 and 𝜀𝑝 under loading 

conditions with different peak magnitudes and impact durations are quantitatively 

presented in Figure 5.10, Figure 5.11 and Figure 5.12, respectively. 

As shown in Figure 5.10, the 𝐼𝐶𝑃 responses increased with the increment of peak 

magnitude, whereas the impact duration does not influence the 𝐼𝐶𝑃 responses, and 

almost the same 𝐼𝐶𝑃 values can be found from the head model simulations with the 

same peak magnitude and loading curve shape. In addition, the head model simulations 

with the loading curve shapes of ESS and ENTS showed significantly larger 𝐼𝐶𝑃 

ranges than those for the loading curve shapes of EPTS, EITS, EHSS and EHVS. For 

instance, the ranges of 𝐼𝐶𝑃 for the ESS and ENTS cases were 172 kPa ~ 600 kPa and 

164 kPa ~ 576 kPa, respectively, and very similar 𝐼𝐶𝑃 results ranged from 104 kPa to 

365 kPa can be found for the other four loading curve shapes, see Figure 5.7(a). In 

general, both the peak magnitude and loading curve shape of the accelerations can 

influence the 𝐼𝐶𝑃 responses, which was further investigated by correlation analysis in 

Section 5.3.1.3.  

Regarding the 𝜎𝑣 and 𝜀𝑝 results presented in Figure 5.11 and Figure 5.12, both 𝜎𝑣 and 

𝜀𝑝 responses increased with the increment of peak magnitude and impact duration. In 

comparison with impact duration, peak magnitude can lead to a more significant change 

of 𝜎𝑣 responses, especially for the ESS cases. It is observed from Figure 5.11(a) that the 

impact durations larger than 10 ms in the ESS cases almost do not influence 𝜎𝑣 responses, 

which increase with the increase of peak magnitude. Comparing with the 𝜎𝑣  and 𝜀𝑝 

responses in the six loading curve shapes, it was found that the ESS cases can lead to 

significantly higher 𝜎𝑣 and 𝜀𝑝, while the lowest 𝜎𝑣 and 𝜀𝑝 responses were identified 
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for the ENTS cases. For the same peak magnitude and impact duration of translational 

acceleration loads applied to the head model simulations, both 𝜎𝑣 and 𝜀𝑝 responses are 

following an order of ESS>EHSS>EHVS>EPTS>EITS>ENTS. 

To evaluate head injury under impacts, tissue-level predictors obtained from head 

models are usually used to compare to their corresponding injury thresholds. For 

example, the 𝐼𝐶𝑃 threshold values of 173 kPa and 235 kPa were employed to predict 

the occurrence of moderate and serious head injuries, respectively [219]. For the 𝜎𝑣 

thresholds, the value of 18 kPa and 38 kPa were used for 50% risk of mild and severe 

head injury, respectively [220]; while the 𝜀𝑝 threshold values of 0.18 and 0.28 were 

often selected respectively for 50% and 80% probability of mild brain injury [259]. As 

presented in Figure 5.7, the 𝐼𝐶𝑃 results range from 104 kPa to 600 kPa, and the 𝜀𝑝 

results range from 0.07 to 0.65, and the 𝜎𝑣 results range from 1.27 kPa to 8.33 kPa. It 

was found that both 𝐼𝐶𝑃 and 𝜀𝑝 responses can be higher than their corresponding 

injury thresholds, and thus the 𝐼𝐶𝑃-induced and 𝜀𝑝-induced head injuries can be 

predicted for the head model subjected to the frontal translational acceleration loads; 

whereas all 𝜎𝑣 responses were much lower than their thresholds, indicating that the 

𝜎𝑣-induced head injury would not be likely to occur under the frontal translational 

acceleration loads. As the tissue-level predictors can be associated with head injury 

mechanisms. In this regard, the 𝐼𝐶𝑃 is usually linked to brain contusion [55, 219], 

while both the 𝜎𝑣 and 𝜀𝑝 responses usually have been suggested as the mechanisms of 

concussion and diffuse axonal injury (DAI) [32, 55, 220, 259, 260]. Therefore, the 

above findings suggested that the frontal translational acceleration loads transmitted to 

the head are more likely to lead to 𝐼𝐶𝑃-induced brain contusion. Concussion and DAI 

can also be predicted by the 𝜀𝑝 responses but not predicted by 𝜎𝑣 injury thresholds.  
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Figure 5.10. The effects of peak magnitude and impact duration on the peak 𝐼𝐶𝑃 with six 

different loading curve shapes, (a) ESS, (b) EPTS, (c) ENTS, (d) EITS, (e) EHSS, (f) EHVS  
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Figure 5.11. The effects of peak magnitude and impact duration on the peak 𝜎𝑣 with six 

different loading curve shapes, (a) ESS, (b) EPTS, (c) ENTS, (d) EITS, (e) EHSS, (f) EHVS  
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Figure 5.12. The effects of peak magnitude and impact duration on the peak 𝜀𝑝 with six 

different loading curve shapes, (a) ESS, (b) EPTS, (c) ENTS, (d) EITS, (e) EHSS, (f) EHVS  
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5.3.1.3 Correlation analysis of 𝑰𝑪𝑷 responses 

As shown in Figure 5.10, the peak 𝐼𝐶𝑃 responses were influenced by peak magnitude 

and loading curve shape, the correlation analysis was thus carried out to study the 

relationship between the 𝐼𝐶𝑃 responses and peak magnitude with six different loading 

curve shapes. As presented in Figure 5.13, strong linear relations could be found 

between the 𝐼𝐶𝑃 responses and peak magnitude (𝐴𝑚𝑎𝑥). It could be found that with the 

same peak magnitudes, the highest 𝐼𝐶𝑃 values can be found in the ESS cases while the 

second highest 𝐼𝐶𝑃 values were seen in the ENTS cases, almost the same 𝐼𝐶𝑃 values 

can be observed for the other four different loading curve shapes. Meanwhile, the 

maximum slope of these 𝐼𝐶𝑃 linear relationships can be found in the ESS cases while 

the second largest slope can be found in ENTS cases, which indicates that the 𝐼𝐶𝑃 

responses are more sensitive to the ESS and ENTS cases. The relations for six loading 

curve shapes are displayed as follows,  

for ESS load, 

𝐼𝐶𝑃 = 1.714𝐴𝑚𝑎𝑥 + 0.620, (R2 = 0.99), (5.7a) 

for EPTS load, 

𝐼𝐶𝑃 = 1.037𝐴𝑚𝑎𝑥 − 0.178, (R2 = 0.99), (5.7b) 

for ENTS load, 

𝐼𝐶𝑃 = 1.645𝐴𝑚𝑎𝑥 − 0.282, (R2 = 0.99), (5.7c) 

for EITS load, 

𝐼𝐶𝑃 = 1.040𝐴𝑚𝑎𝑥 − 0.315, (R2 = 0.99), (5.7d) 
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for EHSS load, 

𝐼𝐶𝑃 = 1.041𝐴𝑚𝑎𝑥 − 0.242, (R2 = 0.99), (5.7e) 

for EHVS load, 

𝐼𝐶𝑃 = 1.042𝐴𝑚𝑎𝑥 − 0.336, (R2 = 0.99). (5.7f) 

These linear relationships of the 𝐼𝐶𝑃  responses to peak magnitude can be 

demonstrated by the experimental data of head cadaver impacts reported by Nahum [81] 

and Hardy [85], and the experimental linear 𝐼𝐶𝑃 results to peak magnitude are also 

provided in Figure 5.13. Finally, based on these relations, the 𝐼𝐶𝑃 responses aroused 

from the frontal translational acceleration loads to the head can be well predicted using 

the peak magnitudes.  

 

Figure 5.13. Correlation analysis between 𝐼𝐶𝑃 responses and peak magnitudes (Nahum’s 

experimental results obtained from [81] and Hardy’s experimental results obtained from 

references [85]) 
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5.3.2 Correlation between 𝑯𝑰𝑪 and tissue-level injury predictors 

The head models subjected to the frontal translational acceleration loads with two 𝐻𝐼𝐶 

thresholds (1000 and 2400) and six impact durations (6, 8, 10, 12, 14 and 16 ms) for 

three representative loading curve shapes (ESS, ENTS and EHSS) were carried out to 

study the correlation between the 𝐻𝐼𝐶 and tissue-level predictors. The peak responses of 

𝐼𝐶𝑃, 𝜎𝑣 and 𝜀𝑝 for the head model simulations are presented in Figure 5.14. 

As compared in Figure 5.14(a), the loading curve shape of ENTS can result in 

significantly higher 𝐼𝐶𝑃 responses than those produced by the other two counterparts of 

ESS and EHSS. As such, the highest 𝐼𝐶𝑃 responses in a range of 340 kPa ~ 500 kPa can 

be found in the ENTS cases with a 𝐻𝐼𝐶  threshold of 2400 for six different impact 

durations. Even the 𝐼𝐶𝑃 responses ranged from 240 kPa ~ 353 kPa in the ENTS cases 

with the 𝐻𝐼𝐶 threshold of 1000 are much higher than those for the corresponding ESS 

and EHSS cases with the 𝐻𝐼𝐶 threshold of 2400. It was also found that the lowest 𝐼𝐶𝑃 

responses in a range of 121 kPa ~ 180 kPa (or 172 kPa ~ 256 kPa) can be found in the 

EHSS cases with a 𝐻𝐼𝐶 threshold of 1000 (or 2400) for six different impact durations, 

indicating that the 𝐼𝐶𝑃 responses in the ENTS cases were almost twice as much as the 

𝐼𝐶𝑃 values in corresponding EHSS cases. 

Regarding the 𝜎𝑣 results shown in Figure 5.14(b), the loading curve shape of EHSS can 

lead to the largest 𝜎𝑣 responses (3.54 kPa ~ 4.36 kPa) among three loading shapes with a 

𝐻𝐼𝐶 threshold of 2400 at six different impact durations, while the corresponding values 

3.46 kPa ~ 3.94 kPa and 2.69 kPa ~ 3.72 kPa are for the ENTS and ESS cases, 

respectively. In addition, different decreasing rates with loading duration can be found for 

different loading curve shapes. The ESS cases have the largest decreasing rate, and the 

EHSS cases show a slightly smaller decreasing rate than the ESS cases, whereas the 

ENTS cases experience a much flatter reduction than the ESS and EHSS cases. Therefore, 
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the 𝜎𝑣  differences between the EHSS and ENTS cases become smaller with the 

increment of impact duration (e.g. 𝜎𝑣  = 3.54 kPa and 3.46 kPa for the EHSS and ENTS 

cases, respectively, at an impact duration of 16 ms), which indicates that the ENTS cases 

may cause the higher 𝜎𝑣 than the EHSS counterparts for the loading configurations with 

longer impact duration. The different decreasing rates for the ESS and EHSS cases also 

increase the gap between their von Mises stresses.  

As for the 𝜀𝑝 results displayed in Figure 5.14 (c), the largest 𝜀𝑝 (0.168 ~ 0.172 and 

0.240 ~ 0.245 for the 𝐻𝐼𝐶 thresholds of 1000 and 2400, respectively) can be found in 

the EHSS cases, while the smallest values (0.144 ~ 0.152 and 0.207 ~ 0.218 for the 𝐻𝐼𝐶 

thresholds of 1000 and 2400, respectively) are presented in the ENTS cases. Only slight 

changes in 𝜀𝑝 can be observed for the EHSS and ENTS cases with the increase of 

impact duration for each 𝐻𝐼𝐶 threshold; while the 𝜀𝑝 value in the ESS case undergoes a 

steady rise to its peak values (e.g. 𝜀𝑝 = 0.164 and 0.235 for the 𝐻𝐼𝐶 threshold of 1000 

and 2400, respectively) at impact duration of 10 ms and then continues to drop quickly to 

the minimum (e.g. 𝜀𝑝  = 0.148 and 0.213 for the 𝐻𝐼𝐶 threshold of 1000 and 2400, 

respectively) at impact duration of 16 ms.  
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Figure 5.14. Peak responses for the head models subjected to the translational acceleration loads 

with two 𝐻𝐼𝐶 thresholds for three representative loading curve shapes with six impact 

durations, (a) intracranial pressure, (b) von Mises stress, (c) maximum principal strain 
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The comparison between the 𝐻𝐼𝐶 and tissue-level predictors’ thresholds, i.e. 𝐻𝐼𝐶 = 

1000 and 2400, 𝐼𝐶𝑃 = 173 kPa and 235 kPa, as well as 𝜀𝑝 = 0.18 and 0.28, for the head 

models subjected to the translational acceleration loads with three loading curve shapes 

are presented in Figure 5.15 and Figure 5.16. Noting that 𝜎𝑣 thresholds, i.e. 𝜎𝑣 = 18 kPa 

and 38 kPa, were not considered here because the 𝜎𝑣 values obtained from the head 

models are much lower than the thresholds, as shown in Figure 5.11.  

The 𝐻𝐼𝐶 and 𝐼𝐶𝑃 thresholds for head injury prediction are compared in Figure 5.15. 

Three different loading curve shapes can lead to significantly different 𝐻𝐼𝐶 and 𝐼𝐶𝑃 

injury boundaries. The 𝐻𝐼𝐶 and 𝐼𝐶𝑃 injury boundaries are not generally consistent, 

since the 𝐼𝐶𝑃 responses are only influenced by peak magnitude regardless of impact 

duration, whereas both peak magnitude and impact duration can influence the 𝐻𝐼𝐶 

results. This implies that they may not be based on the same head injury mechanisms. If 

they represent different injury mechanisms, both the lower bound of the 𝐻𝐼𝐶 and 𝐼𝐶𝑃 

injury thresholds should be considered to predict head injury.  

As shown in Figure 5.16, all 𝜀𝑝 no-injury boundaries are higher than the corresponding 

𝐻𝐼𝐶 boundaries. However, it is found that the profiles of 𝜀𝑝 no-injury boundary are 

consistent with the 𝐻𝐼𝐶 boundary for all three loading curve shapes, indicating they 

may represent similar injury mechanisms in a head frontal acceleration loading 

condition. As shown in Figure 5.12, both peak magnitude and impact duration influence 

the 𝜀𝑝 responses, while the 𝐻𝐼𝐶 values are determined by the impact duration and 

acceleration-time history according to Eq. (2.3). These comparisons indicate that the 

𝐻𝐼𝐶  is correlated well to the 𝜀𝑝  for the head model subjected to the frontal 

translational acceleration loads.  
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Figure 5.15. Comparison between the 𝐻𝐼𝐶 and 𝐼𝐶𝑃 thresholds for the head models under the 

frontal translational acceleration loads with three loading curve shapes, (a) ESS cases, (b) ENTS 

cases, (c) EHSS cases 
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Figure 5.16. Comparison between the 𝐻𝐼𝐶 and 𝜀𝑝 thresholds for the head models under the 

frontal translational acceleration loads with three loading curve shapes, (a) ESS cases, (b) ENTS 

cases, (c) EHSS cases   
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5.4 Discussion 

In this chapter, the interactive influences of the peak magnitude and impact duration of 

frontal translational accelerations with different loading curve shapes on head responses 

were investigated quantitatively using the THUMS head model. Similar profiles can be 

found between 𝜎𝑣  and 𝜀𝑝  output curves (Figure 5.9) for each frontal translational 

acceleration load. The order of maximum 𝜎𝑣 and 𝜀𝑝 responses for six loading curve 

shapes is ESS>EHSS>EHVS>EPTS>EITS>ENTS when imposing a translational 

acceleration load with the same impact duration and peak magnitude. It indicates the 

significant influence of loading curve shapes on the 𝜎𝑣  and 𝜀𝑝  responses. These 

findings are consistent with Post et al.’s observation [144], which reported the similar 

profiles of 𝜎𝑣 and 𝜀𝑝 output curves to the linear acceleration loads. They compared 

two acceleration loading curves A and B with the same impact duration and peak 

magnitude, and found that the loading curve A with a longer rising time to peak 

magnitude leads to a higher maximum value of 𝜎𝑣 and 𝜀𝑝 responses. In comparison 

with the study presented in this chapter, loading curve A is similar to the EPTS while the 

loading curve B is similar to the ENTS; the maximum 𝜎𝑣 and 𝜀𝑝 responses obtained 

from EPTS case are higher than the ENTS counterpart, which is consistent with the 

results obtained in [144].  

This study found that peak 𝜎𝑣 and 𝜀𝑝 responses can increase with the increase of both 

peak magnitude and impact duration (Figure 5.11 and Figure 5.12), indicating that longer 

duration and larger magnitude could cause a higher risk of head injury. This relationship 

is similar to the well-known Wayne State Tolerance Curve (Figure 2.8), which reported 

that both higher magnitude with shorter duration and lower magnitude with longer 

duration can cause head injury [67]. This finding can be also supported by many 

previous studies [85, 120, 145, 261, 262]. For example, Hardy et al. [85] conducted 
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human cadaver head impact tests and found that the maximum 𝜀𝑝  responses can 

increase with the increment of impact duration. In this study, the quantitative effects of 

peak magnitude and impact duration on maximum 𝜎𝑣 and 𝜀𝑝 responses were further 

determined, which can provide a rapid estimation of the tissue-level responses 

according to the given translational acceleration loading configurations.  

When the frontal translational acceleration loads with the same impact duration and 

peak magnitude are applied, the order of maximum 𝐼𝐶𝑃 responses for six loading 

curve shapes is ESS>ENTS>EPTS=EITS=EHSS=EHVS (Figure 5.7), which implies 

that the maximum 𝐼𝐶𝑃 responses are not completely determined by the loading curve 

shapes. Further, according to the comparison between Figure 5.4 and Figure 5.8, the 

maximum 𝐼𝐶𝑃 values for each loading curve shape can be found around the time of 

their peak magnitudes. This finding is in line with the works presented in Chapter 3 

(Figure 3.12 and Figure 3.15) as well as the study reported by Zheng et al. [38], who 

performed different helmeted head drop tests and found that the maximum 𝐼𝐶𝑃 

responses are always achieved around the time of peak magnitude of head acceleration. 

In addition, the maximum 𝐼𝐶𝑃 response is influenced by the peak magnitude but not 

affected by the impact duration (Figure 5.10), which can be demonstrated by the 

experimental studies reported by Nahum et al. [81] and Hardy et al. [85]. The linear 

correlations between peak magnitudes and 𝐼𝐶𝑃 responses have an average R2 of 0.99 

for six different loading curve shapes, and these relationships can be used to predict the 

maximum 𝐼𝐶𝑃 response by peak magnitude of frontal translational acceleration. 

Since pure translational acceleration loads were applied to the head model, the effects of 

rotational motions were excluded from this study. Thus, kinematic-based injury 

predictors, like brain injury criterion (𝐵𝑟𝐼𝐶 ) and peak rotational velocity (PRV), 

associated with the rotational motions of the head are beyond the scope of this study, 



Chapter 5. Head Responses Subjected to Acceleration Loads 

176 

and therefore, are not considered in this thesis [75]. Only the most used kinematic-based 

predictor, 𝐻𝐼𝐶, which is based on the resultant translational acceleration, was employed 

for the correlation analysis with the tissue-level injury predictors. It was found that the 

𝐻𝐼𝐶 can be correlated well to the 𝜀𝑝 responses for the head model subjected to the 

frontal translational acceleration loads. The correlation between the 𝐻𝐼𝐶 and 𝜀𝑝 was 

confirmed earlier by Kleiven [32, 95] who analysed the effect of acceleration durations 

on head responses using the KTHFEHM. This study further considers the interactive 

effects of both impact duration and peak magnitude of translational acceleration on head 

responses, which can provide more quantitative data as supplementary evidence for the 

correlation between the 𝐻𝐼𝐶 and 𝜀𝑝 responses.  

Several important limitations of this study need to be noted. Firstly, this study only 

focuses on frontal translational accelerations to give a quantitative understanding of 

how the frontal translational acceleration loading configurations contribute to head 

impact responses. Rotational acceleration is also commonly observed in head impact 

accidents and is the key cause of head injuries, such as concussion, DAI and SDH [95, 

146, 263, 264]. However, the effects of rotation acceleration on head impact responses 

were not considered here. Further, the impact direction has significant influences on 

head responses [120], whereas only the frontal direction was explored in this chapter. 

Thus, it is suggested that the effects of the rotational acceleration configurations on head 

responses should be carried out in future studies, and the impact direction also needs to be 

further considered. Secondly, the thresholds used here are not developed using the 

THUMS head model. In this study, it was assumed that these thresholds can be applied to 

the THUMS numerical study, which needs to be further verified. In addition, the 

thresholds for the 𝐻𝐼𝐶 and tissue-level predictors may not represent the same severity of 

head injury, leading to the uncertainty of quantitative correlation between the 𝐻𝐼𝐶 and 

tissue-level predictors. Finally, higher frequency oscillation is neglected in the idealised 
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acceleration curves considered in this study. However, acceleration-time histories in a 

crushing event contain higher frequency components, which can influence structural 

damage [265]. Therefore, this study should be further extended to understand the 

influence of the higher frequency components on head injury. 

5.5 Conclusions 

In this chapter, a quantitative numerical analysis was conducted to provide further 

insight into the relationship between frontal translational acceleration loading 

configurations and head responses. The interactive effects of loading curve shape, 

impact duration and peak magnitude on the tissue-level responses were analysed, and 

the relationships between the 𝐻𝐼𝐶 and tissue-level responses were further explored. 

The numerical results show that the head responses are significantly affected by 

translational acceleration loading configurations. Both the 𝜎𝑣  and 𝜀𝑝  responses 

increase with impact duration and peak magnitude, whereas the 𝐼𝐶𝑃  responses 

increase with peak magnitude but are independent of impact duration. Linear 

relationships between the 𝐼𝐶𝑃 responses and peak magnitudes are determined for six 

acceleration loading curves. Among the six representative acceleration loading curves, 

the ESS loading curve leads to the largest head responses. Based on the thresholds of 

head injury, the 𝐼𝐶𝑃-induced and 𝜀𝑝-induced head injuries are observed from the head 

model simulations. However, the 𝜎𝑣-induced head injury cannot be predicted due to the 

𝜎𝑣  values measured from head models are much lower than their corresponding 

thresholds. Comparing the thresholds for the 𝐻𝐼𝐶 and tissue-level injury predictors, it 

is found that the 𝐻𝐼𝐶 has a good correlation with the 𝜀𝑝 responses, while significant 

differences in injury boundaries can be found between the 𝐻𝐼𝐶 and 𝐼𝐶𝑃 responses. 

Therefore, both the 𝐻𝐼𝐶 and 𝜀𝑝 responses are recommended together with the 𝐼𝐶𝑃 

injury threshold to cover different injury mechanisms to improve the accuracy of head 



Chapter 5. Head Responses Subjected to Acceleration Loads 

178 

injury prediction. This quantitative study on head responses under the frontal 

translational acceleration loads can provide a rapid estimation of the tissue-level 

responses with the given loading configurations. A better understanding of the 

relationship between translational accelerations and head responses can also support the 

effective development of helmet design.   
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6 Conclusions and Future Works 

6.1 Conclusions 

Continuous studies have been reported to improve helmet design to achieve better 

protection performance to prevent head injury during impact accidents, however, little 

attention has been paid to the efficiency and reliability design for the helmet from the 

material level. After a literature review on the related studies of helmet design, some 

research gaps are identified, such as inefficient full factorial optimisation method based 

on simplified head-helmet modelling, no analytical method model available for the 

quick characterisation and analysis of potential advanced impact-attenuating material 

for helmet design, and the need of a deeper understanding of head injury mechanisms to 

support the effective helmet evolution. Based on identified research gaps, this thesis 

aims to investigate the methodologies from three main underpinning aspects that can 

improve the reliable and efficient design of helmet against head injury. According to the 

undertaken studies, the conclusions are drawn as follows. 

6.1.1 Head-helmet coupled modelling with optimisation 

This chapter aims to develop an efficient optimisation methodology based on coupled 

head-helmet modelling for the efficient and reliable design of a novel helmet against head 

kinematic-based and tissue-level injury predictors. A representative full-face motorcycle 

helmet FE model was established and validated by the standard drop tests. Based on the 

validated helmet model, the Hybrid III head-helmet model and THUMS head-helmet 



Chapter 6. Conclusions and Future Works 

180 

model were developed to measure the head kinematics and tissue-level responses, 

respectively. This head-helmet modelling method can be used to replace the 

time-consuming, expensive and inflexible experimental helmet design, and meanwhile 

output a wide range of mechanical response signals at any position. Thus, a novel 

honeycomb-filled helmet design was investigated using head-helmet modelling to 

illustrate the optimisation methodology. It was found that a reasonable design of 

aluminium honeycomb filler can improve the performance of helmet protection in terms 

of head kinematics and tissue-level responses. Furthermore, an orthogonal array design 

optimisation method based on head-helmet modelling was developed to efficiently find 

the optimal helmet design. This chapter provides an efficient orthogonal array design 

optimisation method based on the high biofidelity head-helmet modelling, which can be 

used to increase the computational efficiency by calculating the representative design 

combinations and improve the reliability of helmet design by considering both head 

kinematics and the advanced tissue-level injury predictors.  

6.1.2 Analytical method for functionally graded polymeric foam 

This chapter aims to provide a possible analytical solution to quickly characterise the 

mechanical responses of the potential advanced impact-attenuating material (i.e. FGPF), 

to improve the efficiency of material selection and analysis for helmet design. The FGPF 

is made from EPS foam, which is the most common helmet liner foam, was selected as a 

representative foam in this chapter. The constitutive model for uniform-density EPS foam 

under uniaxial compression was developed and then validated by the uniaxial quasi-static 

and dynamic compression experiments. Based on the assumption that FGPF is a 

combination of numerous independent uniform-density EPS foam layers, the idealised 

rigid-perfectly plastic-locking model was adopted to develop an analytical model for 

predicting the stress-strain correlations of FGPF under uniaxial compressive loads. Then, 

the FGPF FE model was established to validate the proposed analytical model. It was 
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demonstrated that the analytical model can be applied to quickly and accurately predict 

the compressive responses of FGPF under the loading conditions of low to moderate 

strain-rates. This chapter also showed that FGPF can be designed using the orthogonal 

array design optimisation method to maximise its crashworthiness performance. The 

proposed analytical method and the optimisation procedure could be also used for other 

functionally graded foam materials. 

6.1.3 Head responses subjected to acceleration loads 

This chapter aims to provide a quantitative numerical method to investigate the 

interactive effects of different frontal translational acceleration loading configurations 

on head responses, and to further explore the head injury mechanisms under impact loads 

to support the effective improvement of helmet design. A series of frontal translational 

accelerations defined by impact duration and peak magnitude with different loading 

curve shapes were applied to the THUMS head model to replicate different head impact 

responses in accidents. The influences of frontal translational acceleration loading 

configurations on the tissue-level injury predictors (i.e. 𝐼𝐶𝑃, 𝜎𝑣 and 𝜀𝑝) were studied. 

Based on the thresholds for tissue-level injury predictors, it was found that both 

𝐼𝐶𝑃-induced and 𝜀𝑝-induced head injuries may occur whereas the 𝜎𝑣-induced head 

injury is less likely to occur. The correlations between 𝐻𝐼𝐶 and tissue-level responses 

were also analysed, and a good correlation was found between 𝐻𝐼𝐶  and the 𝜀𝑝 

responses for the head model under the frontal translational acceleration loads. This 

chapter exemplifies a quantitative numerical method that can provide a rapid estimation 

of head impact responses based on the frontal translational acceleration loads, which can 

further support effective helmet design with a deeper understanding of head injury 

mechanisms.  
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6.2 Future works 

The findings presented in this thesis collectively provide some new insights into head 

impact injury and helmet protection performance in accidents. Despite the studies of 

these important aspects, some parts of this research still require a more thorough 

investigation. The following topics are recommended for future investigation. 

1. This thesis only investigated the protection performance of honeycomb-filled 

helmets subjected to frontally impact onto the flat anvil, whereas the mechanical 

behaviours of honeycomb filler can be significantly influenced by the different 

loading conditions, including impact direction, impact velocity, the shape of impact 

anvil, etc. Thus, the honeycomb-filled helmet impacted frontally and obliquely onto 

different standard anvils (e.g. kerbstone and hemispherical anvils) with different 

loading velocities can be further studied, and the head rotational motion also needs to 

be considered in future. 

2. The compression characteristics of FGPF can be predicted using the proposed 

analytical model, which can improve the efficiency of material selection and analysis 

for helmet design. Since the FGPF design must assure helmet performance over a wide 

of temperatures, the temperature effects on the mechanical characteristics of FGPF are 

worthy of future study. In addition, future work could introduce FGPF to a new helmet 

liner design based on the head-helmet FE modelling, and then the efficient orthogonal 

array design optimisation method could be employed to find the feasibly optimised 

FGPF configuration to further improve the helmet impact protection. 

3. In the present study on head impact responses under different acceleration loading 

conditions, only the frontal translational acceleration loads were discussed, whereas 

the rotational acceleration loads have not been considered. However, rotational 
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accelerations also frequently occur in real-world head impact accidents and lead to 

severe head injury; meanwhile, the head responses are also sensitive to the impact 

direction. Thus, future studies can be carried out to investigate the influences of 

rotational motion on head injury and its combined effects with translational motion 

on head injury. The effects of impact direction on head injury are also recommended. 
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Appendix A: Head Responses under Frontal 

Translational Acceleration Loads 

The different typical frontal translational acceleration loads were applied to head impact 

simulations in Chapter 5 to investigate the interactive influences of various 

acceleration loading configurations, i.e. impact duration and peak magnitude with 

different loading curve shapes, on head responses. Tissue-level injury predictors, i.e. 

intracranial pressure, von Mises stress and maximum principal strain, for the head under 

different frontal translational acceleration loads are presented in the following Figures. 
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Figure A.1. The intracranial pressure results for the head model subjected to frontal translational 

acceleration loads with six different loading curve shapes, (a) ESS, (b) EPTS, (c) ENTS, (d) 

EITS, (e) EHSS, (f) EHVS 
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Figure A.2. The von Mises stress results for the head model subjected to frontal translational 

acceleration loads with six different loading curve shapes, (a) ESS, (b) EPTS, (c) ENTS, (d) 

EITS, (e) EHSS, (f) EHVS 
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(f) 

Figure A.3. The maximum principal strain results for the head model subjected to frontal 

translational acceleration loads with six different loading curve shapes, (a) ESS, (b) EPTS, (c) 

ENTS, (d) EITS, (e) EHSS, (f) EHVS 


