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The presence of congestion in the electromagnetic (EM) spectrum can have a detri-
mental effect on the usability of conventionally formed synthetic aperture radar (SAR)
images. This is particularly an issue in scenarios involving interference; or where it
is desirable to penetrate walls or foliage by transmitting in the low frequency range
(which is a notoriously active part of the EM spectrum). To alleviate the effects of
excess noise appearing in the recorded data, Bayesian inference techniques can be
used during the image formation process, which incorporate prior knowledge about
the scene. The techniques aim to obtain an image which is consistent with both prior
knowledge and the recorded data, in addition to retaining information on the certainty
of the solution.
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Chapter 1

Introduction

Radar imaging is a crucial sensing modality in many applications, such as topogra-

phy, oceanography, geology, forestry, remote sensing, infrastructure monitoring, and

environment monitoring. However, it is typically not achievable to yield quality radar

images in scenarios involving:

foliage penetration,

through wall imaging,

urban environments,

congested electromagnetic environments.

A problem common across these scenarios is the presence of excess clutter in the

spectrum; arising from other active radars, TV signals, or where the signal has bounced

multiple times before returning for example. A comparison of SAR (synthetic aperture

radar) images with and without a high level of interference is presented in Figure 1.1.

From these images, it can be seen how an image produced in the presence of a congested

electromagnetic spectrum conveys significantly less information about a scene.

As part of this thesis, methods have been developed which apply Bayesian tech-

niques at various stages of the image formation process. These techniques have shown

promise at reducing the detrimental effects that the presence of congestion in the EM

(electromagnetic) spectrum induces in radar imaging. The techniques presented fall

into two main strands:

12
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Figure 1.1: An example of images with and without interference. These two images
show the same scene, one showing the detrimental impact a congested electromag-
netic environment can have on an image. (Image from [1], Copyright © Society for
Industrial and Applied Mathematics, reprinted with permission, all rights reserved.)

development of forming SAR images directly from measured phase history data

(i.e. raw data),

development of improving the usability of poor quality or degraded SAR im-

ages, formed via existing techniques, particularly making use of multi-aspect

collections.

Contrary to conventional imaging techniques, [8], which are usually back-projection

based, the methodology developed here pose the problems within SAR imaging as an

inverse problem. An inverse problem refers to the process of estimating data which

is not directly measurable itself, but is related in some way to data which is directly

measurable. Within radar imaging this translates to wanting information about a

scene based on some radar measurements that have been directly measured.

The two strands mentioned have both been explored using Bayesian solving ap-

proaches, beginning with using simulated data, and progressing to test against real

data sets.

This thesis is comprised of an explanation of the inverse problem relevant to this

thesis, then a literature review detailing what Bayesian approaches have been used in

the radar imaging (and other imaging) domains, followed by a detailed description of

the specific problems that were considered, the methodology which was used is then

presented, and finally results using both simulated and real data have been shown.



Chapter 2

Bayesian Inference and Inverse

Problems

In this thesis, the problems will all be posed as inverse problems, such as, y = Ax + ε,

where the aim is to find x; for this problem to be well posed it should satisfy, as in

[57],

a solution exists,

the solution is unique,

a systems behavior changes continuously with the initial conditions.

When any one of these requirements fail, the problem can be considered ill-posed.

In the problems arising in this thesis, many are ill-posed.

In the case that the problem is ill-posed, it is not possible to simply use A−1 to

solve the problem due to the noise term. A solution to this would be to use the least

squares solution:

xleast squares = argmin
x
||y− Ax||22 (2.1)

However, this does not always produce a unique solution, as stated in theorem 1, [58].

Theorem 1. The least squares problem always has a solution. The solution is unique

if and only if the null space of A is trivial.

14
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It is possible to further minimize over the multiple solutions in order to obtain a

unique solution; however this will only address existence and uniqueness requirements,

not stability.

It is for this reason that it is desirable to regularise the solution, which is done

by incorporating some prior knowledge about the solution into the solving. This is

done by adding a regularising term onto Equation 2.4 which aims to both stabilize

the solution and input relevant knowledge that is known about the solution already,

ahead of the solving. A popular regularisation is Tikhonov regularisation, [59]. This

has a solution of

xTikhonov = argmin
x
||y− Ax||22 + λ||Hx||22, (2.2)

where λ can be considered a scalar tuning parameter and H represents a choice of

behavior which is penalized in the solutions, often H = In.

This is also known as l2 regularisation. The first term in 2.2 can be thought of

as a data fitting term, minimizing the data fit error. The second term in 2.2 can

be thought of as the solution constrainer, minimising the behaviour dictated by H

(simply minmising the solution when this is the identity). The tuning parameter λ

can be scaled to obtain an optimal balance between these two terms.

It is also important to consider whether the problem is well-conditioned or ill-

conditioned, [60]. The condition number of a function (or in the case of this thesis a

matrix) indicates how much change in the output can be expected from a change in

the input. It is a measure of how sensitive the function is to errors.

Consider the SAR observation matrices from equation 4.11, there are many pa-

rameters that determine the radar system as a whole, and these parameters in turn

determine how well-conditioned the SAR observation matrix is. For example, take the

resolution of the image that is trying to be made, if an inappropriately high resolution

is trying to be reconstructed (one which is more than can be physically expected from

the data from the radar) then this will make the problem more ill conditioned. Figure

2.1 shows how the condition number varies for different resolutions. It can be seen

that as the pixel resolution decreases to roughly equal to the wavelength of the radar;

the condition number increases rapidly. However for resolutions multiple times the

wavelength, the condition number is significantly lower. All other parameters of the

radar were kept constant for the purpose of this comparison.
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Impact of Resolution on the Condition Number of a SAR Observation Matrix

Figure 2.1: Plot displaying the impact desired resolution has on the condition number
of a SAR observation matrix. The x axis denotes the size of the pixels, written as a
multiple of the wavelength. SAR observation matrices are described more in Section
4.

A similar behavior can be seen when looking at the range the radar system is at

from the scene. Figure 2.2 shows the relationship of the distance between the radar

and the scene, and the condition number of the SAR observation matrix. Here it can

be seen that, as the range is increased the condition number increases. It is well known

that the power of a radar wave attenuates with an inverse fourth-route relationship to

range [61], so with the addition of the lower SNR achieved at greater distances, the

problem would be even harder than this plot displays.

This behavior is what would be expected from the SAR observation matrix, es-

sentially as parameters are selected which result in a harder problem, the more ill-

conditioned the problem becomes, (becoming more sensitive to changes or errors in

the input). This demonstrates the mathematical difficulty of the types of problem

being considered.

In this section, initial solving approaches are presented and interpreted in a Bayesian

sense, and explored using simulated data.

2.1 Analytic Solving Approaches

In section 2, two solving approaches to the inverse probelm,
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Impact of Range on the Condition Number of a SAR Observation Matrix

Figure 2.2: Plot displaying the impact range between the scene center and the radar
has on the condition number of a SAR observation matrix. SAR observation matrices
are described more in Section 4.

y = Ax + ε, (2.3)

were mentioned (here again, y is observed data, A is a forward model, x is the

unknown scene, and ε is the noise or error). The two solving approaches being least

squares, Equation 2.4 and Tikhonov, Equation 2.2. Here these two solving approaches

are explored in a Bayesian setting.

2.1.1 Least Squares

Take the least squares solution,

xleast squares = argmin
x
||y− Ax||22 (2.4)

From this equation, it is possible find an analytical solution to this minmisation prob-

lem. The task is to find the x which minimises ||y − Ax||22. To find this solution,

a temporary value W is defined as argument to be minimised (for ease of reading),

which by definition of the Euclidean norm is equal to

W = ||y− Ax||22 = (y− Ax)T (y− Ax) (2.5)
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where the T indicates the adjoint, if all values are real then this would be the matrix

transpose 1. Expanding out this expression gives

W = yTy− yTAx− xTATy + xTATAx (2.6)

= yTy− 2xTATy + xTATAx. (2.7)

And now to find a minimum point of W , it is necessary to first differentiate with

respect to x, in order to find a point where the gradient is equal to zero. Hence,

∂W

∂x
= −2ATy + 2ATAx (2.8)

This expression equals zero (and so is a minimum or maximum point) only when x

satisfies

x = (ATA)−1ATy. (2.9)

To determine if this is a minimum or maximum point, the second derivative of W

needs to be calculated,
∂2W

∂x2
= 2ATA = 2||A||22 > 0. (2.10)

If A is not the zero matrix, then this inequality will always hold. x = (ATA)−1ATy

minimises W , and is the least squares solution.

The least squares solution to an inverse problem also has a Bayesian interpretation.

To derive this result, first Bayes’ Theorem is presented.

Theorem 2. (Bayes’ Theorem) Given two events C and B (where p(B) 6= 0) Bayes’

Theorem states that

P (C|B) =
P (B|C)P (C)

P (B)
.

Proof. The probability of two events C and B happening is equal to

P (C ∩B) = P (C)P (B|C) (2.11)

and the probability of the two events C and B happening is also equal to

P (C ∩B) = P (B)P (C|B) (2.12)

hence the equating the two leads to Bayes Theorem,

P (C|B) =
P (B|C)P (C)

P (B)
(2.13)

1Though the problems in this thesis do occur in the complex domain, the problem can be posed
in the real domain by splitting the problem and stacking it.
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It is possible to frame Bayes’ Theorem in terms of the inverse problem to solve,

where x and y are the two events. Hence,

p(x|y) =
p(y|x)p(x)

p(y)
, (2.14)

in order to obtain x, the distribution on the LHS of Equation (2.14) needs to be

obtained; called the posterior distribution. Following this, the x which maximises

this distribution (which can be thought of the x which has the highest probability of

producing the data y) is then a solution of the problem of interest.

For the least squares estimation, p(x), called the prior distribution is assumed

to be constant (uniform distribution over the whole solution domain), and p(y) is

not dependent on x; because of this and the goal being to find the solution which

maximizes the distribution, they are both omitted for now as they will not impact the

least squares solution.

The remaining distribution is p(y|x), which is equivalent to `(x; y), where ` is

the likelihood function. The likelihood function is often viewed as a function of the

parameters (x) given a sample of data (y). This likelihood function is now what needs

maximising. Because y represents a vector of values, the likelihood function can be

written as

`(x; y) = `(x; y1, y2, ..., yn), (2.15)

where y1, y2, ...yn are the n elements of the vector y. Due to the equivalence between

the likelihood and the probability density function, the following holds, assuming the

pixel values are independent of eachother,

`(x; y) = p(y1, y2, ..., yn|x) (2.16)

= p(y1|x)...p(yn|x) (2.17)

=
n∏
i=1

p(yi|x). (2.18)

= p(y|x) (2.19)
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From the equation y = Ax+ε, if it is assumed that the noise, ε is additive Gaussian

white noise, then the observed data y has a Gaussian distribution

y ∼ N (Ax, Iσ2), (2.20)

where I is the identity matrix and σ2 is the variance of the noise. In practice this

assumption will be incorrect, however it appears sufficient in [7] in clean data. The

thesis aims to evaluate suitability of using this assumption with degraded/interference

riddled data.

If the assumption that ε is additive Gaussian noise has been made, then the prob-

ability distribution for each yi will be a Gaussian distribution with mean Aix, (this

indicates that given an x, the expected value of yi to be close the value of Aix)

p(yi|x) = c exp

(
−1

2
(yi − Aix)2

)
, (2.21)

where c is a constant and Ai represents the ith row of A. Hence now it is the case that,

`(x; y) =
n∏
i=1

c exp

(
−1

2
(yi − Aix)2

)
(2.22)

= e(
∑n

i=1−
1
2
(yi−Aix)

2) = exp

(
−1

2
||y− Ax||22

)
. (2.23)

The x which maximises the likelihood function is a solution to the inverse problem

and can be known as the maximum likelihood (ML) estimate. To now find the x

which maximises this function (and hence will be a solution to the problem), the

natural logarithm, and matrix algebra are used to arrive at a solution. The maximum

likelihood estimator is

xMaximum Likelihood = argmax
x∈R

exp

(
−1

2
||y− Ax||22

)
. (2.24)

As the natural logarithm is a strictly increasing function, the exponential from this

expression is able to be removed; to arrive at,

xMaximim Likelihood = argmax
x∈R

(−1

2
)||y− Ax||22. (2.25)

Dividing through by −1
2

(note the negative and the switch from maximum to

minimum here) gives
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xMaximum Likelihood = argmin
x∈R

||y− Ax||22. (2.26)

The x which maximises equation 2.4 is equivalent to the x which minimises ||y −

Ax||22, hence

xLeast Squares = xMaximum Liklihood = argmin
x∈R

||y− Ax||22. (2.27)

This solution is derived only from the the likelihood distribution, no prior knowl-

edge about the solution is incorporated into the solution. Due to this, and the inverse

problem being ill-posed, this solution can be unstable; which means that small changes

in the input can cause large changes in the solution, as explored in [62]. The equiva-

lence between the maximum likelihood formulation and least squares problem in the

classical setting, is explored in [63].

2.1.2 Tikhonov

As mentioned in section 2, it is possible to regularise the least squares solution in order

to penalize a particular behavior of the solution, making it more stable simultaneously.

From section 2, it can be expressed as

xTikhonov = argmin
x
||y− Ax||22 + λ||Hx||22. (2.28)

Here, λ is a tuning parameter, and H is a matrix which represents what choice of

behavior is going to be penalized in the solutions. Like with the least squares solution,

it is possible to find an analytical solution to the minimisation problem

xTikhonov = (ATA+ λHTH)−1ATy. (2.29)

The derivation of this follows almost identically the formulation of the least squares

solution.

The Tikhonov solution also has a Bayesian interpretation. As the maximum likeli-

hood estimate can become unstable, particularly when there is a high level of noise, or

if the problem is highly ill-posed, prior knowledge which is known about the solution

can be input into the formulation. In a maximum a posteriori (MAP) estimate, each

parameter of x from Equation (2.3) (in our cases each parameter will be a scattering
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coefficient/final pixel value) has distribution indicating what is assumed about their

value before any data is observed, known as a prior distribution.

The posterior distribution for an inverse problem is often displayed as proportion-

ality of a likelihood distribution and a prior distribution,

p(x|y) ∝ p(y|x)p(x) = `(x; y)p(x). (2.30)

Here, p(x) is the prior distribution. The choice of the prior distribution determines

certain factors about the x which maximise the posterior distribution. Recall that the

prior distribution was emitted from least squares / maximum likelihood formulation,

as a uniform prior had been assumed over the whole solution domain. However, it is

not often the case that every possible solution is equally likely. Because of this, it is

possible to make the prior distribution increase the probability on solutions which are

considered more likely.

xMaximum A Posteriori = argmax
x∈R

`(y; x)p(x). (2.31)

If the prior distribution is a Gaussian distribution, then the solution xMaximum A Posteriori

which satisfies Equation (2.31 is known as the Maximum A Posteriori (MAP) esti-

mate).

When the prior distribution is Gaussian, this can be written as

x ∼ N (µ, (λHTH)−1), (2.32)

where H is known as the regularization operator. Deriving the maximising x, the

process is much the same as for the ML estimate; however from Equation (2.14), the

distribution p(x) is not ignored. Instead it is used to input prior knowledge that may

be known about the solution. The computation of `(x; y) remains the same, however

instead of maximising just `(x; y), it is now `(x; y)p(x), that is desirable to maximise.

Putting these distributions into Equation 2.31 gives,

xMAP = argmax
x∈R

exp

(
−1

2
(c1||y− Ax||(22+c2||H(x− µ)||22)

)
. (2.33)

The c1 and c2 stem from the variance of each of the likelihood and prior distribution.

In the maximum likelihood derivation this was ommited as a constant as there was only
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one variance it did not impact on the solution, however for this solution as there are

two Gaussian distributions it is necessary to keep the ratio of the two in the solution.

From here, much like the maximum likelihood estimate, this maximisation problem

can be turned into a minimisation problem.

xMAP = argmax
x∈R

exp
(
−||y− Ax||22 − λ||Hx||22

)
(2.34)

= argmin
x∈R

||y− Ax||22 + λ||Hx||22. (2.35)

The parameter λ, the tuning parameter, comes from c1 and c2, (λ = c1
c2

), and is put in

front of the regularisation term to align with convention. Equation (2.35) has solution

xMAP = xTikhonov = (ATA+ λHTH)−1ATy (2.36)

Figure 2.3 shows normal distributions with zero mean and varying standard deviations,

when using this as a sparsity promoting prior for a Bayesian inference it is easy to see

that a prior with a smaller standard deviation results in a much higher peak at zero,

and therefore lower tails. This means that the smaller the standard deviation of the

(normally distributed) prior, the more sparsity promoting it is.

Figure 2.3: Comparison of normal distributions with variance σ2

A taller peak at zero in a prior assigns a higher probability that this will be the

recovered value. For this type of prior, the variance is inversely proportional to the
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Figure 2.4: L-curve plot for Tikhonov regularisation.

“regularisation parameter”. Hence, a smaller variance parameter results in a higher

penalty term λ.

The performance of an inversion scheme can be degraded if too high of a regular-

isation parameter is used since you will have a solution which fits the prior but not

the data that has been observed. Figure 2.4 displays an L-curve plot for Tikhonov

regularisation. This compares the magnitude of ||Ax − y||2 (the data fitting term)

and ||x||2 (the regularising term). The optimal λ is often the λ most in the corner of

the curve; λ = 1e−3 in this example. The MAP estimate is the same as the Tikhonov

solution. The equivalence of these solutions is explored more in [64], and an example

of success that has been achieved in image formation in radar imaging using these

techniques is [65].



Chapter 3

Literature Review

3.1 Imaging outside of Radar

This section explores the current state-of-the-art concepts and methods using Bayesian

inference that has been adopted outside of radar imaging. In particular, this will look

at the forward modelling used, the selection choice for distributions, and method of

solving; both image formation and image improvement techniques are considered.

3.1.1 Neurology Imaging

In neurology, inverse problems arise when producing an image of a brain, the most

common problems being mapping brain activity and obtaining the physical properties

of the brain. Bayesian methods have been proposed for solving both.

In [9] the neural dynamics are studied. Typically, a system of differential equations

is used to model the dynamics of brain activity, which map neural dynamics θ to

measured data y via

y = f(θ) + ε, (3.1)

where f here is a forward observation model. The approach in [9], computes θ, the

neural dynamics, from y, the measured data, and ε being additive Gaussian noise.

A Gaussian likelihood function has been used, which is centered around the forward

observation model which has been proposed for brain activity dynamics. They have

also opted to use Gaussian priors over the neuronal connecting and haemodynamic

parameters (the parameters represented by θ) associated with the inverse problem.

25
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Figure 3.1: Structure of interest in uncertainty quantification. Image via Pereyra et al [2].

The noise has been modelled as additive Gaussian noise. Variational Bayes (VB) has

then been used to do the computation and form the image, however they noted that

VB, whilst being computationally preferable over MCMC methods is not always robust

to local maxima.

In [10] a different brain imaging technique is presented, for magnetic resonance

imaging (MRI), to recover unknown information θ from noisy measurements y through

the relation in equation 3.1 (y = f(θ) + ε).

To do this, both the prior and likelihood distributions have been expressed in

exponential form, which makes finding the MAP (maximum a posteriori) estimate a

simpler and less computationally intense minimisation problem. In medical imaging, it

is likely to be more desirable to produce an image quicker (say with a MAP estimate)

rather than do a more computationally heavy procedure due to the nature of the

imaging needs.

This idea has been built upon in [2] where an uncertainty quantification (UQ)

method has been proposed, shown in figure 3.1. This uses the MAP estimate to

produce an initial image, and structures of interest (such as tumours in this case) are

isolated and the uncertainty in these structures is quantified. Along with the MAP

estimate, the scheme produces a set of likely images taken from what is known as a

posterior credible region [11], to compare the particular structure in each image in

the set. This approach is allows the uncertainty to be quantified without performing

a computationally heavy procedure to obtain the full posterior distribution. The

computational advantage increases as the dimensions of the problem at hand increases-
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Figure 3.2: The result of an inverse problem in seismology which is a representation of the make

up of the earth’s crust, from [3]

with the example in [2] noting that MCMC methods would have taken 106 iterations

whereas the UQ proposed took 103 iterations (with iterations for each method having

similar computational cost). This approach is not restricted to neurology imaging,

and has also been applied in astronomy in [2].

Compressed sensing has been considered in the context of MRI in [12]. For more

details on compressed sensing see section 3.2.1. The motivation for this stems from

the desire for a quicker acquisition time and an improved reconstruction quality. The

approach used in [12] was able to obtain reconstructions with smaller errors when

compared to other widely used methods.

3.1.2 Seismology

In seismology, inverse problems arise when wanting to find out information about the

earth’s seismic structure, by sending and receiving a seismic wave through the seismic

structure in order to produce an image of the earth’s crust and mantle. An example

of the output of this is shown in figure 3.2.

In 2012 a general framework for Bayesian inversion for this problem was suggested

in [4]. Since this, it has been well adopted within Bayesian inversion in seismology

research; with researchers making different adaptations to it in [3] and [13], amongst

others.

The approach suggested in [4] formulates the inverse problem as equation 3.1 (y =

f(θ) + ε), where θ is the set of parameters which they are interested in recovering,
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Figure 3.3: A graphical representation of MCMC sampling, from [4]. Here σ and r are parameters

from the unknown variable.

y is the set of observed data (the received seismic waves), and f is a forward model

relating the parameters to the received RF wave.

In the Bayesian framework this has been modelled using a Gaussian likelihood

centred around the forward model. They have also employed uniform, hierarchical

priors on the set of parameters. MCMC was used to explore the posterior, shown

graphically in figure 3.3, has been used in this case to compute the solution, where the

posterior mean can be taken as the intensity value for each pixel, to produce an image.

The nature of seismology imaging allows for a longer acquisition time, as in many cases

the need is not as urgent as in other applications. This makes the drawbacks of MCMC

less important to this application. The advantage of using MCMC was noted, in that

multiple likely final images were produced which each fit the data well. From this a

reference image and its standard deviation was able to be obtained. The performance

was said to be similar to conventional tomographic methods. The advantage of having

a reference image along with a standard deviation would be desirable for applications

within radar, as this could enable a quantification of the outcome’s confidence.

3.1.3 Dental Imaging

Inverse problems occur in dental X-ray imaging, as in [14], where projection images of

the teeth are taken from a few sparsely distributed 2D projection images and a 3D x-

ray is reconstructed. The reconstruction of the 3D structure based on a few projection

images becomes ill-posed, hence a Bayesian framework is being considered for the
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reconstruction. The model used here is as in equation 3.1, y = f(θ) + ε, where y are

projection measurements, θ is a vector of attenuation values, A matrix approximates

the projection measurement. Here θ is the set of parameters to be recovered.

The model observation noise is assumed to be Gaussian noise and hence the likeli-

hood distribution is Gaussian. The prior distribution for the attenuation parameters

has been modelled using both the total variation prior [15], which enforces sparsity in

the derivative of the solution, in addition to the Laplace prior. These favour piecewise

regular solutions with small variation in the attenuation parameter within each region,

and also promote sparsity within the reconstruction. This choice of likelihood distribu-

tion and prior produces a conjugate posterior distribution, which in turn corresponds

to a closed form expression of the posterior distribution.

This approach resulted in improved image quality over currently-used methods, and

it was noted that MCMC methods were not likely to be feasible for the computation

of this in the near future due to their high computational cost. It appears that image

quality is determined purely visually, and hence it may be somewhat subjective.

3.1.4 Summary

To summarise, a variety of similar Bayesian inference methods have been suggested

for use in areas other than radar imaging. The main bulk of the literature in this area

represents work purely in a research stage. The main differences between approaches

in these areas comes in the computation or sampling of the posterior distribution, with

the different methods being more or less suited to particular applications, mainly due

to timing demands.

3.2 Radar Imaging: Current State

This section reviews the Bayesian frameworks which have been adopted in current

research within the radar imaging area.

3.2.1 Compressive Sensing

There is a substantial amount of research into Bayesian approaches for solving inverse

problems within compressive sensing, [16, 17, 18, 19]. The general framework of each
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of the approaches is constant across current research. The method used in [19] is

outlined.

In [19] a Bayesian framework for compressive sensing is defined. The basic con-

cept behind compressive sensing is to recover a signal which has been under-sampled.

This is generally done via sparse reconstruction. This can be expressed as an inverse

problem

y = Aθ + ε (3.2)

where y is the under-sampled measured signal, θ refers to some weights (signal basis

coefficients which the original non compressed signal can be easily produced from) and

A is a forward model (in the case of compressive sensing this is generally computed

via a SAR observation matrix and an undersampling matrix). Hence the inverse

problem is to recover θ which is unknown (θ could be the full signal, or the scene

being imaged depending on what is being recovered, in the case that the full signal

is being recovered A will only represent the under-sampling and not the SAR itself),

and y which is known. The motivation for compressive sensing is to have a shorter

acquisition time, at the cost of a longer recovery time.

The framework which they have adopted to solve this consists of a hierarchi-

cal Gamma-Gaussian likelihood (a Gaussian likelihood which is dependent on

hyperparameters, which are subsequently gamma distributed) and a sparsity promot-

ing prior. For information about the gamma distribution see [20]. The likelihood

distribution for y is

p(y | θ, β) = (2πβ−1)−
n
2 exp

(
−β

2
||y− Aθ||22

)
(3.3)

where β is a precision parameter (for a Gaussian maximum-entropy probability model

for the components in the error ε), and has a gamma distribution

p(β | a0, b0) = Γ(β, a0, b0), (3.4)

where n ∈ N is the dimension and hyperparameters a0 and b0 are set with a non-

informative distribution, like uniform distribution for example,

p(α0) =


1
b−a , if a > α < b

0, otherwise.

(3.5)
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A non-informative distribution ensures that the parameters a0, b0, β are not restric-

tive to the model. The full likelihood distribution can be expressed as

p(y | θ) = p(y | θ, β)p(β | a0, b0)p(a0)p(b0). (3.6)

In this case, it was decided to promote sparseness using an automatic relevance

determination (ARD) prior [21]. This prior promotes sparseness on the signal basis

coefficients θ, by favouring that they are equal to zero. The ARD prior can be defined

by

p(θ | α, β) =
N∏
n=1

(2π)−
1
2 (βαn)

1
2 exp

(
−1

2
βαnθ

2
n

)
, (3.7)

where β is as above, and α is Gamma distributed;

p(α | c0, d0) =
N∏
n=1

Γ(αn | c0, d0), (3.8)

with c0 and d0 chosen to have non-informative priors. Note that this is not the only

formulation of a sparsity promoting prior that is used in current research.

A MAP estimate was then used to reconstruct the signal. Many compressive

sensing applications are of high dimension, hence MCMC will often be impracticable

and so the MAP estimate for this problem is preferable in many cases.

In [22], a Bayesian compressive sensing framework specifically designed for SAR is

proposed. Non-Bayesian compressive sensing techniques for SAR have been studied,

amongst others, in [23, 24]. In [22], spotlight mode SAR was considered, and this was

represented in a model as in equation 3.2 (y = Aθ + ε) where y is the under sampled

signal, θ is the unknown to recover and A is a known sensing matrix (composed of the

product of an observation matrix and an under-sampling matrix), much like in section

3.2.1.

In order for them to promote sparsity in the unknown parameter, the Laplace

density function was considered, however a zero mean Gaussian prior was chosen

instead for conjugacy with the Gaussian likelihood. Their method was compared

to both the original image and to a non-Bayesian compressive sensing method from

experimental results. They showed that the Bayesian Compressive Sensing method

outperforms the others on the metrics which were chosen for comparison.

In [5], a passive multi-static SAR imaging method has been suggested, based on

Bayesian Compressive Sensing. The passive system has made use of broadcasting and
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Figure 3.4: A passive multi-static SAR setup, reproduced from [5].

navigation signals, as shown in figure 3.4.

They have derived a forward model for multi-static passive SAR, and have then

converted the sparse target imaging into a group sparse signal reconstruction problem,

which they have tackled similarly to that described above. Their approach produced

higher resolution images in comparison to other state-of-the-art techniques produced.

A Bayesian approach has been suggested for speckle reduction in [25]. SAR im-

ages are often affected by multiplicative speckle, due to the nature of the scattering

phenomenon. This can be expressed as in equation 3.2, (y = Aθ + ε), where y is

the observed (and already formed) SAR image, A is the multiplicative noise, and θ

is the SAR image de-noised. Here the additive noise has been ignored as it is a less

significant term. The main contribution of the paper is that is it is deduced that a

SAR image can be accurately modelled by an alpha-stable distribution [25]. A MAP

estimate is used to compute the solution here.

3.2.2 Inverse Synthetic Aperture Radar Imaging

Bayesian methods have been proposed for uses in ISAR (Inverse Synthetic Aperture

Radar) imaging, exploiting the sparse nature that ISAR images generally adopt, in

order for sparse signal recovery algorithms to be used. An implementation of sparse

signal recovery for ISAR imaging has been presented in [26]. As ISAR images are

generally sparse, and only contain small regions of targets, sparse signal recovery al-

gorithms are applicable. A Bayesian framework was proposed using a logarithmic

Laplacian sparsity promoting prior, defined in [26]. The inverse problem can be ex-

pressed as equation 3.2, y = Aθ + ε, where y and θ are vector forms of the range
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profiles and the ISAR image respectively, and A is a matrix representing an inverse

fast Fourier transform multiplied with phase error.

In the Bayesian framework the additive noise ε is assumed to be complex Gaussian

distributed with zero mean. Hence the likelihood function is normally distributed

centred around Aθ, with variance represented by a covariance matrix. As the ISAR

image represented by θ is assumed to be sparse, a sparsity promoting prior is placed

on θ.

In this approach the MAP estimate has been used to reconstruct the image. This

Bayesian MAP ISAR imaging approach has yielded improvement over other methods

in low SNR settings, in the testing carried out in [26] on both simulated and measured

data. The proposed next step for this approach is to consider targets with complex

motion.

In [27] a different ISAR imaging algorithm was proposed for imaging targets with

complex motion under low SNR. The method is composed of the following steps:

1. A de-noising method improves the SNR of the range profiles, which accumulates

the aligned range profiles non-coherently to obtain a window for noise suppres-

sion.

2. An optimal coherent processing interval (CPI) selection algorithm finds an in-

terval where the Doppler shift is relatively stationary.

3. A sparse aperture imaging method within the Bayesian framework is then used to

reconstruct the well-focussed ISAR image, as the CPI often contains not enough

pulses to produce well focused ISAR images.

After the CPI selection algorithm has been applied, the problem can be expressed

as equation 3.2, y = Aθ+ε, where y is a complex vector representing the range profiles

from the CPI algorithm, A is the partial Fourier matrix, and θ represents the ISAR

image to be found.

To model this, a complex gamma-Gaussian hierarchical distribution was chosen for

the likelihood function. This enables the hyperparameters describing the noise to best

fit the data observed. The prior chosen to put on θ in this case was a Laplacian scale

mixture (LSM) [28] prior in order to promote sparsity in the ISAR image.
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In this approach, variational Bayes was chosen over MCMC due to its efficiency

of implementation. This method has shown improvements over other Bayesian frame-

works for ISAR imaging, but was not explicitly compared to an approach which did

not use a Bayesian method to solve the inverse problem.

3.2.3 Radar Applications

This section details potential benefits to application areas within radar which are of

particular interest to the radar community.

Through wall radar imaging

Bayesian compressive sensing has been suggested in [29, 30, 31], for through wall radar

imaging (TWRI). The scene which is behind a wall is assumed to be sparse, making

compressive sensing applicable. Bayesian compressive sensing has been used in TWRI

to both directly reconstruct an imaged scene using reconstruction algorithms, and to

restore a full data set in order for conventional image formation methods to be used.

In [18], an image formation method is proposed for multi-polarization through-the-

wall radar imaging. In the proposed method a Bayesian framework is adopted, among

other techniques:

1. The radar signals are recovered using Bayesian compressed sensing in the wavelet

domain.

2. A subspace projection method mitigates the front wall reflections.

3. Principle component analysis is used to remove noise.

4. A linear model relates the compressed wavelet coefficients to the image, where

Bayesian compressed sensing is employed again to form the images.

This method has been seen to form clearer images, and reduced background clutter

when compared to a delay-and-sum beam forming method and a non-Bayesian com-

pressed sensing method.

Bayesian methods for this have also seen improvements in target location, and

clutter suppression when used on simulated data and real TWRI data [31]. It is
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Figure 3.5: Graphical example of a Gaussian Mixture Model, reproduced from [6]

suggested that these methods will reduce data acquisition time, and improve TWRI

target detection and classification[30].

Enhanced Sensor Protection

Different approaches within radar have been suggested to counteract jamming. In [32],

any jamming present in the signals has been modelled within the noise.

The key difference in this approach is that a Gaussian Mixture Model (see figure

3.5) has been used to describe the unknown noise. By using a sufficient number of

Gaussian distributions, a much wider variety of noise can be modelled than by using

a single Gaussian distribution. The use of this approach transforms jamming suppres-

sion into a problem of parameter estimation. The proposed method has been shown

to provide an effective way to perform high-resolution radar imaging with barrage

jamming when tested experimentally. It is proposed in [32] that this approach could

be extended to non steadily-moving targets.

In [33], another method has been identified, which states it looks promising for

interference and jamming suppression. An RCI (Radar Coincidence Imaging) method

has been proposed applying a Bayesian technique to recover approximation coefficients

relating to the image. In basic simulation, this method has shown advantages (such as

high resolution and smaller error in interference-like scenarios) over other techniques

but is noted to suffer from a high computational requirement.
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High Clutter

In [34] a space-time adaptive processing (STAP) [35] algorithm utilising Bayesian

inference has been suggested, with the intention of detecting slow moving targets with

strong clutter. Conventional STAP algorithms have shown effectiveness in this area

[36]. The new approach being proposed uses sparse recovery to obtain information

about the adjacent cells whilst current cells are being tested. The inaccuracy of this

information causes the performance of the STAP to degrade, hence why this area of

the algorithm was targeted for improvement.

In this scenario, the inverse problem can be cast in the form of ref equation, where

θ is a vector indicating the information about the cells that is of interest, A is a

forward model relating the vector of interest θ to the measured snapshot y. With

the goal being to reconstruct θ, a general sparse reconstruction formalism has been

followed, with zero-mean Gaussian priors and a Gaussian likelihood centred on the

forward model A. This approach was tested against other STAP algorithms, and was

shown to produce comparable results.

The approach outlined in section 3.2.3, proposed in [32] has also been suggested to

have advantages in high clutter environments. This is due to the nature of the noise

model that they have adopted.

Operating radar within high clutter environments is of particular interest due to

its applications in foliage penetration and urban environments.

Moving Targets

In [37] a SAR algorithm for multiple ground moving target imaging has been proposed.

Time frequency representation is a method for moving target estimation, of which

Lv’s distribution (LVD) [38] has achieved good performance in dealing with multiple

moving targets. However LVD has some practicality issues: the limited accuracy of

the Doppler chirp rate can cause the image to become unfocused.

In [37] a SBL framework is employed to obtain a focused image. The inverse

problem here can be expressed in the form of ref equation, with θ representing the final

SAR moving image, y the observed signal, and A composed of the product of a phase

variation matrix and a matrix determined by the Doppler chirp rate. Using a Gaussian

likelihood, a hierarchical Laplace prior and VB to compute the posterior distribution,
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[37] have realised potential improvements by the use of this method. However, a high

signal-to-clutter-noise ratio (SCNR) is needed for an enhanced moving target signature

to be obtained. This has been compared to other LVD methods via the correlation

between the target image truth and the processed image, with different SCNR inputs.

Difficult Targets

Within radar, difficult targets can refer to targets which are shaped in a particular

way to reduce their radar cross section (often referred to as low observable platforms)

and thus reducing the radar response that they produce. Because of this, approaches

taken to image targets with a low signal to noise ratio (SNR) are of interest. Methods

which are robust to low SNR are of interest to the defense community due to the

desire to image low observable platforms. This has been approached using methods,

like compressive sensing, seen previously in this thesis. In [39], a Bayesian compressive

sensing framework has been developed to produce a well-focused SAR image under low

SNR conditions. This approach utilities a sparsity promoting prior distribution which

is capable of suppressing the noise. A similar approach has been proposed in [40].

In [41] an algorithm with a high denoising capability has also been proposed, using

Bayesian MAP estimation, for producing an ISAR image. It has been noted that the

proposed method has a high robustness, and an ability to produce a well focused image

under low SNR.

3.2.4 SAR Forward Model

Here, the particular types of forward modeling used in synthetic aperture radar imaging

are looked at. When considering the SAR image formation as an inverse problem, it

is necessary to describe relationship between the unknown data and the known data

by means of a forward model.

These forward models can be split into two main categories: linear and non-linear.

Within the non-linear category is full wave inversion, being the most accurate

modeling available. This involves solving Maxwell’s equations, as is done in [42, 43,

44, 45]. Generally this is done for small scene sizes, as computationally it is restrictive.

In practice, current state-of-the-art imaging algorithms tend to be back-projection

based, which assumes a linear relationship among other assumptions. A delayed signal
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Figure 3.6: An example of some images obtained in [7], © 2001 IEEE, using linear forward mod-

eling.

forward model, which shares the same assumptions as back-projection is used in [7,

46, 47, 48]. By using a linear model such as this; some assumptions which have been

made include:

stationary phase centre assumption- assumes that the radar itself has not moved

in the time that the transmitted pulse takes to travel to and from the scene.

single scattering assumption- assumes that the transmitted wave bounces off

one target in the scene and returns straight back to the receiver immediately (no

multi bounce).

plane wave assumption- assumes that at the time the radar wave reaches the

scene, it is a plane wave, rather than a curve centred around the transmitter.

These simplifying assumptions have been shown to be wrong, [49]; however, it is

often the case that the effects of making these assumptions are considered negligible.

These assumptions are generally used in practice. An example of results obtained by

using this sort of forward modeling is displayed in Figure 3.6.

A 2D Fourier transform can also be used as a forward model for SAR image forma-

tion, as is the case in [50, 51, 52, 53] as it can approximate the relationship between

the unknown data and the known data, however this restricts the geometry of the

radar collections somewhat harshly, and generally produces a worse image than a

conventional technique such as back-projection.
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3.3 Summary

This review has outlined the approaches taken by research into medical, seismology

and radar imaging; with the aim of reviewing methods which could provide benefits in

radar imaging. There has been a sizeable amount of research into Bayesian techniques

applicable to radar imaging, including approaches which could yield benefits in the

particular areas of interest. Techniques showing benefits in through wall radar, clutter

and interference suppression, and techniques robust to low SNR have been reviewed.

An advantage to using Bayesian methods for inverse problems is that the posterior

distribution not only produces a solution, but also information which allows quantifi-

cation of the uncertainty of the solution. The ability to do this is of particular interest

in the defence community. With that said, not a lot of the research into Bayesian

methods for radar imaging specifically utilises the other information provided by the

posterior distribution. Approaches in medical imaging and seismology have touched on

this more, with an uncertainty quantification method for particular structures being

suggested in [10] and a set of likely images being produced in [4].

The main drawback to using Bayesian methods is the associated computational

expense, especially if MCMC is used. This drawback is particularly detrimental for

inverse problems within imaging due to the dimensionality of the problems. Less com-

putationally demanding variants of MCMC is an ongoing subject of current research.



Chapter 4

Synthetic Aperture Radar

There are two main applications considered in this thesis, as mentioned,

development of forming SAR images directly from measured phase history data

(i.e. raw data),

development of improving the usability of poor quality or degraded SAR images,

particularly making use of multi-aspect collections.

This section describes how these have two problems have been modeled, as well as

posing them as inverse problems.

4.1 Image formation

In SAR imaging the aim is to produce a human-interpretable image from data acquired

from a radar. Radar systems can detect how far away an object is by transmitting

an electromagnetic wave and measuring what time has elapsed before the wave has

returned (after reflecting off of said object). In producing an image using this notion,

the resolution is restricted by some physical aspects of the radars transmitter and

receiver.

Consider a system as shown in figure 4.1. The maximum resolution in the azimuth

direction is dependent on the beam-width (which is in turn dependent on aperture

size). The maximum resolution in the range direction (ignoring the movement of the

radar from figure 4.1 initially) is dependent on the pulse length. See [49] for more

details on this.
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Figure 4.1: Diagram displaying the set up of a SAR system.

To overcome the restriction in the range direction, techniques such as pulse com-

pression is used. This usually means emitting a long pulse (needing a low amount of

power), and later compressing it to a shorter pulse in order to get the resolution bene-

fits of a short pulse length, [54]. To overcome the restriction in the azimuth direction,

it is possible to synthetically make the aperture longer by making use of the motion of

a moving platform, and doing multiple transmits and receives with the radar, hence

the term Synthetic Aperture Radar.

By employing these sorts of techniques to allow for a higher resolution image, the

relationship between a human readable image of the scene and the data acquired from

the radar becomes more complicated.

Consider a scene to image, which has a reflectivity function f : D → C, where

D ⊂ R2. This is assuming the scene is 2-dimensional, however this methodology does

allow to extend to three dimensions.

A pulse transmitted by the radar is called a wave, and a linear frequency modulated

wave (LFM) is defined as

s(t) =

e
j(ω0t+αt2), for |t| ≤ T

2

0, otherwise

(4.1)

where ω0 is the carrier frequency and 2α is the chirp rate, t is the time, and T is the

pulse length.
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If this waveform is transmitted in the direction of the scene, the expected return

from this scene at time t and pulse n would be

q(x0, y0, t, n) = f(x0, y0)s(t− τ0), (4.2)

where τ0 is the time delay of the signal, related to the distance the particular scatterer

(x0, y0) ∈ D is from the radar; τ0 = 2r/c where r is the distance between the radar

and the scatterer and c is the speed of light. This assumes a monostatic radar, but

this could trivially be altered to τ0 = (rreceiver + rtransmitter)/c.

Equation 4.2 is the return expected from one scatterer in the scene, the sum of all

reflectivities of scatterers which are at a distance of R + u0 (where R is the distance

from the radar to the center of the scene) to the radar (along the line u = u0) can be

expressed as

p(n, u) =

∫ ∫
D

f(x, y)δ(u− x cos(θ)− y sin(θ))dxdy. (4.3)

Here, θ is the angle between the x axis and the u axis when the radar is at position

n, in figure 4.2. The selection of scatterers at a distance of R+ u0 to the radar would

actually lie along an arced line; however an assumption has been made that the arc

is negligible due to the distance between the radar and the scene, (for a closer spaced

geometry this assumption may fail and cause issues).

Hence the expected return in signal from the scatterers positioned along u = u0

would be

q(t, n, u0) = p(n, u0)s(t−
2(R + u0)

c
) (4.4)

and then the response received over the whole range of u would then be

q(t, n) =

∫
D

p(n, u)s(t− 2(R + u)

c
)du (4.5)

Subbing Equation 4.1 back into this,

q(t, n) =

∫
D

p(n, u) exp j(ω0(t−
2(R + u)

c
+ α(t− 2(R + u)

c
)2))du. (4.6)

Demodulating this response and multiplying through by the reference chirp leads

to (after omitting terms associated with a higher order, due to the born approximation

[55]),
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Figure 4.2: Diagram of geometry of imaging scene.

exp (−j(ω0(t− τ0) + α(t− τ)2)) yields

q(t, n) =

∫
D

p(n, u) exp (−j 2u

c
(ω0 + 2α(t− τ0)))du. (4.7)

Substituting Equation 4.3 into this arrives at an expression for the received signal as

a function of the scene f(x, y),

q(t, n) =

∫ ∫ ∫
D

f(x, y)δ(u−x cos(θ)−y sin(θ)) exp (−j 2u

c
(ω0 + 2α(t− τ0)))dxdydu,

(4.8)

=

∫ ∫
D

f(x, y) exp

(
−j 2u

c
(ω0 + 2α(t− τ0))(x cos(θ)− y sin(θ))

)
dxdy. (4.9)

This describes the relationship between the scene reflectivity and the demodulated

signal received by the radar, both described here as continuous functions. In reality

the signal received by the radar can only be sampled at a certain rate, often referred to

as fast times; and any screen displaying an interpretation of the scene will inevitably

only have so many pixels. There is also a limit on the resolution of a scene you can

reasonably expect obtain from the radar data to consider.
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Because of this, it is necessary to discretize Equation 4.9, which can be expressed

as

y = Ax, (4.10)

Here y is a vector of the received signal from the radar, containing the value at

each sample, stacked by each looking angle (each n from the previous equations). x is

a vector representing the scattering coefficients of the discretized scene, again stacked

by ether row or column. A is a matrix representing the relationship in Equation 4.9.

An example of how the matrix A could be formed is described in Appendix A.

The starting data, y, is often referred to as phase history data, this is simply raw

data obtained from the radar. It contains multiple discretely sampled pulses which

have traveled from the radar, to the scene, and back to the radar again.

It is now important to consider the data which is acquired from the radar is unlikely

to be completely clean and free of noise, because of this, a noise term is added to

Equation 4.10,

y = Ax + ε, (4.11)

where the noise term ε refers to system noise of the radar and electromagnetic

noise in the spectrum. This describes the approach taken to modeling SAR image

formation.

4.2 Image Improvement

Improving SAR images which were formed via conventional techniques is the other

application explored in this thesis. Consider the case where radar a image already

exists, though it contains unwanted features from contributions such as:

interference,

unmodelled EM interactions,

a system’s hardware induced noise,

reconstruction artifacts.
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These can cause particularly detrimental effects to the usability of the resultant

image. However, said images do contain information about the true scene, and it is

possible to extract that information from the poor quality image.

This task can be written as an inverse problem, as in equation 4.11, (y = Ax + ε)

where this time y refers to the existing poor quality radar image, x the true scene, ε

noise, and A refers to a relationship model between the poor quality radar image and

the true scene.

The problem which is considered in this thesis makes use of an image degradation

matrix to model the relationship between the true scene, and the flawed radar image

of the scene, which already exist.

An image kernel is a matrix which can be used to apply effects to an image. For

example given a 3 by 3 matrix (a common size of image kernel) and a grey-scale image,

each pixel value in the image and it’s surrounding 8 pixels are multiplied element wise

with the matrix. These 9 values are then summed together, which results in the

new pixel value. This method described is commonly called convolving an image.

The different kernels produce particular effects in the resultant images, for example

Gaussian blurring or edge detection, [56].

This approach could be used to obtain an improved image of the scene; however,

in the situation where multiple of these radar images exist showing the same scene,

they are related to the true scene that is there by some relationship model which is an

extension of equation 4.11. Again, this relationship can be exploited to try and obtain

a superior image of the scene, which suppresses the effect of the unwanted features.

This problem can be expressed as an inverse problem, such as


y1

y2

...

yq

 =


A1

A2

...

Aq

x +


ε1

ε2
...

εq

 (4.12)

where each yi is a vector representing the existing SAR images which contain the

detrimental features, each Ai is a degradation forward model, each εi is a noise vector,

and x is a vector representing the true scene. This relationship is presented graphically

in 4.3. Each Ai could also align the images, however this is not the case in the examples
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Figure 4.3: Visual representation of forward model from equation 4.12

in this thesis.



Chapter 5

Regularising for Radar Imaging

Problems

This chapter implements the solving approaches defined in Chapter 2, particularly

the analytic solutions for the ML (least squares) estimate and the MAP (Tikhonov)

estimate (using a Gaussian sparsity prior). For the MAP estimate, the parameter for

λ was chosen to be that sits in the most left hand corner of Figure 2.4. A higher choice

of parameter will favour an even sparser solution, though this may lead to the solution

not fiting the measured data particularly well. A lower choice of this parameter will

lead to a less sparse solution which alligns to the measured data particularly well, but

may be considerably more noisy. The point in Figure 2.4 which is most in the corner

of the ’L-curve’ is considered an optimal compromise between the two.

5.1 The Impact of Regularisation

The performance of the maximum liklihood/least squares method and the MAP/Tikhonov

solution is explored using simulated data and models. Figure 5.1 displays the absolute

mean squared error of solutions obtained using these methods to solve inverse problem

of the form y = Ax + ε, in the presence of varying amounts of noise. The figure shows

that as the noise level increases, the error of the MAP estimate increases at a slower

rate than the error of the ML estimate. As this is done purely using simulated data, it

is what is known as an inverse crime, [66]; however this allows for explicit computation

of errors.
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Plot Comparing the Performance of Inversion Schemes in the Presence of Noise

Figure 5.1: Plot comparing the error in Maximum Likelihood (orange) and Maximum
a posteriori (blue) reconstructions.

This figure shows the purpose of regularising. To display the effect of regularising

on the two applications the thesis is targeting; forming SAR images and improving the

usability of poor quality SAR images, simulated comparisons have been carried out.

5.1.1 SAR Image Formation

To test the least squares and Tikhonov method at solving a SAR image formation

problem, some simulated phase history data has been produced. These two methods

are also compared with a basic back-projection method [8], a current standard choice

for forming SAR images. With simulated data it is easily possible to calculate the

errors, so an objective statistical comparison was also carried out. This will be less

possible when using experimental real data as the ground truth will not be known as

specifically.

For this, mean-squared-error was chosen as the metric to do the comparisons. This

was due to it’s simplicity in both implementation and interpretation. Due to the

nature of the simulated experiments that were tested with this, the metric is also not

exposed to the risk that the solution may be correct but offset. It is however, not the

only choice for a comparison metric, for example a structural similarity index would

be a good choice also.

The simulated phase history data is produced on a smaller scale, for ease of com-

puting. The scene which is simulated is a simple scene of a single scattering pixel, on

a 15x15 grid. Additive Gaussian noise has been added to the phase history data.
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Tikhonov Least Squares Back-projection Ground Truth

Figure 5.2: Pictures showing the reconstruction of simulated scenes using back-
projection, least squares and Tikhonov regularisation. Note that the maximum like-
lihood estimate is equivalent to the least squares solution and the MAP estimate is
equivalent to the Tikhonov solution. These images were produced using the algebraic
solutions from chapter 2.

Figure 5.2 shows the reconstructions of this scene using least squares, Tikhonov

and back-projection, and the original ground truth scene is also displayed. Here some

differences in the reconstructions are apparent; the least squares construction has a

higher background noise level, where the Tikhonov and back-projected images have

less noise but do appear to have reconstruction artifacts stemming from the scatterer

in the scene.

To explore these difference further, the error has been calculated for multiple im-

age constructions for each method. Figure 5.3 shows the spread of the Absolute-

Mean-Squared-Error (AMSE) for multiple reconstructions for the ML, MAP and back-

projection method. In this figure, it appears that the ML estimate has a higher error

compared to the MAP and back-projection methods, and that the MAP errors are

marginally lower with a smaller range.

The difference in errors for the different methods can be explored objectively using

frequentist statistical tests. Hypothesis testing is a technique that can be used to pick

out of two mutually exclusive hypotheses which is more likely, specifically these are:

Null hypothesis, commonly referred to as H0

Alternate hypothesis, commonly referred to as H1

If there is sufficient evidence, the null hypothesis can be rejected. Whether there is

sufficient evidence is decided upon by a test statistic, which is usually a single value

which indicates behaviors which would differentiate between the null and alternate

hypothesis. The test statistic has a sampling distribution (which is shown as an F-

distribution in figure 5.4, but could be others such as a normal or t-distribution). The

area under the curve, labeled the rejection region, is also called the p-value [67].
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Box plots of AMSE of Resultant Images

Figure 5.3: Shows boxplots of the AMSE of the formed SAR images for each method.

Figure 5.4: F-distribution with critical value shown and rejection region shaded. This
is shown as a one-tailed test, i.e. the rejection region is only on one side of the
distribution.
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A test statistic compares the data to data that would be expected if the null

hypothesis were true. A p-value is the probability of obtaining the data by chance,

if the null hypothesis were true. The p-value goes hand in hand with a significance

level which is the threshold at which the null hypothesis is rejected or accepted. This

is decided on before the hypotheses test, ie. if a significance level of 0.01 is used then

the null hypothesis would be rejected if the p-value obtained is less than 0.01.

An ANOVA (ANalysis Of VAriance) test is a statistical test which tests for differ-

ence among means of populations, with hypotheses of:

H0: The means of all the population groups are equal.

H1: The means of all the population groups are not equal.

The ANOVA test will be used to determine if the differences in the AMSE groups shown

in figure 5.3 are statistically significant. Before doing this, the assumptions that an

ANOVA test makes are checked, to ensure validity of the testing. The assumptions

being:

samples are independent,

each sample is from a normally distributed population

the population standard deviations of the groups are all equal, (homoscedastic-

ity).

First, an initial hypothesis test is conducted for each population, to test for normality.

A Shapiro-Wilk test [68], with significance level of 0.05 is used for this. (This tests

the null hypothesis that a sample set comes from a normally distributed population).

For the three sets tested here, the obtained p-values are:

Method P-value (to 3sf)

Maximum Likelihood 0.966
Maximum a Posteriori 0.275
Backprojection 0.980

As these are all well above the threshold, it is reasonable to assume that the sets

are normally distributed. A similar test was also done to test that the variances are

not too dissimilar, as figure 5.3 suggest that it could be the case that the variances
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are too different. However, a Levene test concluded that this is not the case. Hence

all the assumptions that are assumed when performing an ANOVA test are satisfied.

To perform the ANOVA test if the difference between the three sets of MSE values

is statistically significant, an analysis of variance (ANOVA) was conducted. This tests

the null hypothesis that the means of each of the sets are equal. Specifically here, a

repeated measures ANOVA was used. For this, 20 scenes were simulated by putting 3

point scatterers at uniformly random coordinates within the scene, and Gaussian noise

was added also, with a mean which was also drawn from a uniform distribution between

two parameters. Each of these scenes were then used to simulate some phase history

data, and the three methods (back-projection, maximum a posterior, and maximum

likelihood) were used to obtain the original scene. As there were 20 samples for each

group, this resulted in a statistical power of 89%. A repeated measures ANOVA

was necessary as the same starting data was being used for each each method. The

obtained p-value for this repeated measures ANOVA was 0.000744.

As this is smaller than 0.05, the null hypothesis is rejected. This demonstrates

that the differences between the three means is statistically significant, it does not

specify between which the difference occur. A Bonferroni post-hoc test was used to

determine this, with significance level 0.05. The null hypothesis for this test states

that the means of all the sets are equal. The test compares all the combinations of

the means of each set, in order to determine in which combinations have differences.

The results from this test are:

Methods Compared P-value Adjusted (to 1sf) Reject

Back-projection and Maximum a Posterior 0.9 False
Back-projection and Maximum Likelihood 0.000 True
Maximum a Posterior and Maximum Likelihood 0.001 True

Hence the two statistically significant differences here occur within the backpro-

jection - ML combination and the ML-MAP combination, as indicated by the ‘p-adj’

column of p-values. This proves that there is a statistically significant improvement

gained by regularising the solution, when comparing a MAP estimate to the ML esti-

mate, tested to a significance level of 0.05.

This displays that in the presence of noise, regularising the solution (or using a

prior distribution) is important in the image formation problem. It is noted however
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Simulated SAR Multilook Images

Figure 5.5: Figures displaying simulated backprojected images of the same scene im-
aged using differing flight paths.

that these comparisons have been done reconstructing SAR images data using the

same modeling assumptions which created the phase history data. This also indicates

that the Gaussian MAP approach is equalling the performance of back projection on

this test.

5.1.2 SAR Image Improvement

A similar comparison has been done using a synthetic implementaion of the image

improvement problem. Synthetic images have been produced of scenes containing a

few single scatterers (phase history data has been simulated and then backprojection

has been used to form the starting images). For each scene, 3 scatterers were uniformly

randomly placed in the scene, and the angle of the straight flight path was again drawn

from a uniform distribution. Gaussian noise was also added to the images before the

back-projection, with a mean which was again drawn from a uniform distribution. The

set up of this simulation involves different linear flight paths flying alongside the scene,

in order to obtain scenes representing a multi-look/ multi-aspect dataset. A level of

noise was also added to the phase history data. Figure 5.5 displays 4 of these images,

the images have been rotated and aligned to match up with eachother, the artifacts

surrounding each of the scatterers is different in each image.

From this set of images, creating a master image including all the information in

these is explored, by posing the problem as in equation 4.12. Both a least squares

and a Tikhonov solvers are used to solve this inverse problem. Figure 5.6 displays two

reconstructions of the scene, and the ground truth scene which was used to simulate

the data. This shows that the Tikhonov/MAP estimate produces a scene which has

less noise around the scatterers.
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Ground Truth MAP ML

Figure 5.6: Figures showing the ground truth scene, along with MAP and ML re-
constructions of the scene. Methodology follows the algebraic solutions from chapter
2

Due to the simulated nature of this, it is again possible to easily compare the error

of these approaches as a ground truth is available, these images are compared to simply

summing all the input scenes also. The errors of each of the master images which were

created are displayed as boxplots in Figure 5.7.

Here it can be seen that the error in the MAP estimate is considerably lower that

the error of the sum of the original set of images, and the ML images. This is likely

due to the regularization in the presence of the noise which was added due to the phase

history data; and demonstrates the importance of regularising. This difference is also

tested for significance, following a similar format to above.

As a Sharipo-Wilk test (with significance level of 0.05) confirms that it is reasonable

to confirm that the three populations are considered reasonable;

Method P-value (to 3sf)

Maximum Likelihood 0.563
Maximum a Posteriori 0.494
Control 0.565

and a Levene test confirmed homoscedasticity, hence it is appropriate to perform an

ANOVA to test if the difference between these three groups is statistically significant.

Doing so and testing the null hypothesis, that the means of each population are equal,

at a significance level of 0.05, yielded 0.00354 (to 3sf).

Hence the null hypothesis can be rejected, demonstrating that the differences be-

tween the means of the three groups is statistically significant. Again a Bonferonni

post-hoc test was used to determine where the statistically significant differences lie,

with 20 samples in each group.
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Boxplot of MSE of Resultant Images
Control MAP ML

Figure 5.7: Boxplots showing the MSE of the obtained images using the MAP and ML
approaches. The control plot represents the average MSE of the sum of the original
set of images.

Methods Compared P-value Adjusted (to 1sf) Reject

Control and Maximum a Posterior 0.000 True
Control and Maximum Likelihood 0.3 False
Maximum a Posterior and Maximum Likelihood 0.04 True

It can be seen that there is a statistically significant difference between the PSNR

values for the control group and the MAP group, and for the MAP group against

the ML group. This indicates that the regularising / prior distribution choice has a

significant effect on the amount of error in the obtained images.

This section demonstrates (using Tikhonov regularisation) for examples, the impact

that regularising solutions has on the two main problems that are tackled in this thesis.

5.2 Image Improvement Forward Modelling

This section looks at some results obtained using real datasets, to display the per-

formance of the image improvement techniques in a more realistic scenario, and to

compare the performance of the forward modeling choices. In particular, images with

interference (or other artifacts) are used to test against.

The Image Improvement method is applied to a real dataset, (Gotcha Volumetric

Dataset [70]), with interference added synthetically. By adding interference onto clean
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trials data, this is a compromise between the limited interference in purely real datasets

with no ground truth, and purely simulating the data. The resultant images display

interference which replicates that seen on real datasets, and this method gives an

interference free reference image for objective testing of image quality improvement.

There is no multi-aspect to the data used here, it is consistent with a multi-look

scenario.

Like the previous experiments, the multi-image problem being considered is of the

form 
y1

y2

...

yq

 =


A1

A2

...

Aq

x +


ε1

ε2
...

εq

 (5.1)

with the goal to recover the unknown variable x. The MAP estimate only is

considered for this comparison. The identity matrix is used to model A, note that

without the inclusion of a prior, which promotes lower values in x, this would simply

be the average of each of the yi’s. Also considered is a convolution forward operator;

both of these approaches are compared in 5.2.3. The convolution operator used here

is based on a Gaussian kernel; as this forward map applied to an image will have a

blurring effect, the inverse of this will have a sharpening effect.

5.2.1 Synthetic Interference

Synthetic interference is added to real radar data to provide a ground truth image for

objective image quality improvement metrics. Existing ground-truth free metrics do

not provide robust indication of interference reduction in radar imaging. To obtain a

realistic interference pattern, noise was added to the phase history signals themselves,

before the image is formed via backprojection. Examples of this are displayed in Figure

5.9, where the interference pattern follows lines in the azimuth direction in the middle

image which is consistent with the streaked effect seen in Figure 1.1. The right hand

image in 5.9 shows an unstructured noisy image, also consistent with artifacts seen in

radar imagery.

The middle image from Figure 5.8 was produced by adding noise with a variance of

95dB to the received signal from a single pulse, as displayed in Figure 5.8. The change
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Figure 5.8: Example of synthetically-added interference pattern. The first image shows
a scene with a car park surrounded by various roads (darker areas). The middle image
shows the same scene but with synthetically-added interference displaying as vertical
lines over the whole image. The right image shows the same scene again but with a
different interference synthetically-added. In the latter two images the car park area
of the scene is still identifiable, but nothing else.

in intensities on the y-axis demonstrates the level of noise added. The right hand

image from Figure 5.8 was produced in a similar manner, but noise with a variance of

67dB was added to all of the collection vectors of the phase history data. The level

of noise was chosen to obscure the SAR images to a similar level to what was seen in

Figure 1.1, the noise levels used in the remainder of this section are similar to these

numbers.

Qualitatively, the resultant images appear close to the real degraded SAR images

presented earlier. Hence both techniques have been used to test the image quality

improvement methods. Figure 5.9 displays a single pulse in each of these cases, both

before and after filtering, which is a common step in backprojection. The ramp filtering

used here is chosen due to the inclusion in the RITSAR package, [71]. Though it is not

the only option for filtering, matched filtering is another common filtering technique

used, [49]. Filtering in the presence of interference is not something which has been

explored in this piece of work.

5.2.2 Image Results

In this section interfered images are presented with recovered images for visual review,

the recovered images are again produced using the algebraic solutions from chapter 2.

The results are compared more rigorously in section 5.2.3. The results presented here
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Figure 5.9: Comparison of the absolute value of phase history data for a single pulse,
with and without synthetically-added interference, (filtered using a ramp filter). The
intensity of the signal increases with the noise as the floor of the noise level is higher
than that of the signal.
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Figure 5.10: Comparison of 3 interfered images with the inferred bayesian approxi-
mation of the true scene (the original image is shown in Figure 5.8). The forward
modelling operator used here is the identity operator. The images show that the re-
covered image has less dominant interference. The level of noise added to each image
varied, hence the bottom right interfered image displays a more obscured scene.

use three interfered images, aiming to produce one master improved image from the

three.

Figure 5.10 presents 3 images produced using interfered datasets, and the inferred

Bayesian approximation of the true scene, (the identity operator was used as the

forward map in this case). The vertical streaking is muted and more of the scene is

identifiable in the recovered image, (e.g. the road). The average interference added

into these images had a variance level of 95dB added to a single pulse for each image,

the same base phase history data was used, but different pulses had the noise added

to them, section 5.2.1).

Similarly, Figure 5.11 shows a recovered scene which has been obtained using the

convolution operator. This also shows the vertical streaking more muted.
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Figure 5.11: Comparison of 3 interfered images and the inferred Bayesian approxi-
mation of the true scene (the original image is shown in Figure 5.8). The forward
modelling operator used is a convolution forward operator.
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Figure 5.12: Comparison of 2 recovered images, using the different forward operators
with the original SAR image.

The recovered images obtained from both the identity and convolution forward

modelling approaches are compared to each other and the original SAR image in

Figure 5.12. The 2 recovered images look similar, however some areas show strong

differences (in particular the road coming from the top of the image). The following

section makes use of an objective comparison metric to compare these further.

5.2.3 Quantitative Results

In this section, the difference between the original ground truth images and the inter-

fered images is compared to the difference between the ground truth image and the

recovered image (peak signal to noise ratio (PSNR) is used for this). PSNR is defined

as

PSNR = 10 · log10

(
MAX 2

I

MSE

)
(5.2)

where MSE is the mean squared error, and MAXI is the maximum possible pixel

value of the images. To compare the SAR images, each image was represented by a

power image using the same scale (meaning each image had the same maximum and

minimum pixel value). These images were compared to the noise-free ground truth

SAR image, when also represented as a power image. Each noisy SAR image was

appointed a PSNR value which represented the level of interference in that image.

This metric was used to measure improvement in the SAR images (a higher PSNR

means less noise in the image).

A comparison between both approaches in presented in Figure 5.13. It shows that

the recovered images show improvement over the interfered images at each of the noise

levels. It shows a small difference between the two methods in this PSNR plot. It
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Figure 5.13: Comparing the improvement of the recovered images for forward model
being the identity operator and the convolution operator. This plot suggests that the
different methods may have a different impact depending on the level of noise, however
specific tests would need to be conducted to confirm or reject this.

is worth noting that the convolution operator isn’t necessarily expected to obtain an

image which is identical to the original image, the nature of using the convolution

operator and inverting means the inferred image should be sharper.

5.2.4 Statistical Comparison

To compare these two approaches further, hypothesis testing has been conducted. The

null hypotheses considered for this are:

Identity operator approach has no impact on the PSNR

Convolution operator approach has no impact on the PSNR

Identity operator and convolution operator have the same impact on PSNR.

The PSNR value of the MAP estimate images from each approach is compared

with the average PSNR of the interfered initial images (which is the control) for a set

of 20 images. In total there were 3 sets of 20 PSNR values (for the identity operator

approach, convolution operator approach and the control set). These were made by

comparing 60 interfered SAR images with a noise-free ground truth image to obtain a

single number representing the interference level of each image.
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It was necessary to determine which distribution each set of PSNR values follow.

Figure 5.14 displays a box plot of the three PSNR sets, and Figure 5.15 displays a QQ

(quantile-quantile) plot of the PSNR sets. From these figures it is plausible that the

sets all follow a normal distribution, the QQ plots do diverge from the normal line,

however it is not significant enough cause issues.

Figure 5.14: Box plot for PSNR values for control set, convolution operator approach
and identity operator approach.

Figure 5.15: QQ plot for PSNR values for control set, convolution operator approach
and identity operator approach.

To confirm the normality a Shapiro-Wilk test [68], with significance level of 0.05

is used. This tests the null hypothesis that a sample set comes from a normally

distributed population. For the three sets tested here the obtained p-values were:

As all three of these values are higher than the chosen significance level, there is
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Method P-value (to 3sf)

Control 0.227
Identity 0.275
Convolution 0.228

no evidence that these sets did not come from normally distributed populations and

so the null hypotheses are not rejected.

It is now the assumption that the sets of PSNR values are normally distributed.

To test if there is a difference between the three sets, an analysis of variance (ANOVA)

was conducted, which tests the null hypothesis that the means of each of the sets are

equal. Specifically, a repeated measures ANOVA [72] is employed here (again with

a significance level of 0.05), due to the same starting images being tested with each

method. This results in a power level of 98%.

The p-value obtained from the repeated measure ANOVA was zero at 5 sig. figs, is

lower than the significance level so the null hypothesis that the means of each set are

equal can be rejected. It is now necessary to determine between which of the sets do

the differences occur, a Bonferroni post-hoc test was used, with significance level 0.05.

The null hypothesis for this test states that the means of all the sets are equal. The

test compares all the combinations of the means of each set, in order to determine in

which combinations have differences. The results from this test are:

Methods Compared P-value Adjusted (to 1sf) Reject

Control and Convolution 0.001 True
Control and Identity 0.001 True
Convolution and Identity 0.9 False

The p-values are lower than the significance level for two of the three possible

combination, these represent the sets which contain the differences. The null hypoth-

esis can be rejected, that the identity operator has no impact on the PSNR, and the

convolution operator has no impact on the PSNR, with a significance level of 0.05.

The hypothesis that the identity and convolution approaches have the same impact on

the PSNR cannot be rejected. It is concluded that both the identity and convolution

approaches presented provide statistically significant improvements in the images (to

a significance level of 0.05), and as shown in section 5.2.2 it is concluded that the

improvement is also practically significant. This demonstrates that both approaches

can be considered going forward.
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More Bayesian Solving Approaches

Section 5 has detailed some solving approaches for inverse problems and explored their

performance on simulated problems. The methodology presented so far has allowed for

testing and demonstrating on some small simulated problems. However, the analytic

solution to the inverse problems have not allowed for any uncertainty quantification.

When obtaining a MAP estimate, some methodologies (that are described in later

sections) allow the variances as well as the means of the multivariate Gaussian distri-

bution to be retained. With this information, it is possible to quantify the uncertainty

of the solution in some sense. Figure 6.1 displays the posterior distribution of a sin-

gle pixel value in a reconstructed scene. This shows the spread of likely values. A

posterior with a higher variance would be a lot shorter and wider.

Retaining information on the certainty of the solutions is important in the applica-

tions being considered in this thesis. The use cases of radar imaging generally involve

decision makers using the information displayed by the images to help inform deci-

sions. This end use case should be kept in mind when developing imaging techniques.

For this reason having information regarding the certainty of the images produced is

important.

The schemes presented so far have been using only Gaussian priors. Whilst these

priors have proved to be successful in section 5, it is desirable to be able to use a wider

variety of priors. For example, a Laplacian prior is thought to have stronger sparsity

inducing properties than a sparse Gaussian prior. Both a Laplacian distribution and a

Gaussian distribution (with zero means) are displayed in Figure 6.2. This shows that

the Laplacian distribution has a taller peak at zero, but also higher tails.

65
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Figure 6.1: Posterior distribution of a pixel value, showing the real value and the
computed value (this is the absolute value of the scene which has been transformed to
be within a range of 0− 255.)

Figure 6.2: Laplacian distribution with mean zero, and a Gaussian distribution with
mean zero.



6.1. KALMAN 67

Additionally it is sometimes the case where the dimensionality of a problem be-

comes restrictive, and it is not possible to compute the solutions (or the forward model

matrices) defined in section 5 using reasonable computing power. The sizes of the for-

ward models for image formation are largely determined by the specs of the radar,

(i.e. the sampling frequency and synthetic aperture size) and this can easily be a size

which is too restrictive.

It is for these reasons, that the methodology considered going forward considers

the following aspects a priority:

the ability to use a variety of priors as well as Gaussian

the ability to retain the information regarding the certainty of the solution

the ability to sequentially update the solution for very large scale problems (i.e.

splitting the problem into smaller problems).

6.1 Kalman

First explored is a Kalman based approach, which is an iterative solution.

In an iterative/ online approach, the solution estimate is updated sequentially, and

the forward modelling matrix, and observed data are only dealt with one row at a time

(or a block of multiple rows which is smaller than the total problem). Which can be

written as

yk = Akx + εk (6.1)

From [73], a recursive estimator for this system can be written in the form of

xk = xk−1 +Kk(yk − Akxk−1), (6.2)

where Kk is a gain matrix, which provides how much to change the current estimate

for xk−1. The optimal gain matrix is derived below. Given that ε ∼ N (0, R), it holds

that E(εk) = 0.

The estimation error at a given estimate xk is

rk = x− xk, (6.3)
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Subbing in the Equation 6.2 for xk and rearranging then gives

rk = (I −KkAk)rk−1 −Kkεk. (6.4)

Hence if E(εk) = 0, E(εk−1) = 0, and E(rk−1) = 0; then E(rk) = 0. This means

that on average the estimate xk is equal to the true value of x for all k, no matter what

the choice of gain matrix Kk. The variance of the estimation errors can be minimised

at each time k, (a K with minimal variance with be the optimum K).

Ek = E(||x− xk||2) (6.5)

= E(rTk rk) (6.6)

= E(Tr(rkr
T
k )) (6.7)

= Tr(E(rkr
T
k )). (6.8)

= Tr(Ck). (6.9)

Where Ck = E(rkr
T
k ) is the covariance of the estimation error rk. Substituting in

equation 6.4 to this gives

Ck = E
(
((I −KkAk)rk−1 −Kkεk)((I −KkAk)rk−1 −Kkεk)

T
)

(6.10)

Expanding these brackets, taking the expectation and omitting some terms which

are equal to zero gives,

Ck = (I −KkAk)Ck−1(I −KkAk)
T +KkRkK

T
k , (6.11)

Where Rk is a matrix of the covariance of the additive noise ε. This expression for the

covariance of the estimation error is dependent on the gain matrix K. The choice of

K that minimises Equation 6.5 is the optimal K. To obtain this, Ek is differentiated

with respect to Kk.

δEk
δKk

= −2Ck−1A
T
k + 2Kk(AkPk−1Ak +Rk), (6.12)

where pk−1 is the covariance matrix of the previous state estimate. To find the Kk

in which the derivative is zero, equation 6.12 is set to zero and solved for Kk, which

gives:
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Kk = Pk−1A
T
k (Ak−1Ck−1A

T
k +Rk)

−1. (6.13)

This can also be substituted into equation 6.11 to obtain another expression for the

covariance;

Ck = (C−1k−1 + ATkR
−1
k Ak)

−1. (6.14)

The optimal choice for the matrix K has been derived, which along with Equation

6.2 produces a least squares solution recursively. This has the benefit over regular least

squares, that the matrices do not need to be built in full. If memory is restrictive, this

means it is possible to treat the matrices line by line only.

The recursive least squares solution is also equivalent to the Kalman Filter, on a

system with dynamics

xk = xk−1 (6.15)

yk = Akxk + εk. (6.16)

This is a particular system of the general dynamical systems that Kalman Filters

are commonly used for (ie. xk 6= xk−1). As in [73], the kalman filter is defined as

dk+1 = yk+1 − Ak+1xk+1 (6.17)

Kk+1 = Cj+1A
T
k+1(Ak+1Ck+1Ak+1)

−1 (6.18)

xk+1 = xk +Kj+1dk+1 (6.19)

Cj+1 = (I −Kj+1Ak+1)Pj+1. (6.20)

These equations are identical to the update equations for the recursive least squares

solution. There also exists a Bayesian interpretation of the kalman filter solution.

Considering an inverse problem, such as Equation 4.10 (y = Ax + ε), the solution

distribution for this problem using data only up to row k − 1 is p(xk−1|yk−1) =

N (Ak−1xk−1, Rk−1). This solution can be updated to include the data from the k’th

row. Due to the system dynamics in equation 6.15, it is the case that

p(xk−1|yk−1) = p(xk|yk−1) (6.21)

Then in order to update to include the k’th row of y, by Bayes theorem:
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p(xk|yk) =
p(yk|xk)p(xk|yk−1)

p(yk|yk−1)
(6.22)

And hence taking the MAP of this posterior distribution gives the solution at the

next time step k. The solution distribution can be updated this way, with the posterior

obtained at step k − 1 being the prior distribution used in step k.

The recursive/online solution has an advantage in memory, that the full observa-

tion matrices do not need to be made all at once, but this does comes at a cost in

computation time.

This approach provides a solution to the large scale of the problems, and also retains

the covariance matrix which contains any uncertainty quantification information. This

achieves uncertainty quantification, and scalability for large problems. There still

remains a restriction on the types of priors that can be used.

6.2 Gaussian Approximations

When dealing with Gaussian prior distributions, and assuming Gaussian error, it is

possible to obtain the exact posterior in closed form.

When using a non-Gaussian prior, generally the choice is between either efficiently

obtaining a MAP estimate which ignores the certainty quantification, or expensively

sampling from the posterior distribution using MCMC or others. Neither of these are

desirable for the use cases looked at in this thesis.

To tackle this issue, [74] proposes using a Gaussian approximation to a non-

Gaussian prior, in order to be able to still retain the UQ information at a lower

computational cost. This approach uses Normal scale-mixtures of generalised inverse

Gaussian, along with variational Bayesian expectation maximization (VBEM). The

Normal scale mixtures are defined by,

p(x|θ) =

p∏
j=1

N(xj; 0, θj), (6.23)

p(θ) =

p∏
j=1

GIG(θj; v, δ, λ), (6.24)
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where p is the size of x. It can be shown that the marginal prior distribution on x

is a Laplace distribution when v = 1, δ = 0.

The proposed VBEM algorithm uses expectation maximization (EM) to minimise

the Kullback-Leibler (KL) divergence between the posterior distribution and a Gaus-

sian approximation. It can be written that,

ln p(y) = ln

∫
p(y,x, θ)dxdθ ≥

∫
ln

(
p(y,x, θ)

qθ(θ)qx(x)

)
qθ(θ)qx(x)dxdθ, (6.25)

using Jenson’s inequality. Subsequently maximizing the term on the RHS of this

inequality is equivalent to minimizing the difference between the two sides of the

inequality; hence

ln p(y)−
∫

ln

(
p(y,x, θ)

qθ(θ)qx(x)

)
qθ(θ)qx(x)dxdθ =

∫
ln

(
p(x, θ|y)

qθ(θ)qx(x)

)
qθ(θ)qx(x)dxdθ.

(6.26)

The term on the RHS is now exactly the definition of the KL divergence,

= KL(qθ(θ)qx(x)||p(x, θ|y)), (6.27)

which is a measure of statistical distance between distributions. Minimising this dis-

tance will hence obtain the best Gaussian approximation to the posterior distribution.

This leads to objective functions which can be iteratively updated, with the Gaussian

approximation of the sparsity priors included in the updates. The algorithm is defined

by Algorithm 1, (taken directly from [74]).

Also presented in [74] is a sequential version of this, which can batch the data and

forward models into sets of rows, following similarly to the Kalman approach seen

earlier. This algorithm is defined by Algorithm 2, (again taken directly from [74]).

Hence this algorithm addresses all of the three aims mentioned earlier: non-

Gaussian priors, sequential, and retaining uncertainty quantification information. For

this reason, this algorithm has been applied to both the image formation and image

improvement applications considered in this thesis.
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Algorithm 1 Variational Bayesian N-GIG

Input: matrix A, observed data y, parameters, γ, λ, δ, ν, initial guess (µ0,m0, C0),
convergence criteria ε, T > 0 and distance functional d.

1: Specify functional forms of θt+1
V BEM(x), θt+1

EM(x), depending on δ, ν.
2: Set t = 0 and initial guess all zeros.
3: while t ≤ T and d((µt,mt, Ct), (µt−1,mt−1, Ct−1)) > ε do

(a) Compute θt+1
V BEM(x) and θt+1

EM(x)
(b) Compute

Gt+1
V BEM = D(θt+1

V BEM)AT (AD(θt+1
V BEM)AT + γ2In)−1

Gt+1
EM = D(θt+1

EM)AT (AD(θt+1
EM)AT + γ2In)−1

(c) Compute
mt+1 = Gt+1

V BEMY

Ct+1 = (In −Gt+1
V BEM)D(θt+1

EM)

µt+1 = Gt+1
EMY

(d) t = t+ 1
4: end while

Output:(µ∗,m∗, C∗)
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Algorithm 2 Online Approximate Variational Bayesian N-GIG

Input: matrix A, observed data y, parameters, γ, λ, δ, ν, initial guess (µ0,m0, C0),
convergence criteria ε, T > 0 and distance functional d, batch size M .

1: Set n = 1, Â1 = A1. Do Algorithm 1, outputting (µ∗,m∗, C∗) and functional forms
of θt+1

V BEM(x), θt+1
EM(x).

2: for n = 2, ... do
3: Set t = 0, initial guess all zeros, and

ŷV BEMn =

(
Ân−1m

∗
n−1

Ŷn

)
, ŷEMn =

(
Ân−1µ

∗
n−1

Ŷn

)
, An =

(
Ân−1
Ân

)
4: while t ≤ T and d((µt,mt, Ct), (µt−1,mt−1, Ct−1)) > ε do

(a) Compute θt+1
V BEM(x) and θt+1

EM(x)
(b) Compute

Gt+1
V BEM = D(θt+1

V BEM)AT (AD(θt+1
V BEM)AT + γ2In)−1

Gt+1
EM = D(θt+1

EM)AT (AD(θt+1
EM)AT + γ2In)−1

(c) Compute
mt+1 = Gt+1

V BEMY

Ct+1 = (In −Gt+1
V BEM)D(θt+1

EM)

µt+1 = Gt+1
EMY

(d) t = t+ 1
5: end while
6: Compute rank M approximation UΣ2UT ≈ AnA

T
n , and set Ân = UTAn

7: end for

Output:(µ∗,m∗, C∗)
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Results

This section presents results obtained using the methodolgy described on some real

data examples. This demonstrates the effect the prior distribution has on the recon-

structed images, (using a realistic testing dataset) for both the image formation, and

image improvement problems. This testing was done using two datasets, GOTCHA

dataset and Bright Sapphire II dataset.

When testing image formation, the starting data was phase history data, this refers

raw data obtained from the radar. It contains multiple discretely sampled pulses which

have traveled from the radar, to the scene, and back to the radar again.

When testing the image improvement, the starting data was formed radar images.

This means that each pixel value is a complex reflectivity of what can be found at that

position in the scene.

7.1 Image Formation

Using the methods described in section 6, images have been formed using the GOTCHA

phase history data, which are compared to a back-projected image. Results are pre-

sented using this dataset, (figures 7.1-7.3) and a synthetically degraded version of

this dataset, (figures 7.5-7.7). For each comparison there is a back-projected image,

a maximum likelihood image (produced using the basic kalman filter approach), and

a sparse Laplacian prior image (produced using the Gaussian approximation-kalman

filter approach from section 6.2). This compare the differences between an image a

model based approach obtains rather than back projection, and the impact of using a

74
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Figure 7.1: Back-projected image from Gotcha dataset.

prior.

Comparing figures 7.1-7.3, Figure 7.2 is formed with a uniform prior distribution

(or no prior distribution). This means that no prior knowledge about the scene is

used- that all scenes are equally likely. Figure 7.3 is formed using Laplacian distribu-

tion priors with zero mean, this type of prior enforces sparsity in the solution. This

comparison allows the impact of using the prior to be seen. Specifically here, the road

coming down vertically from the top of the scene is a feature which appears different in

these images. Both of these images should be compared to figure 7.1, which is a back

projection of the same scene, obtained using the same data. The back projected scene

appears brighter due to the method of construction, however a more meaningful com-

parison is comparing the usable information conveyed by the image; due to the lack of

ground truth and availability of no reference image quality metrics, a visual compari-

son was used here. For example, information such as the placement of the roads, and

the cars within the scene. It can be seen that the Laplacian image has less noise than

the other two images and some features can be identified clearer. This dataset is not

particularly noisy or interference ridden, so the same comparison has been done using

a synthetically degraded version of this dataset, to compare how well the methods can

suppress the presence of extra noise or clutter in the spectrum. Figures 7.5-7.7 shows



76 CHAPTER 7. RESULTS

Figure 7.2: Least squares/ Maximum likelihood image from Gotcha dataset, computed
with basic kalman filter approach.

Figure 7.3: MAP estimate image from Gotcha dataset, using a Laplacian sparsity
promoting prior, computed with Gaussian approximation kalman filter approach.
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the SAR image constructions under the synthetic degradation. Here, it can be seen

that although the cars are clearly still present in all of the images, the road going

across the scene horizontally is not well identifiable in the back projected image or the

Bayesian image with no prior. This displays a benefit of using a sparse Laplacian prior

for image formation, as this road is distinguishable in the laplacian MAP estimate.

As well as the MAP estimate, the covariance matrix can also be obtained. This

is displayed in figure 7.4, which shows the entries of the diagonal of the covariance

matrix. Each entry represents the variance of the corresponding pixel. It can be seen

that there is a higher variance on the pixels which have a greater value in the MAP

estimate. This is due to these pixels deviating from the sparsity promoting prior, by

being further away from zero.

Figure 7.4: MAP estimate alongside the diagonal of the covariance matrix, displaying
the UQ in the solution. Obtained using the Gaussian approximation kalman filter
approach from section 6.2. The MAP estimate was using a Laplacian prior. Note that
the variances are on a much smaller scale than the MAP estimate, with the ×10−10

being the multiplier for the colourbar indices.

Also presented here is an image formed using a stronger Laplacian prior, figure 7.8.

This image has an increased level of sparsity and shows only the brightest scatterers.

This doesn’t display an optimal image of the scene, however it demonstrates the effect

of the prior on the image formation.

It is concluded that using a sparse prior when forming SAR images can give the

end user a higher level of situational awareness of the scene, particularly if there is a

higher level of noise or interference present. It is however noted that using a sparse

prior can preclude the use of other conventional techniques such as coherent change

detection.
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Figure 7.5: Back-projected image from Gotcha dataset with additive noise added to
the phase history data.

Figure 7.6: Least Squares/ Maximum Likelihood image from Gotcha dataset with
additive noise, obtained from the basic kalman filter approach.
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Figure 7.7: MAP estimate image from Gotcha dataset with additive noise, produced
using the Gaussian approximation kalman filter approach from section 6.2. This had
a sparsity promoting Laplacian prior.

Figure 7.8: Image construction using a stonger sparsity promoting laplacian prior,
on data with additive noise, again using the Gaussian approximation kalman filter
approach.
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7.2 Image Improvement

The results of forming an improved SAR image from a set of poor quality images is

tested again against the Bright Sapphire II LF dataset, [75]. This dataset is a low

frequency dataset imaged over a scene with fields, roads and houses; with a few through

wall targets in the scene. BThe frequency band of this data set overlaps largely with

TV broadcasting signals. Inevitably there is a high amount of interference arising in

the data, resulting in some unwanted features in the resultant images. Figure 7.9 shows

a few aligned images from the Bright Sapphire II dataset, formed via back projection.

Figure 7.9: Selection of pre-aligned images from the Bright Sapphire II dataset, show-
ing a high level of interference.
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These images appear hazy, due to the low signal to noise ratio that is achieved in

this part of the spectrum. The Bayesian construction of the true scene is shown in

Figure 7.10. This image shows the features of the scene more prominently, and the

haze covering the main scene is significantly reduced. For example, the feature at the

top of the scene (this is a housing estate) is meaningfully easier to make out the shape.

Figure 7.10: Bayesian reconstructed image from the Bright Sapphire II dataset, made
using a Laplacian sparsity promoting prior.



Chapter 8

Conclusion

This thesis has described Bayesian techniques which could be applied at various stages

of the radar image formation processes. Standard back-projection has been compared

to maximum likelihood estimation, and maximum a priori estimation using both Gaus-

sian and Laplacian priors. These techniques have shown promise at reducing the detri-

mental effects that the presence of congestion in the EM spectrum induces in radar

imaging. This work is intended to act as a proof-of-concept for model-based techniques

in SAR imaging in these settings, and displays potential benefits such techniques can

yield in high congestion scenarios.

Two distinct strands have been researched here, image formation techniques, and

image improvement techniques. Both strands have had methodology tested against

synthetic datasets and real datasets. It is shown in this thesis that the inclusion of a

prior to regularise the solution makes a physically and statistically significant impact

on the quality of the reconstructed image.

Continuing this work would include working further on computational challenges,

though these were overcome for a proof of concept work, there are still significant

challenges in developing to real time. Additionally, significant robustness testing of

the techniques, requiring real radar datasets with a strong ground truth. And finally,

developing nonlinear (more realistic) modelling, for example modelling strong sources

of electromagnetic interferes in the forward modelling..
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Appendix A

SAR Observation Matrix

This Appendix describes a discretisation of the formulation of the SAR observation

matrix.

The echo signal from SAR can be expressed as:

S(t1, t2) =
∑N

k=1
xk

dai (t2)
exp

(
πfr

(
t1 − 2di(t2)

c

)2
i− 4πfc

di(n)
c
i

)
, if 0 < t1 − 2di(t2) < p.

0, otherwise.

(A.1)

=


∑N

k=1 xkφk(t1, t2), if 0 < t1 − 2di(t2) < p.

0, otherwise.

(A.2)

where

? S(t1, t2) is the signal received at slow time (aperture location) sample t1 and fast

time (frequency location) sample t2.

? fc is the carrier frequency.

? fr is the LFM chirp rate.

? c is the speed of light in the medium propagating through.

? t1 represents fast time sample number.

? t2 represents slow time sample number.

84



85

? di(n) is the distance between the scatterer and the plane, which is dependent on

the scatter and the slow time sample number, but not the fast time due to the

stop-and-go assumption.

? N is the number of scattering coefficients in the scene, as before.

? dai (t2) is a factor representing the attenuation of the wave, relating directly to

the distance between the scatterer and the plane.

? p is the length of the pulse emitted.

? the 0 < t1 − 2di(t2) < p dependence is due to the time it takes for the signal to

get to and from the scatterer.

This can be written as a vector of the SAR echo signal which is our observed data y,

y = [S(1, 1), S(1, 2), ..., S(1, nf ), S(2, 1), ..., S(ns, nf )] (A.3)

Hence the matrix A which relates the scattering coefficients x and echo signal y by

y = Ax + ε is,

A =



eiφ1(1,1) eiφ2(1,1) . . . eiφN (1,1)

eiφ1(1,2) eiφ2(1,2) . . . eiφN (1,2)

...
... . . .

...

eiφ1(1,nf ) eiφ2(1,nf ) . . . eiφN (1,nf )

eiφ1(2,1) eiφ2(2,1) . . . eiφN (2,1)

...
... . . .

...

eiφ1(ns,nf ) eiφ2(ns,nf . . . eiφN (ns,nf )


(A.4)

A is called a SAR measurement or observation matrix.
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