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Abstract 

Process Safety is concerned with the prevention and mitigation of major accidents in the process 

industries, such as fires, explosions and toxic releases. These events can harm people and the 

environment, both on and offsite. It is recognised that preventing such events requires the evaluation 

of data which is available within the operating company, within the industry sector and more widely 

across other sectors worldwide. Many organisations create vast quantities of such data. Some of this 

is contained within coded databases – whereby individual fields such as ‘equipment type’ may be 

populated with a limited range of responses. However, it is also the case that many organisations 

also record information in unstructured text – ‘freetext’. Often this text is provided for the benefit of 

other individual humans to understand the specific application which led to the creation of the text, 

for example a condition monitoring report which describes the health of one physical asset. There is 

great value in being able to aggregate learning from the insights contained within multiple documents. 

Unfortunately, the effort involved in this being undertaken manually will often mean that this cannot 

be achieved or limits the depth to which intelligence can be extracted. 

Text Mining and Natural Language Processing (NLP) comprises of a number of techniques which 

aim to extract useful information from collections of freetext data. Such techniques are widely applied 

across social media, search engines and other everyday applications. However, their deployment 

within engineering and Process Safety applications has been somewhat limited. Many of the 

techniques used to extract most value involve considerable overhead effort to deploy, which can be 

justified in mass-market applications such as social media. However, such effort may not be 

justifiable in niche applications such as Process Safety. 

The ultimate aim in extracting insight from freetext must be to share the resulting learning as widely 

as possible. Unfortunately, this too is fraught with difficulty. Concerns such as the accidental release 

of personal or commercial information, or the reputational damage to organisations revealed not to 

be managing critical assets means that there are many barriers in the way of transparency and 

sharing learning. 

This body of work has explored the use of Text Mining and NLP techniques as applied to Process 

Safety with the aim of balancing effort and reward. At the same time, the appetite and conditions 

under which industry would be willing to share data originating from freetext has been evaluated 

through a survey. The ‘state of the art’ in relation to NLP techniques has been compared to the 

practical application of such techniques in engineering and Process Safety. It is clear that there are 

many practical barriers which prevent the most advanced techniques being applied in practice. The 

more fundamental NLP techniques such as parts-of-speech tagging have been trialled on real-world 

freetext data from a large dataset existing within a key UK regulator for Process Safety issues in the 

onshore process industries. 

The research undertaken has shown that industry are significantly risk-averse when it comes to 

sharing data. The redaction of sensitive data may be required, but is not sufficient. NLP techniques 
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based on ‘off the shelf’ but customised methods have proven efficient and effective at extracting 

insight, which can then be aggregated into coded data which provides great assurance around 

privacy concerns. 

The work concludes with the development of a Process Safety Data Sharing Framework to assist 

the selection and development of schemes to enable the extraction and sharing of process safety 

insights across industry. 
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Lay Abstract 

Catastrophic events include fires, explosions and the release of toxic materials from industrial sites 

which can affect the people working there and the public around them. Preventing these events 

requires that lessons learned worldwide across industry are shared and applied in practice. 

Unfortunately, much learning is hidden away in documents held by individual operating companies 

and is often contained within freetext: blocks of text which are unstructured and will follow different 

formats. 

There are two challenges in trying to share lessons worldwide: 

• The technical difficulty of extracting useful information from blocks of text in various 

documents held by different organisations. 

• The issues around data sharing given concerns such as commercial confidentiality, the 

accidental release of personal information and similar problems. 

This work undertakes trials of simpler text extraction techniques and the outcomes from an industry 

survey to understand the feasibility of information extraction and then sharing. A tool has been 

developed to assist those who wish to attempt such activities with safety in mind. 
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Chapter 1 –  Introduction 

1.1 Introduction to Research 

1.1.1 Background 

Leveson [1] argues that traditional approaches to building safer systems are being stretched by new 

technologies, processes and practices at the same time that the tolerance of accidents amongst 

society is decreasing. This includes increased complexity, whereby subsystems interact with each 

other in highly dynamic and non-linear ways. Another feature is close-coupling, which means that 

the timescale between a failure occurring to harm resulting can be vanishingly small.   

The features of interactive complexity and close coupling exist in relation to process safety. Process 

safety has been defined as [2]: 

“A disciplined framework for managing the integrity of operating systems and processes handling 

hazardous substances by applying good design principles, engineering, and operating practices.” 

Process safety differs from occupational safety - also known as conventional safety - in several ways. 

Process safety is concerned with the prevention of high-consequence, low-frequency events, 

whereas occupational safety is more likely to be associated with higher frequency occurrences, such 

as slips, trips and falls, but which tend to have lower consequence outcomes. Activities within process 

safety, such as risk assessment, are more likely to be more sophisticated and require greater use of 

data than occupational safety applications. 

1.1.2 Problem Statement 

“Water, water everywhere, nor any drop to drink” [3] 

Major accidents with significant consequences continue to occur around the world. The Buncefield 

Explosion and Fires in [4] 2005, whilst a significant time ago, demonstrate the way in which existing 

applications can generate accident sequences which were not foreseen by operators. At the same 

time, within individual operating companies and within individual plants, vast quantities of new data 

are being created and stored each year. 

Within medicine: the “Common Sense Book of Baby & Child Care” by Dr Benjamin Spock advocated 

in 1946 [5] that babies should be placed on their fronts when sleeping to reduce the risk of choking. 

Later clinical studies based on large data rather than expert judgement revealed that the practice of 

placing babies on their back significantly reduced the risk of harm. One approach within process 

safety is simply to apply published guidance and assess hazards and risks from first principles. 

However, does this miss opportunities for deeper insight and ‘actionable intelligence’ which might be 

additional to, or even contrary to, engineering judgement? 
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In addition to the volume of data produced, there are also problems with the nature of such data. In 

particular, given the ready availability of cheap storage, it is easy to store free text data, such as 

inspection and investigation reports rather than just coded information within structured databases. 

The overall challenge addressed by this body of work is how to make best use of the large volumes 

of data produced within individual operating companies for the benefit of the whole process industry. 

There are technical challenges with insight extraction from freetext, including which Natural 

Language Processing (NLP) techniques to use and their cost-benefits. However, there are ‘soft’ 

factors, such as the concerns about data sharing with the attendant risk of reputational damage, 

personal data releases and the general appetite amongst those in industry to take some risks around 

data sharing which may or may not yield value. 

1.2 Research Aim & Objectives 

1.2.1 Research Aim 

The research aim is: 

RA - To develop an applied understanding of the viability of extracting process safety insight from 

freetext documents, including the technical aspects, but also the non-technical, including the 

appetite for sharing data and the sorts of insight that would be usefully extracted. 

1.2.2 Research Objectives 

The research objectives for this body of work are: 

RO1 - Explore a range of NLP and text mining techniques and their benefits and drawbacks. 

RO2 - Determine the risk appetite for data sharing process safety intelligence across process industry 

segments. 

RO3 - Evaluate the success of data sharing initiatives in RAMS which could be used to inform 

process safety and any significant trends over time.  

RO4 - Determine whether external data is helpful when undertaking process safety activities or 

whether published guidance and in-house data is all that is required. 

RO5 - Explore whether in principle, human subject matter experts (SMEs) can extract process safety 

insights from freetext in a way in which there is reasonable consistency between analysts. 

1.3 Research Questions 

The questions set out which align with the above objectives are: 
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RQ1 - How sophisticated do NLP techniques need to be to extract value from free text containing 

process safety insights? 

RQ2 - What is the risk appetite for process safety data sharing across the process industry? 

RQ3 - How successful are data sharing initiatives in RAMS (for application in process safety) and 

how has this changed over time? 

RQ4 - What is the level of demand for external data to inform process safety activities?  

RQ5 - Can human analysts extract process safety insight in a consistent manner from freetext? 

1.4 Research Hypotheses 

The research hypotheses which will be tested as part of this thesis are: 

H1 – Only sophisticated NLP techniques can reliably extract process safety insight from free text. 

H2 – There is a strong risk-appetite to share process safety intelligence across industry, whatever 

the drawbacks. 

H3 – Data sharing initiatives in RAMS are both successful and growing. 

H4 – There is a strong demand for process safety insight beyond that which can be obtained in-

house. 

H5 – Human analysts can consistently codify process safety insights manually, which paves the way 

for automatic techniques to do the same. 
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1.4.1 Summary of Research Framework 

 Research Objective Research Question Hypothesis Related Chapters 

1 Explore a range of NLP 

and text mining 

techniques and their 

benefits and 

drawbacks. 

Q1 – How 

sophisticated do 

NLP techniques 

need to be to extract 

value from free text 

containing process 

safety insights? 

H1 – Only 

sophisticated NLP 

techniques can 

reliably extract 

process safety 

insight from free 

text. 

Chapter 4 – 

Literature Review 

– Text Mining & 

Natural Language 

Processing in 

Engineering 

Applications 

Chapter 8 – Text 

Mining & Natural 

Language 

Processing Trials 

Chapter 9 – 

Discussion and 

Recommendations 

2 Determine the risk 

appetite for data 

sharing process safety 

intelligence across 

process industry 

segments. 

Q2 – What is the risk 

appetite for process 

safety data sharing 

across the process 

industry? 

H2 – There is a 

strong risk-appetite 

to share process 

safety intelligence 

across industry, 

whatever the 

drawbacks. 

Chapter 5 – 

Literature Review 

- Barriers and 

Enablers of Data 

Sharing for 

Process Safety 

Chapter 6 – 

Industry Survey 

Chapter 9 – 

Discussion and 

Recommendations 
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 Research Objective Research Question Hypothesis Related Chapters 

3 Evaluate the success of 

data sharing initiatives 

in RAMS which could 

be used to inform 

process safety and any 

significant trends over 

time. 

Q3 – How 

successful are data 

sharing initiatives in 

RAMS (for 

application in 

process safety) and 

how has this 

changed over time? 

H3 – Data sharing 

initiatives in RAMS 

are both successful 

and growing. 

Chapter 3 – 

Literature Review 

– Data 

Requirements in 

Process Safety 

Chapter 9 – 

Discussion and 

Recommendations 

4 Determine whether 

external data is helpful 

when undertaking 

process safety activities 

or whether published 

guidance and in-house 

data is all that is 

required. 

Q4 – What is the 

level of demand for 

external data to 

inform process 

safety activities?  

H4 – There is a 

strong demand for 

process safety 

insight beyond that 

which can be 

obtained in-house. 

Chapter 3 – 

Literature Review 

– Data 

Requirements in 

Process Safety 

Chapter 6 – 

Industry Survey 

Chapter 9 – 

Discussion and 

Recommendations 

5 Explore whether in 

principle, human SMEs 

can extract process 

safety insights from 

freetext in a way in 

which there is 

reasonable consistency 

between analysts. 

Q5 – Can human 

analysts extract 

process safety 

insight in a 

consistent manner 

from freetext? 

H5 – Human 

analysts can 

consistently codify 

process safety 

insights manually, 

which paves the 

way for automatic 

techniques to do the 

same. 

Chapter 7 – 

Subject Matter 

Expert (SME) 

Trials 

Chapter 9 – 

Discussion and 

Recommendations 

 
Table 1 - Research Framework Summary 
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Chapter 2 –  Research Design 

2.1 Introduction 

Research has been defined in various ways but one definition is [6]: 

“a systematic investigation, including development, testing, and evaluation, designed to develop or 

contribute to generalizable knowledge” 

It is the production of generalisable knowledge which distinguishes research from other operational 

activities such as audits, investigations, and inspections. 

2.2 General Research Approaches 

2.2.1 Traditional Research Philosophies 

Some scholars advocate the splitting of research philosophies into different categories which have 

been applied to differing forms of research. 

Positivism is the philosophy most closely aligned with the scientific method. It takes the view that 

there is an objective ‘truth’ which can be discovered via analysis, whilst acknowledging that no 

analysis technique is likely to reveal all of the associated knowledge. Typical methods used in 

research taking a positivist approach include surveys, experiments and statistical analysis. 

Interpretivism approaches research with the view that reality is subjective and that knowledge is 

dependent upon “beliefs, values and lived experience” [7]. Such research is often carried out via field 

studies and case studies. 

Pragmatism is a flexible approach and is focused upon whatever approaches are likely to work best, 

including drawing on positivist and interpretivist mindsets. The research methods used may be 

combinations of quantitative and qualitative and include mixed methods, use of triangulation to 

compare outcomes from different methods. 

Realism is typically used in the social sciences and like positivism, takes the stance that there is an 

objective reality and that there are structures and mechanisms that shape social phenomena which 

should be examined to build understanding. 

2.2.2 Research Approaches 

Deductive approaches tend to start with a theory of hypothesis, which may come from other 

knowledge. These are then set out in advance of research and then they are empirically tested by 

conducting experiments which provisionally confirm or refute the theory or hypothesis. 
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Inductive reasoning starts with evidence and data and then uses this to review patterns and trends 

and from this to develop theories and conclusions. 

Abductive approaches incorporate features of both deductive and inductive reasoning. A researcher 

encountering puzzling data which does not match with current theories and conclusions may 

postulate different hypotheses which might explain the anomalies. These would then each be tested 

to assess whether they were credible explanations.  

2.2.3 Data Collection Strategies & Methods 

Broadly speaking there are qualitative and quantitative research methods, although different 

approaches may be used during the same piece of research. Some of the key techniques are 

reviewed below [8]: 

Experiments are typically undertaken to assess a problem quantitatively and tend to align closely 

with positivist approaches to research. They are common in the physical sciences. Careful and 

accurate statistical analyses may be required, and experimental design is important to eliminate or 

reduce biases or confounding factors.   

Surveys approach a research challenge from a primarily quantitative perspective, particularly when 

using Likert scales or similar to build a coded dataset from participant responses. However, surveys 

can also incorporate qualitative responses, for example allowing participants to respond to open 

questions with a freetext answer. 

Interviews are typically part of qualitative research, where researchers ask open questions and 

record the responses of interviewees. The results may later be subject to thematic analysis to identify 

trends and patterns across the group. 

Case studies can be either qualitative or quantitative depending on ‘what it is you are investigating 

and how you can acquire knowledge of the case’ [8]. It is argued that the term case study has become 

a catch-all for research not fitting neatly into another category whereas it should be the study of a 

‘functioning specific’, i.e. a system which operates within well-defined boundaries [8]. 

Action research is a highly practical approach to research which involves close collaboration between 

researchers and practitioners along with other stakeholders. It is focused upon overcoming particular 

problems or challenges which exist in a particular context [9]. 

Grounded theory tends towards the qualitative approach but may incorporate quantitative elements. 

It is an inductive technique, and its name comes from the concept of research findings emanating 

from the ‘ground up’, i.e., starting with data and deriving theories from it. 

Ethnography is typically used within social sciences and involves an ‘immersive’ experience for the 

researcher which may include a year or more within the field, such as observing society, cultural 

experiences and so on. 
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2.2.4 Criticisms of Research Philosophy 

Some researchers are critical of the division of philosophies into rigid categories such as positivism, 

interpretivism etc. The conflict between these has been described as the “war of the paradigms” [10]. 

Critics suggest that applied research will often need to draw from different philosophies and that the 

distinctions between them are artificial and what is important is that researchers are aware of the 

potential biases in their research and address these proactively and transparently. In respect of a 

key ‘battle’ between positivist and other paradigms (e.g. interpretivist), the arguments against such 

a rigid distinction with Datta [11] arguing: 

• Both positivist and alternative approaches have been in use for a number of years. 

• There are a considerable (and growing) number of scholars arguing for the use of multiple 

paradigms and methods. 

• Funding agencies support research in both paradigms. 

• Both paradigms have had an influence on various policies. 

• Much has been learned via each paradigm. 

The authors go on to argue that pragmatism is the approach which best takes into account positivist 

and other approaches by allowing researchers to use ‘whatever philosophical and/or methodological 

approach (that) works best for the particular research program under study’. 

2.2.5 Postpositivism 

Whilst pragmatism brings together ‘what works’, there is a new paradigm – postpositivism which 

more formally brings together strengths of the different approaches, particularly when applied to 

sciences. Such an approach involves the following principles [12]: 

Critical realism – it is recognised in accordance with positivism that an objective reality does exist. 

However, there is also an explicit recognition of the fact that human understanding of that reality is 

always affected by the researchers subjective perceptions and interpretations. 

Fallibility – the approach that scientific knowledge is always provisional and subject to revision as 

new evidence emerges which contradicts previous theories and that scientists have fallibilities in the 

way in which they conduct experiments and make observations. 

Refutation and falsifiability – it is recognised that there is value in the ability to test and potentially 

disprove theories through empirical research, recognising that no theory can be conclusively proven 

but can be supported or refuted based on evidence. 

Contextual factors – it is acknowledged that social phenomena are influenced by the context, and 

researchers need to account for these factors when interpreting research findings. And that this 

supports the need for a body of researchers who each criticise each other’s work. 
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Quantitative and qualitative methods - postpositivists utilise both quantitative and qualitative research 

methods, combining the strengths of each approach to enhance overall understanding [8]. 

2.3 Applied Research Approaches 

2.3.1 Research Strategy & Methods 

This body of work is largely supported by a postpositivist approach to research and incorporates both 

qualitative and quantitative methods. It is not rigidly inductive or deductive, since some concepts are 

supported by theory and are tested, and other aspects of the research generate primary data and 

attempt to explain this afterwards. 

2.3.2 Experimental Research Strategy 

The body of work described in this thesis breaks down into four major aspects: 

• Literature reviews (N=3) 

• Industry survey 

• Subject Matter Expert (SME) trials 

• Natural Language Processing (NLP) trials 

The literature reviews were used to better understand the data needs associated with process safety, 

the way in which these needs might be served by NLP techniques and any barriers and enablers to 

data sharing which might undermine otherwise technically sound methods. Accordingly, the literature 

reviews were largely qualitative with an inductive focus since the literature was reviewed and key 

findings synthesised. 

The industry survey was used to extract real-world views from practitioners working in the process 

industries. The survey incorporated quantitative questions with results as Likert scales or selection 

of priorities using forced voting. However, the survey also incorporated qualitative questions, which 

were open in nature and were captured as freetext responses. 

The SME trials used mixed methods, since the first part of this was for the two analysts to work 

separately to codify an example data set without conferring. However, once this was done it is 

arguable that the approach moved to an applied research method, since both analysts were involved 

in the follow up discussions. 

The NLP trials were fully quantitative and involved applying NLP techniques and neural network 

models to real-world data and differing approaches taken with the results monitored in a largely 

deductive manner. 
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Chapter 3 –  Literature Review – Data Requirements in 

Process Safety 

3.1 Overview 

This chapter describes a review of the literature to establish what data is required to undertake many 

of the common activities within process safety, including hazard identification and risk assessment. 

The literature review overview (including associated section numbers) is shown in Figure 1.  

 

Figure 1 – Literature Review Overview – Data Requirements in Process Safety 

A brief review of the key differences between occupational safety and process safety is conducted, 

followed by an examination of tolerability of risk principles. These are principles which underpin 

activities such as risk assessment and provide the driver for what data is required during these 

activities. These key activities are then described and their data needs articulated from published 

literature. This is then compared with the availability and challenges around obtaining the necessary 

data before summarising the overall findings. 

3.2 Occupational Safety and Process Safety 

Occupational Safety is the control of risks associated with routine workplace hazards, such as falls 

from height and workplace transport issues. It often features lower-consequence, higher frequency 

events such as minor injuries. However, it is important to note that Occupational Safety also features 

single fatalities and irreversible ill-health which have a profound effect on individuals. Occupational 

Safety is also known as Conventional Safety in the nuclear sector. 
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Process Safety is typically associated with the prevention and mitigation of higher consequence, 

though lower frequency events. These include fires, explosions and toxic releases and have the 

potential to cause multiple fatalities, both on and offsite, as well as Major Accidents to the 

Environment (MATTEs). Process Safety is the management of Major Accident Hazards (MAH). 

Within the nuclear sector Process Safety is also known as the management of Chemotoxic hazards. 

MAH exist within the onshore process industries such as refining, pharmaceutical manufacture and 

fine chemical production (e.g., agrochemicals). However, they may also exist within ‘conventional’ 

workplaces, for example the bulk storage of Liquified Petroleum Gas (LPG) for process heating in 

manufacturing. Effective management of Process Safety is more dependent upon the detection of 

‘weak signals’ that control may be compromised and MAH feature ‘interactive complexity’ and ‘close 

coupling’ such that systems fail in complex, nonlinear ways and severe consequences can develop 

rapidly with limited time to intervene [13]. Process Safety is highly dependent upon process design 

and safeguards built into the system rather than being more reliant upon ongoing operational control, 

since warning signals that corrective action is required may come too late. 

3.3 Tolerability of Risk 

3.3.1 Introduction 

Within the UK and elsewhere, there is the ‘As Low as is Reasonably Practicable’ (ALARP) principle. 

In the UK this is built into the Health & Safety at Work etc. Act 1974 and applies to both occupational 

safety and major accident hazards. In simple terms, ALARP means that a particular control measure 

must be implemented unless it can be demonstrated that to do so would be ‘grossly disproportionate’ 

in terms of time, cost and inconvenience. This is an objective test and does not take into account the 

financial circumstances of a particular organisation. The ALARP principle implies that some kind of 

assessment of the level of risk and the costs of amelioration is made, although how sophisticated 

this assessment needs to be will vary depending on the circumstances. At some stage a decision 

has to be made as to whether a particular risk can be ‘tolerated’ without additional control measures. 

It is important to note that the ALARP principle is not universally applied outside of the UK and 

alternative approaches include ‘prescriptive’ regulatory regimes, where a detailed list of rules exists 

which simply must be complied with. The challenge of this approach is ensuring that the rules are 

able to control real-world risk and able to change in time to respond to technological change. 

3.3.2 Qualitative Approach 

A description of the UK approach can be found in HSE’s ‘Reducing Risks, Protecting People’, often 

shortened to ‘R2P2’ [14]. One of the principles contained within R2P2 is that relevant ‘good practice’ 

must be applied prior to any specific risk estimates being used to decide further control measures. 

Such good practice will be contained in, for example, HSE and industry guidance and standards. As 

a practical example, it is established practice in the construction industry to provide shuttering along 
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the sides of excavations, it would not be acceptable to undertake a risk assessment and conclude 

on the basis of numerical assessment that this was not required in a particular instance. 

A qualitative approach is therefore based on benchmarking against guidance and standards and 

considering the fundamental question ‘What more could we do?’. Whilst by definition such an 

approach does not require numerical data, such a process can benefit from access to wider 

information, such as worldwide accident rates and causation for the application in question. 

3.3.3 Quantitative Approach 

Quantitative approaches use a spectrum of techniques with varying complexities and therefore data 

requirements. However, they all follow the following basic steps: 

• Estimate the current level of risk, typically the estimated annual frequency of specified harm 

occurring (often a fatality). 

• Compare this estimate with some numeric criteria 

• Decide whether the existing design/operation is acceptable or whether additional control 

measures are required. 

The final step necessitates some risk tolerability criteria. Around the world and across different 

operating companies, there will be considerable variability in the scope and nature of this criteria. 

However, within the UK, R2P2 provides a framework which can be used. This includes the ‘Risk 

Carrot’ which is shown in Figure 2. This is based on ‘individual risk’ which has been defined as [15]:  

“the risk to a single person exposed to a hazard; in other words, an individual in the potential effect 

zone of an incident or set of incidents. The scale of any incident, in terms of the number of people 

impacted by a single event, does not affect individual risk.” 
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Figure 2 - HSE Individual Risk 'Carrot' 
(Adapted from R2P2 [14]) 

The three zones shown are: 

• Unacceptable zone – risks falling within this zone cannot be tolerated under any 

circumstances and further risk reduction measures will be required or the activity avoided 

altogether. R2P2 gives a boundary for this zone as a risk of death of 1E-3 per annum for 

workers and 1E-4 for the public. This boundary is typically based on the individual risk 

experienced in the most dangerous industries, e.g., deep sea fishing. The intent is to not 

allow risk control to deteriorate by creating activities which are more dangerous than the 

current worst sectors. 

• Tolerable if ALARP – this is the zone in to which many existing industrial risks fall. Such 

levels of risk can be tolerated, providing the risks have been reduced ALARP. There is the 

concept of an “ALARP demonstration” which is an articulation by an operator as to how they 

achieve acceptable risk reduction. This may include qualitative information, such as details 

of compliance with standards and guidance and consideration of additional control measures 

with a narrative as to why these have been included or discounted. Some ALARP 

demonstrations may include a cost-benefit analysis where a quantitative assessment of the 

cost of risk reduction measures is balanced against the level of risk reduction. This requires 

the use of a Value for Preventing a Fatality (VPF) which R2P2 set at £1.0 Million in 2001 

prices – approximately £1.8 Million in 2023 [16]. Given the controversy over the use of cost-
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benefit analysis in safety applications, R2P2 cautions that “VPF is not the value that society, 

or the courts, might put on the life of a real person or the compensation appropriate to its 

loss.” [14] 

• Broadly acceptable – risks falling in this zone can normally be accepted without any further 

detailed analysis or justification, although within the UK strictly speaking the law requires 

risks within this zone to be reduced ALARP. The boundary of this zone is set at 1E-6 per 

annum for a fatality and is based upon the frequency of death experienced in society from 

rare events such as a person being struck by lightning. 

Risk tolerability criteria are often based on fatality as described above, however it is also possible to 

develop criteria for other harms, e.g. injury incidents, environmental damage and asset damage. 

It is also possible and, in some cases, necessary to consider other measures of risk. These typically 

include: 

• Scenario Risk – this considers the likelihood of a specific scenario such as a vapour cloud 

explosion (VCE) and the overall impact on the exposed population, not limited to a single 

individual [4]. This is often used as part of an assessment where larger numbers of fatalities 

are expected. However, Scenario Risk does not take into account the other risks which the 

exposed population may encounter as a result of other scenarios at the installation. Other 

work may therefore be required to aggregate these scenarios or take alternative approaches 

such as reducing risk tolerability criteria. 

• Societal Risk – this is typically used on more hazardous and complex sites. It is a way of 

combining the contributions of different scenarios to establish an overall numerical 

understanding of the exposure of a population, linking estimated frequency and number of 

fatalities. This can then be visualised using F-N curves as shown in Figure 3. Such curves 

can then be compared with risk tolerability criteria designed for societal risk and typically 

including criteria which recognise the aversion society has to incidents which create large 

numbers of fatalities. 
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Figure 3 - Example F-N Curve 

As well as the different risk tolerability frameworks, there are also differing methods for firstly 

identifying hazards and then assessing the associated risks. These are considered further in the next 

section. 

3.4 Process Safety Activities 

3.4.1 Hazard Identification 

Process Safety and Occupational Safety have in common that some degree of assessment is 

necessary in order to understand hazards and control risks. However, in the case of Process Safety 

it is more likely that the approach will be more formalised and structured, and uses specific 

techniques which have been developed to augment the judgement of the analysts and published 

good practice. In general, a two-step approach is taken, with Hazard Identification taking place in 

advance of Risk Assessment. However, it is quite possible that each of these two steps will be 

augmented with other technical studies which augment the assessment, such as consequence and 

dispersion modelling. 

There are a range of hazard identification methodologies, and within the process industries these 

are often collectively called ‘Process Hazard Analyses’ (PHAs). Figure 4 shows the different stages 

of an engineering design through to commissioning and some examples of the study types which 

might be used at each stage. 
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Figure 4 – Process Hazard Analysis (PHA) Stages 
(Adapted from MacDonald [17] & Crawley [18]) 

 

In the author’s experience, within the process industries the most common PHA used is the Hazard 

and Operability Study (HAZOP). This uses a combination of guidewords and physical parameters to 

determine deviations, which are departures from design intent, such as ‘High Pressure’ [19]. These 

deviations are then used within a multidisciplinary team workshop to: 

• Identify if there are credible causes of this deviation 

• Describe these causes 

• Identify existing safeguards in the current design 

• Identify consequences 

• Determine whether further safeguards are required 

HAZOPs can also be applied to existing legacy plant which was not originally subject to PHAs or for 

which records have not been maintained. Whilst HAZOP studies are widely used, they are not without 

their critics. Leveson [20] believes that HAZOP has weaknesses in complex systems and cites 

examples where subsystems and components can perform in accordance with their specification 

and yet still result in harm. She cites one particular example whereby a navy pilot fired a ‘dummy 

missile’ at a friendly aircraft fully in accordance with a test procedure. There were no faults within the 

missile launch system, but unfortunately software built into the system would automatically select an 

alternative missile to launch if the route between the selected missile and the target was not optimal. 
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Leveson states that due to the presence of an antenna providing an obstruction, the system 

automatically selected a live missile to deploy against the friendly aircraft. This feature of system 

behaviour was not known to the pilot. The outcome of this incident is not described but Leveson asks 

“what aircraft component failed here?” [21]. Leveson has developed an alternative hazard 

identification method called System-Theoretic Process Analysis (STPA) [22]. Whilst this shares some 

features with HAZOP, it is more concerned with describing system behaviour and challenges rather 

than the physical aspects of the plant alone as would be found on a P&ID drawing. 

Failure Modes and Effects Analysis (FMEA) tends not to be applied at a plant level in the same way 

as a HAZOP study. Instead FMEA can be used to examine component failure in a plant item (e.g., a 

pump). FMEAs are often used by product manufacturers whereas HAZOP is used by an installation 

operating company. However, one area that FMEA and related tools are used in the process 

industries is part of the assessment of safety related control systems installed in line with the IEC 

61511 standard [23]. A basic FMEA does not include probability figures such as failure frequencies, 

however a Failure Modes and Effects Criticality Analysis (FMECA) uses a numerical scale to assess 

the impact of a failure mode. A Failure Modes and Effects Diagnostic Analysis (FMEDA) contains 

failure rate data at a component level which can inform a later assessment of risk and determination 

of requirements such as proof test intervals for safety related control systems. 

Other PHA techniques include the use of checklists and the unstructured ‘What-if’ analysis. These 

tend to be used earlier in a design rather than to assess a detailed design or to retrospectively assess 

a working plant. 

3.4.2 Risk Assessment 

Risk assessment for process safety needs to be proportionate to the likely risk and complexity at a 

particular plant, but in most cases will be more detailed and systematic than a risk assessment 

conducted for occupational safety reasons. 

At the simpler end a risk assessment may comprise a table with the assessor assigning likely 

frequencies to particular parts of the assessment. This may be assisted with tables which aim to 

categorise subjective judgement into standardised bands. For example, prompts such as ‘this has 

happened at our site’, ‘this has happened in our industry sector’, ‘this happens regularly each year 

at our site’ may be used to assign risk categories to each item. Such an approach may also 

incorporate risk tolerability criteria by means of a matrix with outcome (e.g., fatality) on one axis and 

frequency on another. 

Another relatively simple technique is the ‘risk graph’, with an example shown in Figure 5. This shows 

the use of the technique within a standard on safety related control systems for use within the process 

industries [23]. The example shown has been simplified for clarity, with nuanced entries redacted in 

red. The risk graph allows the analyst to select the desired Safety Integrity Level (SIL) by selecting 

consequences, frequency, and other parameters. A higher SIL system will, in simple terms, have a 

low probability of dangerous failures and greater fault tolerance. 
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Figure 5 - Simplified Risk Graph 
(Adapted from IEC 61511-1:2017 [23]) 

Layers of Protection Analysis (LOPA) is a slightly more sophisticated technique but below a full 

Quantitative Risk Assessment (QRA). Sometimes LOPA is referred to as a ‘semi-quantitative’ 

technique. It uses simplifying assumptions such as independence between protection layers and 

negligible contributions to risk from common-cause failures. LOPA studies typically incorporate 

values for the following parameters: 

• Scenario description – this describes an event such as a bulk fuel tank overfill. Each scenario 

will be assessed individually in LOPA, but each scenario can have several initiating events 

associated with it. 

• Initiating event frequency – an initiating event is something which is not necessarily 

hazardous in its own right, but can result in harm if the system cannot recover the situation. 

An example would be an isolation valve stuck open. For each initiating event, a frequency of 

occurrence per annum is established and is used as an input for the rest of the LOPA 

calculations. There are sometimes rules established to prevent too much optimism being 

claimed for initiating event frequencies. For example, the 61511 control systems standard 

places a limit on failures arising from the Basic Process Control System (BPCS) at 1E-5 

failures per hour – i.e. 8.76E-2 failures per annum [23]. Therefore, it is not acceptable 

practice to input a lower frequency than this. 

• Enabling event – this is an activity which must be taking place in order for the initiating event 

to have the potential to escalate. For example, a tank will only overfill when it is being filled, 

not emptied. An enabling event value can be developed for the ‘time at risk’ as a proportion 

of a year. Enabling events are optional and can be omitted if a process is continuous or if 

conservatism is reasonable to include in the assessment. 

• Conditional modifiers – these have colloquially been referred to as ‘good luck factors’. They 

are features which modify the level of risk but are not directly engineered into the system. 
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They include ignition probability following a release and occupancy – i.e., the likelihood that 

a person is in a dangerous location when an event occurs. 

• Prevention barrier probability of failure on demand – a prevention barrier is one which halts 

the progress of a process upset before harm occurs. An example would be a high-level trip 

which cuts off a pump and closes tank inlet valves if an overfill is about to occur. In order to 

claim credit for a prevention barrier in LOPA, it must be suitably independent from other 

barriers and systems. The probability of a dangerous failure on demand must also be 

supported by evidence to prevent over-optimistic credit being taken in relation to risk 

reduction. 

• Mitigation barrier probability of failure on demand – a mitigation barrier does not prevent the 

process upset from developing, but it limits the consequences. Some mitigation barriers are 

so effective at limiting consequences that it is difficult to fully distinguish them from a 

prevention barrier. An example of a mitigation barrier would be a bursting disc on a chemical 

reactor to mitigate a runaway reaction with overpressure. If such a measure is routed to a 

safe place (e.g. catchpot) then it can be as effective at preventing harm to people as a 

prevention barrier. 

LOPA studies can be ‘full’ studies as outlined above, or what is termed ‘order of magnitude LOPA’ 

where approximate estimates for the relevant parameters are used instead. LOPA became a popular 

technique following the Buncefield fuel storage explosion in the UK and was used by the tank storage 

industry to assess their tank overfill protective systems and determine whether safety instrumented 

systems were required to be retrofitted and what SIL level was appropriate. 

Quantitative Risk Assessment (QRA) is at the top end of risk assessment and is either used in 

situations where high levels of risk or consequence are expected, or where accuracy is needed to 

avoid undue optimism or conservatism in the analysis. It is also used where independence between 

protection barriers cannot be assured or where common-cause failures are significant. Although QRA 

refers to a sophisticated level of analysis, it would be more accurate to think of QRA encompassing 

a spectrum as some QRAs will be simpler than others. QRA incorporates consequence and 

frequency assessment [24], with the latter often being developed through the use of techniques such 

as Event Tree and Fault Tree analysis. These in turn may be informed by further studies such as 

human reliability analysis and common-cause analysis. Similarly, the consequence modelling used 

to determine likely outcomes is likely to be involved whether based on flammable, explosive or toxic 

hazards. 

3.4.3 Benchmarking Activities 

The COMAH Regulations [25] are the UK implementation of the Seveso III Directive which places 

duties upon European Union member states in respect of onshore major accident hazards. These 

regulations are still in force within UK legislation as of 2023. They require all operators to prepare a 

Major Accident Prevention Policy (MAPP). The MAPP must be implemented by a Safety 

Management System (SMS). This in turn is required to include: 
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“a review of past accidents and incidents with the same substances and processes used, 

consideration of lessons learned from these, and explicit reference to specific measures taken to 

prevent such accidents” 

The guidance associated with this [26] further explains that: 

“You are required to provide information on past accidents and incidents with consideration to what 

is relevant and practical. This should include lessons learned from others’ experience in Great 

Britain and beyond, where they are relevant to a process or substance on site and its major 

accident hazard. The European Commission Major Accident Reporting System (eMARS) is 

designed to allow the exchange of lessons learned from incidents involving dangerous substances 

from Europe and beyond and its database may contain relevant examples.” 

The challenge with fulfilling this duty can be seen from the number of entries in the eMARS database 

for each year [27] as shown in Table 2. 

Year Database Records 

2023 1 

2022 5 

2021 12 

2020 23 

2019 26 

 

Table 2 - eMARS Entries by Year 

As well as general benchmarking, operators of major hazard sites have also been encouraged to 

develop Process Safety Performance Indicators (PSPIs) following the publication of HSE guidance 

on the topic in 2006 [28]. These are a range of leading and lagging indicators which align with process 

safety effectiveness. Leading indicators have traditionally been underused, these are metrics which 

warn of risk control problems prior to harm or ‘near misses’ occurring. Fanelli [29] provides a worked 

example for a fuel storage site. Some of the indicators selected are: 

• Lagging Indicators (Tier 3 PSPIs) 

o Number of errors in executing operational procedures 

o Number of failures of process control system 

o Number of demands on safety systems 

o Number of physical damage incidents 

• Leading Indicators (Tier 4 PSPIs) 

o Number of preventative maintenance tasks on safety systems completed on time 
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o Number of personnel meeting the facility assessed safety competency criteria 

o Average overtime 

o Number of proof tests of safety systems 

Although there are many proponents of the use of PSPI, there are also criticisms. Swuste et al [30] 

conducted a comprehensive literature review on the topic concluding that ‘...it is clear that the ‘silver 

bullet’ has not yet been identified’. Other work by Knegtering et al [31] identified the following 

concerns: 

• Consequence paths are more complex than envisioned on paper. 

• Control measures work well in normal operation to address process upsets but may not work 

as effectively during startup, shutdown and maintenance activities. 

• Describing all activities in a plant is not feasible 

• Safety culture and the quality of the safety management system (SMS) will influence the risk 

level in a ‘rather diffusive way’ 

• A system can fail due to component interactions not envisioned by the designer. 

Overall, although the authors largely advocate the use of PSPIs the theme running throughout the 

paper is that it is challenging to develop a suite of PSPIs which accurately reflect the changing risk 

picture at an installation and which doesn’t provide false confidence that all is well. 

3.4.4 Incident Investigation 

Within the UK, COMAH requires that a MAPP is implemented by an SMS. Within Schedule 2 of the 

regulations the requirements for an SMS include the need to [32]: 

“…cover the operator’s system for reporting major accidents or ‘near misses’, particularly those 

involving failure of protective measures, and their investigation and follow-up on the basis of 

lessons learned…” 

A prudent operator would seek to investigate a range of adverse circumstances, whether or not they 

could be considered a ‘near miss’. The detail examined during an internal investigation will vary 

dependent upon the circumstances. However, it is clear that root causes need to extracted, rather 

than immediate causation. This is important because it makes the lessons learned more likely to 

prevent other adverse situations developing and escalating, even if they were different from the 

circumstances of the original investigation. HSE publish their investigation guidance HSG245 [33] 

which details good practice in relation to general investigations, not explicitly focused on process 

safety but setting out a useful framework for many types of investigation. 
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3.5 Data Needs in Process Safety Activities 

3.5.1 Hazard Identification 

 A HAZOP study requires an experienced chair and access to sufficient technical information and 

data, which is likely to include: 

• Piping and instrumentation drawings (P&IDs) 

• Draft Operating Procedures 

• The safe ‘operating envelope’, for example what maximum pressure vessels and pipework 

can withstand. 

These are all pieces of information relevant to the plant in question, however, IChemE guidance on 

best practice in HAZOP states [19]:  

“Knowledge of previous incidents on the plant or process being studied is important. A search 

should be made of appropriate accident databases to identify historic incidents relating to the type 

of process and to any specialized equipment being used. These may be corporate or international 

databases” 

The published BS EN 61882:2016 [34] outlines data needs which also highlights the need for 

‘historical experience with similar systems’ in the same way as the IChemE guidance. This infers that 

qualitative data about previous incidents is helpful in conducting the study. Most HAZOP studies 

themselves do not contain quantitative data, since they are about identifying hazards rather than 

assessing risk. However HAZOPs are often used with a separate risk assessment being conducted 

afterwards and some authors [35] advocate that risk prioritisation is integrated within the HAZOP 

study itself. Indeed, in their small research study, they found that separate groups of engineers would 

closely agree on consequence and frequency assessment. They further found that detailed risk 

analysis undertaken on the same plant would yield very similar result to that obtained from 

engineering judgement alone. They also highlight one of the challenges of HAZOP, being that 

additional safeguards identified in the study can become a ‘hostage to fortune’ should they not be 

implemented in practice, whereas a more objective approach based on group scoring can better 

assist decision making. It is implied that this results in additional safeguards being selected which 

will have most impact on actual risk reduction. 

A key issue in HAZOP is the credibility of causes and consequences and then therefore whether 

further safeguards are justified. In the conventional approach consideration is given to additional 

safeguards prior to undertaking any associated risk assessment. In practice, many of these will be 

worded as ‘considerations’ for later study outside of the HAZOP meeting itself. However, it would be 

helpful if data could exist which could augment early decision making, for example, deciding if a 

cause such as a tanker driver selecting the wrong tank for product filling is credible. In these 
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circumstances either qualitative or quantitative data may well assist the HAZOP team. Some 

examples of such data might include: 

• Unexpected incident progression sequences, for example materials incompatibility which is 

not widely known about in that industry sector. 

• Human factors issues which undermine the risk reduction claims of a step undertaken by an 

operator, for example the problems associated with ‘cross checking’ a colleagues work 

objectively and diligently. 

• Human factors issues which undermine the quality of operator response to process upsets 

and the risks associated with taking remedial action. 

• Unusual failure modes for equipment items, for example the high-level trip at Buncefield was 

inadvertently defeated due to the unusual design requiring a padlock to be fitted in order to 

operate normally. 

• Information which provides frequency information about failures which may be over or 

underestimated by engineering judgement. 

• Unexpected process plant behaviour, for example that stopping a centrifugal pump may 

permit product transfer to continue due to syphonic action unless an isolation valve is present 

and effective. 

• Information which undermines common misconceptions in the industry – for example that 

during utility failure (power, nitrogen, cooling water), “everything fails safe”. 

• Details of the time available to recover process upsets, such as the time taken for a particular 

reaction to ‘runaway’ once temperature control is lost. 

• Which loss events are most common or most catastrophic in that particular industry 

sector/segment. 

• Unusual safeguards and their effectiveness (e.g., reaction inhibition injection systems). 

• Whether assumptions about factors such as occupancy and ignition probability are 

reasonable.  

Some practical examples of scenarios which may not have been established in a HAZOP without 

external process safety data based on the author’s experience are shown in Table 3. 
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Application Expectation Actual Outcome 

Trace heating failed 

on a line containing 

concentrated caustic 

soda, leading to the 

product transfer not 

being effective. 

The situation 

would ‘fail safe’, 

repairs could be 

undertaken and 

product transfer 

resumed. 

Operators constructed a bypass 

arrangement to allow product 

transfer to continue. This was 

achieved using flexible hoses 

which weren’t suitable for caustic 

duty and were routed outside of 

the bund. The hoses failed and 

tonne quantities of caustic soda 

were lost to the site drainage 

system before the failure was 

detected. 

Loss of tonne 

quantities of 

automotive petrol at 

the road tanker 

loading racks 

Evacuation would 

immediately occur 

and ignition 

sources would be 

minimised.  

Not only did the original personnel 

remain in place but more people 

arrived and stood around the edge 

of the pool of flashing liquid 

attempting to resolve the issue. 

Vehicles which were ignition 

sources continued to travel through 

the loading racks and a fork lift truck 

was brought in. The location was 

only evacuated following the 

intervention of a manager over an 

hour after the incident started. 

The site tannoy 

system was a key 

part of managing any 

emergency at site. 

The site tannoy 

system would be 

available at all 

times 

The system was supplied by the 

site’s normal electricity supply and 

was not backed up by an 

uninterruptible power supply (UPS). 

It would fail in the event of loss of 

external power or any electrical fire 

between the substation and the 

tannoy system itself as well as any 

process fire impinging onto key 

electrical systems. 

 

Table 3 - Examples of Potential HAZOP Assumptions Which Could be Made 
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Whilst the focus here has been on HAZOP given its popularity in the process industries, it is likely 

that other PHA techniques (e.g. FMEA) would have similar external data needs in order to be most 

effective. It is also the case that other new combinations of techniques have been developed, for 

example the blended HAZID comprising a combination of FMEA at a component level with HAZOP 

at a functional level [36]. 

3.5.2 Risk Assessment 

Since risk assessment is the ultimate part of decision making, particularly for new designs, it could 

be expected that it would have a greater demand for data in order to carry it out successfully. Even 

a fully qualitative risk assessment will need to have access to published guidance, standards and 

ideally insight from other incidents and risk control failures elsewhere. 

Following the Buncefield explosion and fires, the report developed by the Process Safety Leadership 

Group (PSLG) [4] stated: 

“For each risk assessment…dutyholders should be able to justify each claim, and data used in the 

risk assessment, and ensure that appropriate management systems and procedures are 

implemented to support those claims. For COMAH top-tier sites this will form part of the 

demonstration required within the safety report. Of particular importance is the reliability and 

diversity of the independent layers of protection. To avoid common mode failures extreme care 

should be taken when claiming high reliability and diversity, particularly for multiple human 

interventions.” 

Risk assessment methods which incorporate some degree of numerical assessment will, by nature 

require some degree of numerical input, even if this is frequencies and probabilities as approximate 

order-of-magnitude estimates. Risk graph methods will require enough information in order to 

estimate consequence and frequency together with any other variables in the method being used, 

such as the likelihood of avoidance. 

Turning to LOPA studies, Chambers et al  [37] highlighted the common pitfalls involved in LOPA 

studies. Chambers also developed the HSE training course on LOPA to which this author has access.  

Figure 6 shows the possible data source hierarchy advocated, albeit with caveats since it is not 

intended as a rigid construct: 
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Figure 6 - LOPA Data Hierarchy 
(Adapted from HSE Training Course developed by Colin Chambers) 

 

The hierarchy shown is intended to address some of the common problems in LOPA which can result 

in unrealistic assessment of risk. These include: 

• Using reliability data for components or systems which are substantially different to those 

being studied. 

• Using data obtained from different duty conditions (e.g. temperature, pressure, corrosive 

environment etc.). 

• Using reliability predictions instead of site-specific data – it should be noted that there is not 

a problem with using such predictions cautiously and where site specific data is unavailable. 

Andrews and Moss [38] also make the counter argument that population sizes for important 

items are often too small to make good use of the data for an accurate failure rate. 

• Using unrealistic estimates for conditional modifiers such as occupancy levels or ignition 

probabilities. 

• Not properly accounting for valid human performance in real-world applications. For 

example, using the Human Error Assessment and Reduction Technique (HEART) method 

by selecting a generic human failure rate without then applying error producing conditions 

which tend to increase risk (e.g. task complexity, fatigue)  
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The authors advocate comparing different data from different sources prior to deciding on a particular 

value for the assessment. 

Turning to Quantitative Risk Assessment (QRA), the CCPS guidelines provide a useful flowchart to 

describe the approach to obtaining and analysing data as part of a QRA. This is shown in Figure 7. 

 

 

Figure 7 - QRA Data Approach 
(CCPS QRA Guidelines [24]) 

The approach advocated by CCPS recognises historical incident data is preferable, in line with the 

view of Chambers outlined previously. However, it needs validation and there is an alternative 

approach (shown in a dashed line), e.g. using fault trees based on generic component data. This is 

acceptable if it is not feasible to obtain site data. 
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Using the content within the CCPS LOPA guidance [39], Table 4 has been constructed. This starts 

with the category of data which is extracted from the CCPS guidance, but is then broken down into 

sub categories. The value of that particular data item is then articulated, an example given and then 

coded as to whether this is a qualitative or quantitative need. Whilst this emanates from LOPA, it is 

equally applicable to other forms of risk assessment, including QRA.  

Category of data Value of data Examples Quantitative / 

Qualitative Need 

Initiating event - type For a given scenario, 

the analysts may not 

have identified a full 

range of initiating 

events which will tend 

to lead to the scenario 

risk being 

underestimated. 

‘Tank line up error’ as 

a cause of overfill 

incident (i.e. wrong 

tank selected, correct 

volume delivered to 

wrong tank) 

Qualitative 

Initiating event -

frequency 

Realistic assessment 

of frequency to 

enable more accurate 

estimate of risk 

‘Basic process control 

system at site ABC1 

had historical failure 

frequency of 1E-1 per 

annum’ 

Quantitative 

Scenario – inclusion Ensure all scenarios 

are considered to 

avoid underestimation 

of risk 

‘Filling with 

incompatible 

materials’ in addition 

to the identified ‘tank 

overfill’ 

Qualitative 

Conditional modifier – 

inclusion 

Whether to include a 

conditional modifier 

as a valid mitigation 

of risk to enable more 

accurate estimate of 

risk  

‘Zero occupancy in a 

tank overfill is not 

credible given 

emergency response’ 

Qualitative 
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Category of data Value of data Examples Quantitative / 

Qualitative Need 

Conditional modifier – 

numeric value 

An accurate value for 

conditional modifiers 

will prevent both 

overconservatism and 

overoptimism in the 

risk estimate 

‘Probability of ignition 

in these 

circumstances can be 

assumed to be in the 

region of 90% given 

the amount of 

inventory likely to be 

released’ 

Quantitative 

Prevention Barrier 

applicability 

Prevent credit being 

taken for barriers for 

each initiating event 

which will not in 

reality perform to 

prevent escalation 

‘Failure of cooling 

water with 

temperature trip will 

not operate quickly 

enough on the XYZ 

process to prevent a 

runaway’ 

Qualitative 

Prevention Barrier – 

Independence 

Prevent common 

cause failures 

‘Incident experience 

reminds us that 

sharing a sensor 

between the BPCS 

and a safety function 

makes the function 

dependent and does 

not meet good 

practice’ 

Qualitative 

Prevention Barrier – 

probability of failure on 

demand 

Inform accurate 

assessment of risk 

‘Safety Instrumented 

Function comprising 

of XYZ combination of 

sensor, logic solver 

and actuator for the 

high temperature trip 

has a probability of 

failure on demand of 

1.5E-3’ 

Quantitative 



 

53 

 

Category of data Value of data Examples Quantitative / 

Qualitative Need 

Mitigation Barrier – 

Independence 

Prevent common 

cause failures and 

optimistic views of the 

survivability of 

barriers 

‘The overpressure 

delivered during the 

XYZ process 

explosion was severe 

enough to fail the 

structural integrity of 

the bund such that 

following the 

explosion, tonne 

quantities of highly 

flammable liquid was 

released which 

resulted in a second 

later, delayed 

explosion’ 

Qualitative 

Mitigation Barrier – 

probability of failure 

on demand 

Determine the 

likelihood of the 

mitigation layer 

actually contributing 

to risk reduction. This 

may include 

assessment of the 

availability of the 

barrier since many 

mitigation measures 

need to be in active 

standby to function 

correctly 

‘Testing of fire pumps 

at many sites reveals 

they typically have an 

availability figure of 

85%’ 

Quantitative 
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Category of data Value of data Examples Quantitative / 

Qualitative Need 

Mitigation Barrier – 

risks following 

operation 

Give due 

consideration to risks 

introduced event 

when a mitigation 

barrier has operated 

as intended 

‘After the bursting disc 

has operated to the 

catchpot on XYZ type 

processes, several 

operators have been 

exposed to toxic 

hazards digging out 

the vessels’ 

Qualitative 

Enabling events – 

inclusion 

Validate whether an 

enabling event is in 

fact necessary in 

order for an incident 

to progress 

‘Given the constant 

filling of tanks via a 

manifold it was 

revealed that the 

initiating event for 

‘tank line up error’ 

should not be 

associated with filling 

activities at a single 

tank since such an 

error could result in 

an overfill of any tank 

at any time’ 

Qualitative 

Enabling events – 

time at risk 

Apparently infrequent 

events can artificially 

suppress risk 

estimates if they 

happen more 

frequently in reality. 

‘The batch reactors on 

the ABC process were 

estimated to be 

running approximately 

25% of the time, in 

reality this was 75% 

time at risk to to 

increased worldwide 

demand for the XYZ 

product’ 

Quantitative 
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Category of data Value of data Examples Quantitative / 

Qualitative Need 

Effectiveness of 

operator response to 

alarms 

Take account of 

vulnerabilities of an 

installation to timely 

operator response to 

alarms when a trip 

which automatically  

‘Operators on the 

XYZ plant were 

unable to respond to 

the process alarm 

because they were 

responding to a 

second alarm on an 

adjacent plant’ 

Qualitative 

Duty conditions Assess whether 

specific duty 

conditions might 

change estimates of 

failure frequency 

based on dissimilar 

conditions 

‘We used failure data 

from a 20 bar low 

temperature 

application but were 

concerned it might not 

apply to the 100 bar 

high temperature 

plant, particularly 

given the materials 

used might be prone 

to stress corrosion 

cracking’ 

Qualitative 

‘Sense checking’ 

numeric values 

Given the 

uncertainties involved 

in many numeric data 

sources and their 

applicability to a 

specific plant, 

qualitative data may 

provide a useful 

check even in the 

absence of population 

data.  

“We selected an 

annual failure rate of 

1E-6 for isolation 

valves based on ball 

valve technology, yet 

we can see from the 

incident database that 

at a similar plant they 

have 3-4 isolation 

valve failures per 

year, though it’s not 

possible to determine 

how many are on the 

installation.’ 

Qualitative 

 

Table 4 - Specific Data Needs in Risk Assessment for Process Safety 
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It is clear that risk assessment activities are perhaps the most onerous in terms of data requirements, 

however it is also clear from the table above that there is value in qualitative data as well as 

quantitative. 

3.5.3 Benchmarking Activities 

Many process industry operators aspire to benchmark against others, with some using a formal 

structure such as API 754 [40]. In the UK, members of the Tank Storage Association (TSA) contribute 

to an annual report which is based upon API 754 [41]. Although the report contains occupational 

safety metrics, it is unusual in publishing overall industry performance in relation to process safety, 

both in terms of loss events, but also precursors. For example, the following three Tier 3 statistics – 

leading indicators – are presented: 

• Fill above normal level 

• High level trip actuation 

• SIS failure under test 

Whilst it is generally advocated in process safety leadership guidance [42] to conduct benchmarking 

exercises against other companies, there appears relatively little in the literature to describe the data 

requirements for a successful benchmarking exercise, with the exception of the TSA work previously 

described and also the work of Hought [43], who stated in 2011 that the first of a kind benchmarking 

exercise had been conducted within the UK and this involved: 

• 12 major hazard sites subject to the COMAH regime 

• 206 unspecified data points being collected from each site 

• 2500 total data points on which the overall assessment was based 

The use of this data did reveal interesting findings which included: 

• Good across the piece compliance with pressure systems and safety instrumented systems, 

which the author attributes to clear standards existing 

• Poor general performance in the lower risk process units 

• Poor control of maintenance spares for critical systems 

The description of the work unfortunately didn’t highlight any key differences between installations 

which might have articulated the value added by using such a large amount of cross-cutting data. 

Given that the only systematic, data-driven approach commonly in use for benchmarking in the UK 

is API 754, the key metrics obtained by following the methodology advocated is shown in Table 5. 
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Metric Definition Data Included 

Tier 1 

Process Safety 

Event 

Loss of primary containment 

incidents of greater 

consequence 

• Consequences – people, 

assets, evacuation, lost time 

• Quantity released 

• Total working time for 

staff/contractors 

• Type of process 

• Date/time of event 

• Mode of operation (e.g. 

startup shutdown) 

• Point of release 

• Material hazard (e.g. toxic) 

• Freetext description 

• Causal factors (e.g. 

equipment reliability) 

Tier 2 

Process Safety 

Event 

Loss of primary containment 

incidents of lesser 

consequence  

Tier 3 Challenges to safety systems • Number of failures 

• Number of tests conducted 

Tier 4 Operating discipline and 

management 

• % of activity carried out 

within specification (e.g., % 

of process safety training 

sessions undertaken) 

 

Table 5 - API 754 Metrics 
(Summarised from API 754 [40]) 

There is a contradiction in that API 754 explicitly states “Tier 3 indicators are too facility-specific for 

benchmarking or developing industry applicable criteria. They are intended for internal company use 

and can be used for local (facility) public reporting.” [40]. However, in the case of TSA, their members 

have agreed on the use of a limited and standardised set of three Tier 3 events which are highly 

relevant to their sector. 

There is therefore considerable ambiguity around good practice in relation to data needs for 

benchmarking activities which suggests it would be a fruitful area for further research. 

3.5.4 Incident Investigation 

A heavy focus on data within incident investigation tends to be the data surrounding the incident in 

question, whereas the focus of this section is on wider process safety insights which can be useful 

to draw on during process safety activities. Even proponents of data-centric safety [44] direct their 
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principal attention towards the compilation and use of data relating to the incident being investigated. 

The CCPS guidance on investigating process safety incidents [45] argues powerfully about the need 

to share lessons from investigations and use lessons learned proactively. However there appears to 

be a gap in the literature which addresses the value of data during the investigation process. In the 

author’s experience, many internal incident investigations are performed to a poor standard, although 

of course some are excellent. A recurring theme in practice is that the investigator does not 

benchmark expectations against published good practice and other useful insight which may exist in 

other data. Three specific areas seem to be neglected: 

• Applying the value extracted from data to designing the investigation process, including 

investigative interviewing. 

• Comparing work-as-done with relevant good practice. 

• Comparing incident development with other incident progressions at other locations to identify 

similarities and differences. 

Heuvel et al [46] do highlight the importance of using data to highlight investigation weaknesses, 

although this is in the context of developing a trending programme, which is likely to be organisation 

specific. However, this does support the use of external data to compare against investigation 

outcomes. If it can be determined that root causes identified by internal investigations at one site are 

radically different to that at other sites then it can highlight a significant problem. 

3.5.5 Summary 

Qualitative data is useful for all process safety activities, providing process safety professionals with 

insight beyond the limits of their own experience. Quantitative data is essential in all but the simplest 

process plant applications and is particularly needed for risk assessment activities. The data needs 

for activities and specific techniques are shown in Table 6. 

Activity Qualitative 

Data Needs 

Quantitative 

Data Needs 

Comments 

Benchmarking 

activities 

Yes Yes It seems virtually impossible to objectively 

benchmark without data, unless a solely 

qualitative compliance style audit is carried 

out at each site to the same specification 

Hazard 

Identification 

(PHAs) 

Yes No Some HAZOP studies incorporate scoring 

techniques which might require quantitative 

data 

Risk Graph Yes No A risk graph may need data if it is not based 

solely on human judgement to assign 

categories 
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Activity Qualitative 

Data Needs 

Quantitative 

Data Needs 

Comments 

FMEA/FMECA / 

FMEDA Studies 

Yes No Basic FMEA does not require quantitative 

data, FMEDA will certainly require data and 

FMECA may do 

LOPA Studies Yes Yes Order of magnitude LOPA might use 

judgement if used for screening purposes but 

most LOPA studies will require quantitative 

data 

Quantitative 

Risk 

Assessment 

Yes Yes All QRAs will need copious amounts of 

quantitative data 

Incident 

Investigation 

Yes No Comparison of failure rates and harm with 

other sites/sectors may be helpful using 

quantitative data 

 

Table 6 - Summary of Data Needs 

3.6 Data Sources 

3.6.1 RAMS Overview 

In Engineering Judgement and Risk, Parkin [47] argues that “Many judgements are the result of 

reasoning that is persuasive but unsound” and goes on to identify five reasons that reasoning fails. 

Three of these five surround missing, irrelevant or defective data. It follows therefore that in many 

engineering applications, including safety, judgements may well be unsound if data is hard to come 

by.    

Datasets have been created which address all or some of the topic of Reliability, Availability, 

Maintainability and Safety (RAMS). Before examining these datasets together with their strengths 

and weaknesses, it is appropriate to consider the difference between these concepts and their 

similarities. Formal definitions from standards are provided below: 

• Reliability – “The probability that an item can perform a required function under given 

conditions for a given time interval” [48] 

• Availability – “The ability of an item to be in a state to perform a required function under 

given conditions at a given instant of time or over a given time interval, assuming that the 

required external resources are provided.” [48] 
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• Maintainability – “The ability of an item under given conditions of use, to be retained in, or 

restored to, a state in which it can perform a required function, when maintenance is 

performed under given conditions and using stated procedures and resources.” [48] 

• Safety – “Freedom from risk which is not tolerable.” [23] 

These concepts are closely linked but with key distinctions, although the term dependability is cited 

by O’Connor [49] as encompassing reliability, maintainability and safety. The IEC 60300 standard 

[50] which addresses dependability states that it covers a broad number of topics including all of the 

following, excluding survivability which was added by the author to refer to a term commonly used in 

the offshore sector to refer to emergency equipment: 

• Reliability 

• Availability 

• Maintainability 

• Safety 

• Security  

• Recoverability 

• Maintenance support performance 

• Durability 

• Survivability 

Distinctions conventionally made have included, for example, it being possible to have a highly 

unreliable but safe system if the system fails into a safe state regularly. On the other hand, a system 

which fails regularly is more likely to lead to adverse outcomes such as the system being defeated 

or overridden. Reliability and availability of a safety device which cannot fail into a safe state such as 

a fire pump is very important. It is important to consider RAMS holistically to obtain the best overall 

benefit from systems. In some situations, the relationship between ‘safe’ and ‘dangerous’ failures is 

explicitly stated. For example, in safety related control systems design, the concept of the ‘Safe 

Failure Fraction’ (SFF) is developed, which is defined as: 

𝑆𝐹𝐹 =


𝑆𝐷+
𝑆𝑈+

𝐷𝐷


𝑆𝐷+ 𝑆𝑈+

𝐷𝐷+
𝐷𝑈         [1] 

 

Where the numerator contains all safe failures (whether detected or not) plus dangerous failures 

which are detected and the denominator includes all failures whether safe, dangerous, detected or 

undetected. 

3.6.2 RAMS Plant Population Data 

Collecting RAMS data is challenging in terms of obtaining details of plant items which have failed, 

become unavailable or cannot be maintained within the expected time frames. However, it is yet 



 

61 

 

more challenging to obtain population data – e.g., the fleet of plant items which exist which may be 

in a healthy state. This can be challenging at a single installation, given the amount of plant items, 

particularly on legacy plants which may have paper records rather than a maintenance management 

system. It is also the author’s experience that even at sites using professional maintenance 

management software, the full functionality is not always used, for example using the system to log 

faults and generate work orders but without a comprehensive asset register of installed plant. 

Not all RAMS data needs associated population data in order to be useful. Insight into chains of 

causation for incidents and failures can be useful in their own right. It is also possible gain insights 

into relative risks without knowledge of absolute risk. 

3.6.3 Human Reliability Data Sources 

Many risk assessments will need to address human performance as well as plant hardware failures. 

Even in the most continuous and automated process plant, there will be frequent activities which 

depend on human operators for safety, e.g., road tanker filling, maintenance interventions, recovery 

after process upsets and so on. Two methodologies used frequently in human performance 

estimation are HEART and THERP. The HEART method [51] publications include data tables from 

which a specific estimate can be made from selecting failure rates for a type of task and modifying 

these by ‘Error Producing Conditions’ which account for things such as task familiarity. 

Kirwan [52] identifies ten key steps to undertaking a human reliability assessment in general. These 

are: 

• Problem scoping 

• Task analysis 

• Error identification 

• Representation 

• Dependence analysis 

• Screening 

• Quantification 

• Evaluation 

• Error reduction 

• Documentation 

3.6.4 Reliability Focused RAMS Sources 

This section considers examples of RAMS data sources with a principal focus upon reliability, 

although some sources address other aspects too. In the following sections the focus is upon process 

engineering applications, though other examples of datasets outside of this immediate field which 

may be relevant are included. 
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• The Reliability Data Handbook 

This publication by Moss [53] is not a database but a publication last updated in 2004 and 

contains data on mechanical component reliability. In spite of its age it still remains used and 

cited in academic papers such as that by Cadwallader [54]. 

 

• Process Equipment Reliability Database (PERD) 

PERD was a database developed by the Center for Chemical Process Safety (CCPS) [55] and 

its methods are stated to be compatible with the ISO 14224 standard. The database originated 

from work undertaken starting in 1998. However, the PERD database software has now been 

discontinued by CCPS and is now run by an independent consultancy. It is unclear as to whether 

any new data has been added to the PERD system since 2017. 

 

• Offshore and Onshore Reliability Data (OREDA) 

The OREDA database was established in 1981 by what is now the Petroleum Safety Authority 

of Norway [56]. Project management has been provided by two research/consultancy 

organisations: DNV-GL and SINTEF. 

The database is created and maintained via a commercial model which charges users to access 

either hardcopy data via a large handbook or online access. The database categorises those 

failures reported into three categories: 

• Critical Failure: one which causes immediate and complete loss of a system’s capability of 

providing its output. 

• Degraded Failure: where the item’s specification is not being met but is associated with 

gradual and partial degradation but which could later progress to a critical failure. 

• Incipient Failure: a failure where specification is being met but which could later progress to 

a degraded or critical failure. 

The database contains data from 278 installations, 17,000 equipment units with 39,000 failure 

and 73,000, maintenance records. The databank also includes subsea fields with over 2000 

years combined operating experience. The database is available electronically but the data 

handbook was last published in 2015. The OREDA project inspired the ISO 14224 standard [57] 

for the collection of reliability data in the petrochemical industry. Although OREDA was created 

with reliability in mind, it does incorporate data which is useful in a safety context, for example 

the reliability of components (e.g., valves) contributing to safe operation. It also incorporates 

explicit data on the failure of safety critical systems, for example: 

• Fire and gas detection 

• Fire deluge systems 

• Emergency shut-down valves (subsea) 

• Uninterruptible power supplies 
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In the author’s experience, OREDA is used extensively as a source of data for the input to 

process safety activities both on and offshore. However, it requires substantial input from 

participants for its continued success and it is perhaps indicative of the challenges of this that 

Shell – a major participant – withdrew from the programme sometime prior to November 2018. 

3.6.5 Availability & Maintainability Focused RAMS Sources 

In The Reliability of Mechanical Systems, Davidson [58] argues that availability issues focus on three 

main factors: 

• Increasing time to failure 

• Decreasing downtime due to repairs or scheduled maintenance 

• Accomplishing the above two items in a cost-effective manner. 

It is important to note that maintainability is not simply an operations matter, with Thompson 

advocating the improvement of maintainability (as well as reliability) at the design stage [59]. Moubray 

[60] also makes the interesting observation that two of the three worst industrial accidents arose from 

preventative maintenance activities – Bhopal and Piper Alpha. He advocates Reliability Centred 

Maintenance as a way of reducing unnecessary interventions. Some examples of availability and 

maintainability databases are reviewed below. 

• Wind Energy Benchmarking Service (WEBS) 

WEBS is an online database created by the Offshore Renewable Energy Catapult [61]. It 

exclusively covers the offshore wind sector and is primarily an availability database which allows 

different operators to compare performance. It incorporates recording and monitoring of the 

following types of data [62]: 

o Capacity factor 

o Production based availability - system 

o Downtime (with cause) 

o Number of major system repairs per installed MW 

The system also allows a focus on particular large system components, for example: 

o Rotor system 

o Drive train system 

o Yaw system 

o Central lubrication system 

Importantly, the system does not address reliability at a component level and does not include 

safety related information for failures.  

 

• National Fault and Interruption Reporting Scheme (NaFIRS) 

NaFIRS is a database which is specific to the UK and is managed by the Energy Networks 

Association (ENA) [63]. Electricity Distribution Network Operators (DNOs) report those faults 

causing interruptions to supply, amongst other data. They are able to benchmark performance 
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against other DNOs but without identifying which of the other DNOs are outperforming them (the 

data is aggregated). 

Maintainability is closely linked to an overall Maintenance Strategy which Kelly [64] advocates is 

concerned with developing the best “life plan” for each unit of the equipment.  

3.6.6 Safety Focused RAMS Sources 

• Electronic Major Accident Reporting System (eMARS) 

The forerunner to eMARS was the MARS system which was established in 1982 at the same 

time as the Seveso Directive, which was the European Union’s response to the Seveso Disaster 

which was a toxic release occurring in Italy in 1976 [65]. The database comprises of a 

comprehensive list of fields for each incident reported, including [66]: 

o Factual information (e.g., date/time) 

o Accident description – including freetext and further fields such as the nature of the 

release, fire, explosion etc. 

o Site and installation – including details of the process being involved 

o Substances involved 

o Causes 

o Consequences 

o Emergency response 

o Lessons learned 

eMARS contains no plant population data so failure frequencies cannot be established. It 

appears from the data already reviewed in Table 2 that the number of incidents reported into 

eMARS is small and declining. Whilst one explanation for this could be that process safety 

performance across the EU is improving, this seems unlikely given the number of loss of 

containment events occurring in the UK alone each year, which dwarf the number recorded for 

all EU member states reported each year (although not all of the UK incidents would meet the 

severity criteria for eMARS reporting). 

 

• IChemE Accident Database 

The Institution of Chemical Engineers (IChemE) created an incident database which commenced 

in 1997 but ceased being added to in 2000 [67]. The data is still available to download and 

comprises over 10,500 entries. The system comprised of the following fields: 

o Date of incident 

o Source of information 

o Location 

o Numbers injured 

o Number of fatalities 

o Freetext description of event 

o Freetext description of lessons learned (optional field) 
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The records have also been curated (presumably manually by an analyst) into types, for 

example: 

o Activity 

o Causes 

o Consequences 

o Equipment 

o Substances 

 

It is clear from reviewing sample records that there is value in the data, however the duration of 

the project being just three years does illustrate the challenges of maintaining a such a large 

dataset over a prolonged period of time. The database largely contains qualitative, rather than 

quantitative data, although it would be possible to extract numerical data by analysis, although 

no plant population data is included so failure frequencies cannot be determined. 

 

• Process Safety Incident Database (PSID) 

The PSID is an initiative developed by the CCPS to pool process safety intelligence between 

participating companies. It has over 710 incidents within it and is advocated as a source of 

valuable information to inform PHAs. The database was created in 1995 [68] and appears to be 

still available and updated in 2023 [69]. The database incorporates the following fields [70]: 

o Brief description of incident 

o Full description of incident 

o Lessons learned 

o Changes made 

o Country 

o Chemicals involved 

o Dollar loss 

o Type of operation/unit operation 

o Phase of operation 

o Initiating event 

o Type of incident 

o Equipment involved 

o Inquiries, fatalities, off-site consequences 

o State, province, county, etc. (optional) 

o Year of the incident (optional) 

o Contributing factors from the CCPS elements of Process Safety Management (optional) 

o Number of injuries, fatalities, off-site consequences 

The database appears to take data solely from installations in the USA. 
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• Failure Rate and Event Data (FRED) 

HSE has maintained a compilation of failure frequency data within a published document [71] 

which is available to HSE staff and the public. The failure rate data covers a range of process 

plant items which includes: 

o Ambient vessels 

o Pressure vessels 

o Refrigerated vessels 

o Valves 

o Pumps 

o Flanges 

o Hoses & couplings 

o Pipelines 

o Road tankers 

o Drums, cylinders and intermediate bulk containers (IBCs) 

The data originates from various independent data sources over various time periods which go 

back to 1978 although most data is 1990s onwards. The publication contains limited data on duty 

and environmental conditions, although there are some examples of this, for example different 

rates are provided for loss of containment events during deliveries depending on the process 

fluid involved (ammonia, motor spirit, LPG). The published dataset was last updated in 2017 – 

i.e., 6 years ago.  

 

• SINTEF PDS Data Handbook 

SINTEF [72] publish a data handbook entitled “Reliability Data for Safety Equipment; PDS Data 

Handbook”. This contains failure data which is aimed at those designing safety systems, 

including but not limited to control systems. This data is sourced from various other providers 

including OREDA and RNNP. The latest version of the databook was published in 2021 and the 

previous version was issued in 2013, with another version in 2010 [73]. It therefore demonstrates 

a fairly long-term project. The data contained within it is similar to OREDA which is not surprising 

since this is one of its sources. 

 

• RNNP – Trends in Risk Level 

This dataset [74] originates from the Petroleum Safety Authority (PSA) in Norway. It comprises 

several key metrics which threaten integrity or have the potential to be causative of a major 

accident. These include: 

o Leaks of flammable gas or liquids: 

o Well control incidents: 

o Fire/explosions outside of process areas (i.e. with the potential to escalate to the 

hazardous inventory) 

o Collisions and other structural damage to a facility 

o Leaks from subsea production facilities with pipelines and associated equipment. 
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The project initiated in 1999 and the last annual report was in 2022 which demonstrates the 

project has been operational for a considerable time when compared to others. 

 

• European Hydrogen Incidents and Accidents Database (HIAD) 

HIAD contains more than 706 hydrogen incidents and accidents and is hosted by the European 

Commission yet covers events worldwide [75]. It exclusively covers incidents involving gaseous 

and liquid hydrogen due to the use of hydrogen as an energy vector in applications developed 

as part of a net zero aspiration. The fields included in the database are [76]: 

o Location and year 

o Nature of event 

o Application 

o Storage medium 

o Actual pressure 

o Design pressure 

o Potential ignition source 

o Surroundings 

o Operational condition 

The database was updated significantly between the initial version and the current version which 

is HIAD 2.0. 

 

• Worldwide Offshore Accident Databank (WOAD) 

The WOAD system is a long standing database created and managed by DNV-GL and was 

established in 1975 [[77]]. It consists of over 6,000 accidents and incidents. It retains details of 

each incident, including chains of causation and information about the oil & gas asset the incident 

occurred on. 

 

• National Equipment Defect Report Scheme (NEDeRS) 

This is another database managed by the Energy Networks Association (ENA) and to which data 

is added by Distribution Network Operators (DNOs) [78]. The database records events such as: 

o Dangerous Incident (DIN) - A dangerous incident is one where the incident resulted in 

or could have resulted in a fatality or serious injury with an item of plant. 

o Suspension of Operational Practice (SOP) - A notification of a company-specific 

suspension/change in some operational practice or procedure with an item of plant, for 

example, circuit breakers to be operated from a remote location or access restrictions 

around plant items. 

o National Equipment Defect Report (NEDeR) - A notification of a design defect or in 

service problems/faults with plant items. 

o Defect - A potential DIN or NEDeR which is recorded for reference purposes but are not 

circulated. 
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• Confidential Reporting on Structural Safety (CROSS) 

CROSS is a database which arises from a collaboration of organisations including the Institution 

of Structural Engineers, Institution of Civil Engineers and the Health & Safety Executive together 

with a number of other supporting parties [79]. 

The scheme allows the anonymous reporting by building and civil engineering specialists of 

concerns about structural safety, for example the safety of items such as fixings used in the 

construction of various structures. The report is largely free-text in nature which allows the 

reporting specialist to add as much or as little detail as they wish. There are also a limited number 

of technical coded fields which are: 

Project stage: 

o Appointment 

o Design Process 

o Construction 

o Temporary Works  

o In Use 

o During Maintenance 

o Decommissioning 

o Demolition  

o Vacant 

o Other 

Structure Type 

o Domestic Building 

o Other Building 

o Bridge 

o Highway 

o Tunnel 

o Marine 

o Water Related   

o Other 

Material 

o Brickwork 

o Pre-cast Concrete 

o Pre-stressed Concrete 

o Reinforced Concrete 

o Steelwork 

o Stonework 

o Timber   

o Other 

The data collected is presented in quarterly bulletins and is available for public searching.  
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3.6.7 RAMS Data Summary 

The review of RAMS datasets reveals a number of key features which are important to consider 

when judging their usefulness in process safety applications. 

Firstly there is an observable trend that RAMS data collection has been declining and key sources 

have closed over time, with even popular schemes like OREDA losing key participants. This does 

not appear to be a recent trend, with Smith [80] concluding in 2017 of RAMS sources that: 

“Data collection activities were at their peak in the 1980s but, sadly, they declined during the 1990s 

and the majority of published sources have not been updated since that time.” 

Another challenge is that many of the successful and ongoing programmes are quite niche in nature, 

in that they tend to be based on a relatively narrow industrial sector, such as oil & gas or offshore 

wind. This does not preclude their use in other applications but clearly great care must be exercised 

in repurposing the data. 

Datasets which exist tend not to provide a ‘one stop shop’ for RAMS data, with different databases 

being setup to address separately the elements of RAMS, with many databases focusing on a single 

element, e.g., availability. As has been demonstrated, there is often a link between safety and the 

other elements, particularly for active mitigation barriers. 

There is also a problem with the amount and quality of data, with many sources having relatively 

small numbers of records even over a prolonged period and many sources not having any population 

data, making it difficult to assess frequencies of failures to inform risk assessment. 

Overall, it appears that given the difficulty in curating and maintaining data over time, the successful 

programmes make significant compromises in order to keep functioning, whether this is keeping a 

narrow scope, not aspiring to collect large volumes of data or making simplifications such as not 

requiring population data to be input. This probably increases engagement but reduces usefulness.  

It has been said that it’s important not to ‘let perfection be the enemy of adequate’ and it is important 

to acknowledge the practical realities of developing and sustaining any RAMS databases. 

3.7 Literature Review Summary 

The differences between occupational safety and process safety can be significant, with many 

process safety activities requiring access to a more detailed and in depth set of data than those 

activities carried out for occupational safety purposes. 

The established framework for tolerability of risk within the UK and overseas provides a driver to 

ensure that risks are properly controlled, both from a qualitative perspective (e.g., compliance with 

guidance, standards and other good practice) but also in many cases drawing on quantitative data. 



 

70 

 

Different activities in process safety place different demands on the need for comprehensive data. 

The most data centric activity is that of risk assessment, where even simple techniques may need 

access to quantitative and certainly qualitative data. 

Unfortunately, in spite of the clear use cases for external, quantitative, cross-industry data, the 

availability of such data is extremely challenging. It is clear that the need for such data is well 

understood and has led to many diverse programmes of work being initiated to collect, collate and 

make available this valuable information. The data sources which do exist are often subject to 

significant limitations. These include being narrow in industry sector focus, not including population 

data with which to generate frequencies for use in risk assessments and having small numbers of 

data points, even over a prolonged period. Many programmes with large aspirations have ceased to 

continue and even very successful schemes will potentially lose participants. 

Given these factors and the need to minimise the burdens on participants, it is possible that new 

techniques, such as text mining and natural language processing (NLP) could create opportunities 

to develop less burdensome ways of collecting and analysing data. This will be given further 

consideration in the next chapter. 

3.8 Critical Findings 

The most critical findings from the literature review which inform the rest of the body of work are: 

• There is a need for data, both qualitative and quantitative, to inform a wide range of Process 

Safety activities. 

• RAMS datasets are valuable in providing data for activities such as hazard identification and risk 

assessment but have unfortunately been declining over a prolonged period. 

• While both qualitative and quantitative data is useful, risk assessment activities are more likely 

to require quantitative data in order to support objective decision making. 

• Compliance with codes, standards and guidance is important and cannot be replaced with a 

data-driven approach. However, all but the simplest process plant is likely to have some data 

needs for process safety assessment activities. 
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Chapter 4 –  Literature Review – Text Mining & Natural 

Language Processing in Engineering Applications 

4.1 Chapter Overview 

In the previous chapter, various data needs for process safety activities were reviewed. Having 

established the need for such data, and given the prevalence of unstructured data, this chapter 

reviews various techniques available to extract insight from freetext using Natural Language 

Processing and Text Mining techniques. The literature review overview with key section numbers is 

shown in Figure 8. 

 

Figure 8 – Literature Review Overview - Text Mining & NLP in Engineering Applications 

4.2 Introduction 

Many early computerised data collection systems were used to store and analyse coded data, i.e. 

fields typically containing limited values and characters, and having a specific meaning. By contrast, 

freetext, or unstructured text, is data held outside of a rigid structure. Freetext was often created by 

human authors for the benefit of other human readers. The rapid expansion of electronic means 

being used to create and store freetext documents has created vast repositories of freetext spread 

across many documents and often with limited or no coded data associated with them. This provides 

human readers the ability to find one specific document and extract value from it. However, extracting 
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value across such datasets has been traditionally considered challenging and often beyond the 

capabilities of humans with limited time. When circumstances arise where thousands or more records 

are available it is largely impractical for humans to extract value unless huge resources are invested. 

Within the application of safety, it is common across both occupational safety and process safety for 

coded incident databases to be used. However, these often contain freetext as well, either as part of 

a long field within the dataset or as the option to attach reports such as PDF documents containing, 

for example, internal company investigation reports. Useful trends can be extracted from the coded 

data with relative ease, highlighting common factors in incidents and allow targeting of remedial 

actions. However, incidents involving a complex sequence of steps and process upsets, are often 

recorded in freetext, which is therefore then much harder to extract. Many organisations will therefore 

attempt limited extraction of insight from this freetext, often involving limited manual review. 

In addition to incident datasets, which may be thought of as reactive, there are also sources of 

intelligence which indicate the effectiveness of risk controls prior to an incident occurring. This can 

include datasets containing both coded data and freetext, such as: 

• Audit reports 

• Hazard studies (e.g. Hazard and Operability – HAZOP – Study) 

• Inspection and examination reports 

• Condition monitoring reports (e.g. dissolved gas analysis, vibration monitoring) 

It is likely that even in datasets containing coded data that there will be additional value if the insights 

contained within freetext could be readily extracted by automated means. 

4.2.1 Spectrum of Techniques 

Within Text Mining and Natural Language Processing (NLP), a range of techniques are used to 

extract insights from freetext, but also to pre-process text in order to make further analysis easier. 

There are also allied techniques which are used to assist in these processes, even if not strictly 

considered Text Mining or NLP methods. Figure 9 shows an approximation as to where the various 

techniques sit in relation to whether they are predominantly pre-processing methods or are used to 

extract insight – i.e., valuable lessons which can be acted upon. It is important to note that the 

diagram is simply an approximation, since some of these techniques may be considered to exist in 

different locations in this graphic, depending on the application. There are also synergies when basic 

techniques are used together which create far more value than the individual techniques applied in 

isolation. It is also the case that a simple technique, such as a word cloud, may provide a very 

insightful summary of a simple article for readers of a news article seeking an overview, whereas in 

another application it may generate limited or no insight at all. The techniques shown graphically are 

described in more detail in the sections that follow. 
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Figure 9 - Text Mining, NLP & Allied Techniques 

4.3 Data Mining 

Data mining is the process of looking for key trends within coded and often numerical datasets. It 

has been heavily used in retail sales applications to understand consumer purchasing behaviour and 

improve sales as a result. Similarly, it has been used within healthcare to identify risk factors for the 

occurrence of diseases by processing coded medical records. 

4.4 Text Mining 

The term “text mining” is sometimes used interchangeably with natural language processing (NLP). 

However, within this text it will be used separately. Text mining is also used distinctly from information 

retrieval, which is the normal process by which users search for individual documents and records 

within a database. Rather, text mining is seeking to extract hidden value from across the collection 

of records. Hearst [81] differentiates text mining from other disciplines in the following table: 

 

  

Finding patterns 

Finding nuggets 

Novel Non-novel 

Non textual data Data mining N/A Database queries 

Textual data Natural language 

processing 

Text mining Information retrieval 

 

Table 7 - Text Mining and Other Topics 
 (Adapted from Hearst [81]) 
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The simplest form of text mining techniques are based upon frequency analysis of individual words. 

Some forms of sentiment analysis will therefore analysis news articles as to whether they contain a 

positive or negative news story based on the frequency of key words within the freetext. Similarly, 

the popular ‘word clouds’ used in news media to summarise one document or a series of documents 

are often based on the frequency of words with some minor additional processing to remove common 

words with no value (e.g. ‘the’, ‘and’ etc). 

Another popular type of text mining (and also deployed in NLP) is the use of N-Grams. These are 

collections of words occurring next to each other. For example, 2-grams from the phrase ‘The valve 

stuck open’ would be: 

• ‘The valve’ 

• ‘valve stuck’ 

• ‘stuck open’ 

A popular application of N-grams is the autocomplete in software packages, where probabilities are 

assigned to an N-gram occurrence and these are used to populate a blank space based on the text 

already typed. 

Bag of Words (BoW) – this is typically used across documents and creates a matrix of the occurrence 

of particular words within documents and their frequencies. No significance is given to where words 

appear in relation to others or whether they are verbs, nouns etc. BoW enables the use of Term 

Frequency-Inverse Document Frequency (TF-IDF) which determines the proportion of one document 

comprised of each term and compares this with occurrence in the wider document collection [82]. 

Tokenisation is a technique often used as a pre-processing methodology when processing freetext. 

This typically takes a block of freetext and extracts individual words, sentences etc and in some 

cases assigns numerical values to each extracted item for later processing using other methods. 

Stop word removal is again another pre-processing step which aims to remove the most common 

words which often convey little or no meaning. Examples include: 

a an and as at be 

by for from has he her 

his in is it its of 

on that the to was were 

with you your    

 

Table 8 - Example Stop Words 
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A common application of this is the ‘word cloud’ often seen in the popular press, where an article has 

been assessed for the frequency of words which are then graphically displayed, with commonly 

occurring words being represented by the largest font. A key step to generating such graphics is the 

removal of stop words since these would otherwise dominate the word cloud without conveying any 

meaning about the specifics of a particular article or series of articles. 

Stemming and lemmatisation – these techniques are rarely used in isolation but often form part of 

pre-processing for later analysis with other techniques. These are both ways of reducing a number 

of different occurrences of the same word to a ‘root’ word, for example by removing plurals etc. 

Stemming works directly by shortening words to a base word so that “processes”, “process”, 

”processing” would each become “process”. Sometimes stemming will deliberately shorten to an 

invalid word, for example the previous examples could be shorted to ‘proces’. This sometimes assists 

with later analysis. Lemmatisation is a more sophisticated technique which takes occurrences back 

to their root words. For example the sentence “He was unable to fight any of the fires” would be 

lemmatised to “He be unable to fight any of the fire”. 

There are also techniques based around the heading “Text Classification”, this includes: 

• Sentiment analysis [83] 

• Topic Labelling [84] 

• Language detection [85] 

• Intent recognition [86] 

Sentiment analysis uses automated means to assess the ‘emotional’ content within a collection of 

words. This is often performed to discover how favourable/positive or unfavourable/negative a 

particular piece is. This is often used within applications such as feedback on products and services, 

however it can be used to distil feelings into a variety of emotional categories [83], such as happiness, 

surprise, frustration, this can link to psychological frameworks and one classification system cited in 

the previous reference contains: 

• Anger 

• Fear 

• Sadness 

• Disgust 

• Surprise 

• Anticipation 

• Trust 

• Joy 

Often sentiment analysis is performed at a document level and a score can be developed for how 

likely the document is to overall contain the emotional content being studied. 
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Topic Labelling – “Topic classification is the task of mapping text onto a set of meaningful labels 

known beforehand” [84]. This is a supervised method where a human analyst has pre-defined a list 

of categories and then the analysis works to assign new freetext to those categories. This can be 

used in news-media to assign articles to ‘sport’, ‘current affairs’, ‘politics’ etc. 

Clustering is typically used as an unsupervised technique, whereby text is compared without prior 

categories, typically at a document level. This can then be used as a basis for categorising further 

documents added to the corpus later on. 

4.5 Natural Language Processing (NLP) Overview 

4.5.1 Background 

Natural Language Processing (NLP) could be described as the intersection between linguistics and 

computer science. It aims to extract value from the freetext created by humans, who largely created 

the content with other humans, rather than automated processing in mind. NLP encompasses many 

techniques and a selection of these are described further in the sections that follow. 

4.5.2 Term Frequency-Inverse Document Frequency (TF-IDF) 

TF-IDF is a simple method used within NLP and is based upon two principles [87]: 

1) The more frequently a term – a specific word – appears in an individual document the more 

important that word is in relation to the document content. 

2) The more frequently a term appears across a range of documents the less likely that word 

is to be important overall. 

In order to work properly some pre-processing such as stop word removal may be required prior to 

applying the technique, although the method itself will reduce the importance of words recurring very 

frequently throughout the documents. TF-IDF can be applied to deliver a score based on the following 

formula: 

𝑇𝐹𝐼𝐷𝐹 = 𝑡𝑓𝑥,𝑦 × 𝑙𝑜𝑔10
𝑁

𝑑𝑓𝑥
    [2] 

Where tfx,y is the term frequency which is the number of occurrences of the word in the document 

being considered, divided by the total number of words in that document. N is the total number of 

documents and dfx is the number of documents containing the term under consideration. 

The applications of TF-IDF are to identify the theme or topic of a particular document in a more 

targeted way than simply analysing the frequency of words in a document alone. It has a key 

application in search engine optimisation where web pages may be subject to the technique and then 

the words scoring most highly become key words, such that the document is returned if a keyword 

is entered which matches a high-scoring word. 
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It is important to note that there are variations within TF-IDF which apply weightings or other 

mathematical functions to improve accuracy. 

4.5.3 Parts of Speech (PoS) Tagging 

PoS Tagging is the automated annotation of plain text with labels which refer to linguistic components 

[88], such as nouns, verbs and adjectives. However, the tagging process will also create a tree-like 

structure which identifies sentences and phrases, including components nested within higher-level 

parts. These can be visualised using a parse tree [88], shown in Figure 10 below. 

 

Figure 10 - Example Parse Tree with PoS Tagging 
(Drawn by the author manually from OpenNLP tagged text from the author’s example) 

 

This parse tree shows the overall sentence (“S”) which breaks down into two phrases, a noun phrase 

(“NP”) and a verb phrase (“VP”). The noun phrase consists of “The”, which is a determiner (DT) and 

a common noun (“NN”) which is “tank”. The verb phrase consists of only one component, which is a 

past-tense verb (“VBD”) – “burst”. This is a relatively simple example but PoS annotations of 

paragraphs of text will be much more complex and involve many more levels. It is also possible for 

noun phrases to be nested within a verb phrase and vice-versa. The power of PoS tagging is that it 

can assign meaning to the components of text based on a range of techniques, and will often require 

no further training data. Identifying the purpose of words and phrases is particularly useful as often 

the same word can have a different meaning depending on context. In the above example, equipment 

has been identified as a noun phrase and the failure mode as a verb phrase. 

PoS tagging can be based on a number of different computational techniques, these generally fit into 

the following categories, although there are hybrid approaches which combine techniques: 

• Rule-based approach – according to Jurafsky and Martin [89], “Rule-based methods 

were…the earliest methods for part-of-speech tagging”. Rules-based approaches are based 

on a deterministic approach, such as that proper nouns (e.g. people’s names) will be 
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capitalised. Such techniques can be effective but are vulnerable to errors in written text and 

the context in which components of text appear. 

• Dictionary-based approach – this uses a dictionary as a starting point for parts of speech 

tagging [89]. Each word will be assigned one or more potential tags from a comprehensive 

dictionary, so that ‘David’ would be assigned only a proper noun tag and ‘the’ would be 

assigned only a determiner tag. Some words would be assigned more than one tag, for 

example ‘cloud’ could be a verb or a noun depending on context. There would then be a 

second stage, based on a rules-based approach, to deciding which tag is the best fit. 

• Probabilistic approach – these are similar to dictionary-based approaches except that parts 

of speech tags are assigned probabilities to given words. These techniques are usually 

combined with some deterministic rules based on linguistic conventions. 

• Neural network based approach – these use a manually annotated training dataset, which 

can be onerous to create. The manual dataset is annotated by an analyst with linguistic 

knowledge. The neutral network is then trained on this manual dataset, using neutral network 

techniques which closely follow how animal brains process information. This can result in 

highly accurate outputs but can require large datasets to function properly and cannot easily 

be manually modified to resolve recurring problems without retraining the model. 

• Maximum Entropy Markov Model (MEMM) – this is a statistical technique which assigns PoS 

tags to text based on the current text but also previously tagged words, taking into account 

the whole context of a sentence. The term maximum entropy refers to the model not being 

‘overfitted’ to data by oversimplifying rules, but being able to capture subtleties in the text 

which more reliably predict accurate tagging.  

A key advantage of parts of speech tagging is that the technique is very accurate, with claims of 97% 

accuracy when compared to human linguists being made [89]. It is also the case that PoS taggers 

are readily available and need no additional training. Examples include Apache Software 

Foundation’s “OpenNLP” system which is based on MEMM [90] and deployed in Java and “spaCy” 

which is neural network based [91] and is deployed in Python. 

Parts of speech techniques have been successfully deployed to extract hazard information from 

freetext within occupational safety applications [92]. 

4.5.4 Named Entity Recognition 

Named Entity Recognition (NER) allows the extraction of key entities from freetext. The use of 

training models allows for extraction of any customised entity, but common types are: 

• Names of people 

• Organisation names 

• Locations 

• Phone numbers 

• Email addresses 
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NER can be used as part of an anonymisation or redaction task but can also be used to extract 

insight about the occurrence of entities within text. For example, within engineering it would be 

possible to extract equipment types as an entity.  

The main problem with NER is that developing the training dataset for a newly defined entity can be 

extremely onerous. For example the OpenNLP packages relies upon a large corpus developed from 

the  Conference on Computational Natural Language Learning [93]. This corpus consists of over 

35,000 tagged entities in the training, testing and validation text datasets [94] for one language 

(English). Whilst this aims to provide very reliable entity extraction for the common entity types 

described above, it does demonstrate the upfront effort required to develop the ability to extract a 

new entity type. 

The other issue with NER, particularly in a safety context, is that it requires there to be a readily 

identifiable entity present in the text in the first place. A category such as ‘failure mode’ which might 

be assignable to a fixed number of common types might in reality be distributed throughout the text 

rather than appear as a single entity in the text. For example, a category such as ‘corrosion’ might 

be identified through words and phrases in combination spread across sentences and paragraphs. 

4.5.5 Coreference Resolution 

Coreference resolution is a technique to refer to the same entity within text in spite of it being referred 

to by different terms [89]. It is most often used to refer to people throughout a text, although it can 

also be used to refer to other entities. For example, with the sentence “The pump didn’t operate 

correctly because it was deadheaded due to a closed isolation valve.’, coreference resolution would 

be used to identify that the pump was the entity which was deadheaded rather than the isolation 

valve even though the pump is referred to as ‘it’ more proximate to the term deadheading.  

4.5.6 Latent Dirichlet Allocation (LDA) 

LDA is a technique commonly used within topic modelling to identify overall themes [83]. It uses a 

probability distribution created by Peter Dirichlet in the 1800s. The technique works by clustering 

groups of words against specific topics, although the technique does not assign meaning to these 

topics, that is performed by a human analysis following the automated analysis. The analyst can 

specify a number of topics upfront and the method provides clusters of word around topics. The topic 

model developed can also be used to determine the likelihood of new documents being relevant to 

the topic. This technique can be used for pre-screening documents, such as might be undertaken for 

a literature review. There are limitations of the method and Vayansky and Kumar [95] argue that it is 

only suitable for documents over 50 words in length and where the topic relationships are not 

complex in nature.  

 



 

80 

 

4.5.7 Topic Modelling & Clustering 

As well as the LDA technique, there are other methods which aim to produce the same or similar 

applications. These include: 

• Non-negative matrix factorization (NMF). [96] 

• Probabilistic latent semantic analysis (pLSA). [97] 

• Hierarchical Dirichlet process (HDP). [98] 

• Correlated topic models (CTM) – a model based on LDA but allowing dependencies between 

topics to be taken into account. [99] 

• Structural topic models (STM) – models again based on LDA but which take into account 

metadata and a hierarchy to better understand context, such as the location in the document 

in which key words appear. [100] 

Topic modelling may assist with insight extraction from text but is better suited to screening 

documents for later automated or manual analysis with other methods. 

Clustering methods include: 

• k-means – this is a means of clustering data by creating a number of groups (k) and then 

randomly assigning records to each. The distance between various parameters associated 

with each record is then measured and a mean value taken across the groups. The groups 

are then reconfigured until a maximum number of iterations has occurred or the model 

converges. Effectively this is a trial-and-error based approach. It has been used for 

understanding purchasing behaviour, to cluster customers buying similar items by key 

metrics such as age, income and purchase history. 

• Hierarchical clustering 

• Density-based clustering 

• Gaussian mixture models 

• Spectral clustering 

• Fuzzy clustering 

Topic modelling is useful to compare and aggregate documents together but is more limited in terms 

of insight extraction from individual documents, though it has been used for this purpose. There is 

also another technique known as “Local Outlier Factor” (LOF) which could not be described as a 

clustering methodology but is used to identify data ‘outliers’ by calculating data point distances in a 

similar way to k-means. 

4.5.8 Taxonomies & Ontologies 

A taxonomy is a way of classifying objects or concepts in a hierarchical manner. This can be used in 

conjunction with text mining and NLP techniques to extract insights from freetext. As shown in the 

example taxonomy in Figure 11, “process equipment” might include a subcategory “valves” which in 



 

81 

 

turn might include “isolation valves” and “throttling valves”. Not shown in the diagram, but these may 

go on to divide further, for example into specific valve types, e.g., “ball valve”. Text mining and NLP 

techniques may search for all occurrences of text which indicate a ball valve and then be able to 

codify this finding ultimately as a piece of process equipment. 

 

 

Figure 11 – Process Equipment Taxonomy 

 

A ‘folksonomy’ is a user-based taxonomy which uses end-user feedback to tag content. It is typically 

used in social media applications, where end users add tags based on words or phrases to content 

which can then be searched by other users. 

An ontology is a more complex construction. Whilst it may still involve a hierarchical approach, it 

focuses on the relationships between objects/concepts. Ontologies can be very onerous to develop 

and maintain, particularly in rapidly changing fields. A simplified ontology is shown in Figure 12. 
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Figure 12 - Simplified Ontology 
(Adapted from Rajpathak et al [101]) 

As well as being onerous to develop, the usefulness of ontologies in practical applications has also 

been challenged, with Simperl et al [102] arguing: 

“Their range of application in real-world projects is, however, so far comparatively limited, 

despite the growing number of ontologies online available” 

Within the engineering and construction sectors, BS ISO/TS 15926-12:2018 - [103] has been 

developed as an ontology to aid the exchange of data throughout the lifecycle of industrial facilities 

and processes, particularly within the oil & gas segment. The ontology has been deployed within 

Ontology Web Language (OWL). However, even within the nuclear sector, Fiorentini et al state [104]: 

“A robust implementation methodology [for 15926] is still missing.” 

Hepp [105] states that: 

“Unfortunately, the number and quality of actual, “non-toy” ontologies available on the Web today is 

remarkably low” 

And goes on to identify five fundamental problems associated with the development of ontologies: 
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1. The lag time between a subject developing and the ontology being developed in 

response. 

2. Cost-benefit – “Does the gain in automation that the ontology provides justify the 

resources needed to develop it?”. 

3. The creators and users of the ontology are likely to be different individuals – so the 

ontology as developed may not fully meet the needs of the end users or use the same 

terminology. 

4. The fact that one set of individuals or organisations must develop the ontology, yet they 

may not necessarily be those to benefit from it. Similarly, there is a problem in that the 

ontology must be sufficiently comprehensive to encourage users to further develop it, 

but this requires upfront effort whilst the user-base is small. 

5. Intellectual property concerns – the widespread use of an ontology will often depend on 

a significant number of users accessing it, yet the development of it may only be 

commercially viable if it can provide a revenue stream to the developers. 

The paper concludes with a significant statement: 

“Unfortunately, for many domains, whether the gain in automation enabled by an ontology 

outweighs the resources necessary for creating it remains a completely open research question.” 

It therefore appears that ontologies, whilst theoretically adding value to content extraction, in practice 

remain too onerous to provide widespread practical applications. 

4.5.9 Automatic Event Extraction 

Hogenboom et al [106] state of Event Extraction: 

“It is commonly seen as the [text mining] aided extraction of complex combinations of relations 

between actors (entities), performed after executing a series of initial NLP steps.” 

The technique is applied to crime and terrorism to extract, for example, violent events from news 

articles. It can also be used to extract events such as births, deaths and marriages from freetext 

along with the associated entities, such as person, date and place of event [107]. 

4.5.10 Knowledge Graph 

A Knowledge Graph may at first sight appear to be very similar to an ontology, given that it finds links 

between entities, not just a hierarchical categorisation system like a taxonomy. However a 

Knowledge Graph differs in that it is applied to specific data and its relationship with other specific 

data, rather than setting out a theoretical framework of relationships. 

Some authors claim that: 

“Ontology + Data = Knowledge Graph” 
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In other words, that an ontology provides constraints in which to codify real-world data which 

produces the Knowledge Graph as an output. However, this is an oversimplification, since a 

knowledge graph can be - but is not necessarily - developed manually. Knowledge graphs can be 

developed using computational methods which infer connections and can be corrected, if necessary, 

with human intervention. Knowledge graphs can also be constructed without the constraints of a 

formal ontology. 

4.5.11 Neural Network & Deep Learning Models 

Perhaps unsurprisingly, neural network based techniques find use within NLP. Some specialists will 

use the term “Deep Learning” to refer to all neural network based techniques. In general these 

techniques are at the more sophisticated and complex end of NLP methods, but there is a spectrum 

and simple techniques can be used, sometimes with minimal training. 

Neural networks are based on the central nervous system of animals, including humans. When 

applied to NLP, the text must be assigned to numeric values, which can be done in a variety of ways, 

including assigning numerical values to individual words. These values are then processed by the 

network, which uses variable weightings to inform decision making. As with biological systems, there 

is also an activation layer which ‘switches on’ when a particular value is reached. Some of the more 

common approaches used in NLP are: 

• Recurrent Neural Networks (RNN) – these are typically used more in NLP than CNNs, since 

they are powerful at taking sequential data and understanding temporal (time based) 

relationships between data. 

• Convolutional Neural Networks (CNN) – these are more often used in image and video 

applications, but have been used for NLP applications. They are suited for feature 

identification which is why they have been used so frequently in image processing. 

• Long Short-Term Memory Networks (LSTM) – these are a modification of RNNs which 

incorporate ‘memory cells’ which retain values but can selectively ‘forget’ values over time. 

This enables processing of long sequences of information. 

• Transformers – these are the latest generation of techniques and include: 

o Bidirectional Encoder Representations from Transformers (BERT) [108] 

o Generative Pretrained Transformer (GPT) – for which version 3.5 is used by the 

popular ChatGPT 

• Word Embedding Models – used for semantic analysis which is a generic term for the 

extraction of meaning from a body of text. 

Some of the ‘off the shelf’ neural network based models include: 

• Word2Vec – typically implemented in Python. 

• GloVe – this stands for ‘Global Vectors’ and was coded in C but with implementations in 

Python and MatLAB. 
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• Keras – effectively a toolkit which allows the creation of both RNNs and CNNs as well as 

other tools to assist with application of neural networks to text applications. It is primarily 

available in Python but with versions available in R and Julia. 

• nnet – this is a package within the R language only which allows the development of relatively 

simple neural networks. 

Neural network techniques are powerful, particularly when combined with effective training from a 

training dataset. 

4.6 Text mining & NLP in engineering applications 

It could be expected that text mining and NLP would be used extensively in engineering applications 

and yet most of the literature appears to focus upon the use of these techniques in relation to end-

user feedback, rather than as applied to engineering methods including topics of reliability and 

quality.  

Although not ubiquitous, there are examples of engineering applications, such as that described by 

Rajpathak and De [109]. In this case, field warranty data from vehicle faults was augmented with 

insights extracted from freetext repair data. They describe that a warranty claim database holds 

coded data based upon the nature of each claim, for example vehicle make, model and year. There 

is then also an electronic record created by technicians conducting warranty repair work. This 

includes a freetext field where the remedial action taken is described. The authors describe the 

extraction process using an N-gram based approach in combination with a reliability ontology. The 

reliability ontology is not described in detail in the paper but another paper by the same lead author 

[101] describes it as a ‘diagnosis ontology’ rather than a reliability ontology and it appears to be more 

concise and targeted in its scope. Interestingly, in the second paper the author experiments with text 

mining techniques both using and omitting to use the ontology. For a range of failure modes the 

improvement in performance by using the ontology is variable, for example providing an improvement 

in detection from 61% to 69% in relation to one failure mode and 71% to 91% in another. No 

information is provided as to how onerous the development of the limited ontology was. 

It is of course possible that NLP techniques are being applied privately and within commercially 

sensitive applications which by nature, would not result in reporting in public domain references. 

4.7 Text mining & NLP in Process Safety applications 

Liu et al describe their approach to using NLP techniques applied to process safety within the pipeline 

sector [110]. Their work was applied to the Incident Database of the Pipeline and Hazardous 

Materials Safety Administration (PHMSA) within the United States.  

Single et al built and applied an ontology based approach to automate HAZOP studies [111]. They 

applied their approach to a single case study in the IChemE guidance [19] and compared results. 

The authors caution that: 
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“The completeness of the results is directly dependent on the quality and completeness of the 

ontology concepts.” 

The paper concludes that the approach worked well but that the technique generated safeguards 

which are simply proposals and would still require human judgement as to whether to include or 

discard them. It appears therefore that at best this technique provides a decision assistance tool but 

one which is unlikely to save the valuable time of the analyst and has required the overhead effort of 

developing a detailed ontology. 

Mao et al developed a knowledge graph, first developing an ontology, though based on a very narrow 

application – a coking plant [112]. 

Sasangohar et al [113] undertook research into the use of NLP within evaluation of safety critical 

procedures within high-risk industries including petrochemical and oil & gas sectors. They developed 

a process using the Natural Language Toolkit, deployed in Python, to automatically score the 

complexity of procedures. The approach uses basic NLP methods to assess procedures against five 

metrics which the authors state are correlated with increased complexity of procedures, these are: 

• Judgement – the conflicting and probabilistic nature of the task including the subjectivity of 

good practice. 

• Decision – uncertainty around the outcome desired, number of desired outcomes to obtain, 

conflicting priorities around different outcomes. 

• Interdependency – actions have prerequisites which are necessary to be completed before 

the task can be successfully completed. 

• Step-size – the number of objects (e.g. plant items) to be manipulated, or long lists within 

each step. 

• Step-information – caveats such as the presence of warnings or cautions which augment the 

basic parts of the task. 

The authors applied their algorithm on 20 different procedures which included a total of 550 steps. 

Once the algorithm had processed the procedures, false-positives were identified. The authors do 

not describe how this was achieved, but it is likely that one or more human analysts reviewed the 

outputs. The accuracy of the approach was said to be approximately 70-80%, although this varied 

according to which of the five metrics above had been extracted. 

4.8 Summary 

It is clear that a range of NLP and Text Mining techniques could be applied within engineering and 

specifically within Process Safety applications. However, just because this would be technically 

feasible does not mean that all techniques would be equally beneficial and most importantly: justify 

the effort involved in applying them. There is clearly a substantial gap between those who advocate 

the use of theoretically superior techniques, such as ontologies and their real-world industrial 

application. 
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The application examples described in previous sections are summarised in Table 9 which is ordered 

with the studies using the largest number of data records being first. The studies have also been 

categorised as to whether they are: 

• Industrial – using all or most of the data from records covering multiple sites, including use 

of public domain databases 

• Pilot – using a subset of records from a wider dataset 

• Concept – an idea with no or minimal use of real-world data. 

 

Authors Subject of 

Study 

Principal 

Method Used 

Concept/ 

Pilot/ 

Industrial 

Comments Reference 

Ahadh et al Process 

safety incident 

reports 

Latent 

Dirichlet 

Allocation 

(LDA) 

Industrial 

(N=37,681) 

Although the 

paper focuses 

on process 

safety, it uses 

aviation 

incidents to 

prove the 

concept of the 

model being 

used. 

[114] 

Liu et al Pipeline 

incidents – 

causes & 

contributory 

factors 

TF-IDF & K-

means 

Industrial 

(N= 3587) 

 [110] 

Xiaobing et al Natural gas 

pipeline 

incidents 

Latent 

Dirichlet 

Allocation 

Industrial 

(N=1094) 

 [115] 
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Authors Subject of 

Study 

Principal 

Method Used 

Concept/ 

Pilot/ 

Industrial 

Comments Reference 

Li et al Coal mine 

safety 

production 

risk factors 

Keyword 

extraction, 

semantic 

analysis, 

Bayesian 

network 

Industrial 

(N=726) 

 [116] 

Wang et al Confined 

space 

accidents – 

contributory 

factors 

Named Entity 

Recognition 

Pilot 

(N=386) 

 [112] 

 

Zhou et al Production 

Safety 

Parts of 

Speech 

tagging 

Pilot 

(N=300) 

 [92] 

Jing et al Petrochemical 

accidents  

LSTM Pilot 

(N=280) 

Initial dataset 

was N=2800 

used for training 

purposes but 

then applied to 

much small set 

(N=280). 

[117] 

Xu et al Hot work 

accidents – 

cause 

analysis 

TF-IDF Pilot 

(N=267) 

 [118] 

Xu et al Liquified 

Natural Gas 

Terminals – 

risk factor 

tracing 

LSTM Pilot 

(N=198) 

 [119] 
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Authors Subject of 

Study 

Principal 

Method Used 

Concept/ 

Pilot/ 

Industrial 

Comments Reference 

Macêdo et al Process 

Hazard 

Analyses 

Insights 

BERT Pilot 

(N=144) 

 [120] 

Song et al Chemical 

Process 

Safety 

incident 

reports 

TF-IDF  

& 

Local Outlier 

Factor (LOF)  

Industrial 

(N=128) 

Applied on a 

single plant’s 

128 records 

[121] 

Zhao et al HAZOP 

reports 

Named entity 

recognition 

Pilot 

(N56) 

Number of 

records not 

described, but 

HAZOP lines = 

5615 and have 

assumed 100 

lines per 

HAZOP study 

[122] 

Sasangohar 

et al 

Procedures & 

Process 

Safety 

Procedural 

Complexity 

GloVe  

(neural 

network) 

Pilot 

(N=20) 

 [113] 

Kamil et al Analysis of 

Chemical 

Safety Board 

(CSB) 

Incident 

Reports 

Named entity 

recognition 

Pilot 

(N=10) 

 [123] 
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Authors Subject of 

Study 

Principal 

Method Used 

Concept/ 

Pilot/ 

Industrial 

Comments Reference 

Single et al Chemical 

Accident 

Database 

incidents 

Hybrid (Basic 

text mining, 

NER 

experiment, 

Ontology 

development) 

Pilot 

(N=8) – 

Ontology 

(N=889) – 

Basic text 

mining 

See body text 

for more 

detailed 

discussion of 

strengths and 

weaknesses. 

[124] 

Kamil et al Analysis of 

Pipeline and 

Hazardous 

Material 

Safety 

Administration 

Incidents 

Named Entity 

Recognition 

Pilot 

(N=4) 

 [125] 

Feng et al HAZOP 

Reports 

Bag-of-words Pilot  

(N=3) 

 [126] 

Wei et al Chemical 

process faults 

& safety 

Topic 

modelling 

(transformer 

model) 

Concept 

(N=1) 

This work 

involved the 

use of process 

simulation for 

one process but 

incorporating 8 

process upsets 

[127] 

Single et al HAZOP 

Studies 

Ontology Concept 

(N=1) 

 [111] 

Ebrahimipour 

et al 

FMEA studies Ontology Concept 

(N=0) 

 [128] 

Rodríguez et 

al 

Process 

Safety 

Ontology 

Ontology Concept 

(N=0) 

 [129] 
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Authors Subject of 

Study 

Principal 

Method Used 

Concept/ 

Pilot/ 

Industrial 

Comments Reference 

Mao et al Delayed 

coking 

process 

Knowledge 

graph 

Concept 

(N=0) 

Describes the 

automatic 

development of 

an ontology 

which is not 

tested on 

separate data 

[112] 

 

Table 9 - Process Safety Application Examples 

Having examined the applications in process safety settings it is also important to summarise the 

strengths and weaknesses of the individual text mining/NLP techniques used, drawing more 

generally from the literature previously reviewed. 

The very simplest of text mining techniques, such as the generation of word-clouds are unlikely to 

assist with process safety applications which is apparent in the literature on such applications. At the 

same time, there are techniques which would generate clear value and assist human analysts, even 

for pre-screening of information, such as NER. However, whilst it is almost certain that applying NER 

to a new entity type such as “plant item” would create value, such a new development would be very 

onerous to develop and train and require substantial effort from human analysts to work effectively. 

That the literature has not revealed any ‘off the shelf’ NER libraries for engineering and specifically 

Process Safety applications is perhaps instructive. 

Moving to the most advanced of NLP techniques, there are strong advocates of the use of both 

ontologies and knowledge graphs. There are also those who claim that a knowledge graph can only 

realistically be used in combination with an ontology. There is a substantial body of literature which 

advocates the value of ontologies in constraining analysis and developing meaningful inferences. 

However, there is a complete absence in the literature of an ontology-based approach which has 

developed a working ontology to be applied to real-world industrial applications and has 

demonstrated overwhelming cost-benefit in favour of the routine use of ontologies. 

Putting aside the very basic and very advanced text mining and NLP techniques, it is clear that 

methods which fall in between these extremes could be useful in a Process Safety application. Table 

10 summarises the relative strengths and weaknesses of each approach. 
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Method Process 

Safety 

Value 

Delivered 

Ease of 

development 

Application 

frequency 

(from 

examples 

in 

literature) 

Overall 

value 

Comments 

Word Clouds Low Low Low Low  

Named entity 

recognition 

High Low Low Low  

Automatic Event 

Extraction 

High Medium Low Low  

Parts of Speech 

Tagging (words) 

Low High Medium Low  

Parts of Speech 

Tagging (Phrases) 

Medium Low Medium Medium Useful when 

combined with basic 

analytics to extract 

value from phrases 

extracted (e.g. 

against taxonomy) 

Ontologies Medium Low Low Low Not possible to fully 

understand 

realisable benefits 

given lack of 

application 

Knowledge Graph 

(with ontology) 

Medium Low Low Low  

Knowledge Graph 

(standalone) 

Medium Medium Medium Medium Some uncertainty 

around ease of 

development 

 

Table 10 - Relative Value of Techniques 

The review of literature within this chapter has shown the importance of avoiding “perfection being 

the enemy of fit-for-purpose”. The studies which have been more successful have tended to use 
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more basic and ‘off-the-shelf’ tools for insight extraction. Several studies have combined techniques 

to maximise value. 

Having reviewed the technical methods used to extract value from data, the next chapter examines 

the feasibility of sharing large datasets on which to apply these techniques upon. 

4.9 Critical Findings 

The most critical findings from the literature review which inform the rest of the body of work are: 

• There are a range of techniques within text mining and NLP which could be deployed in 

engineering applications, ranging from the very simple to the complex. 

• In practice those techniques which have been successfully applied at scale have been 

simpler techniques with lower overhead effort associated with their development. 

• Proponents of the use of ontologies strongly advocate their use on the basis of improved 

accuracy for insight extraction. However, ontologies have not been deployed at scale and 

are fraught with difficulties, including large amounts of time and expense being needed to 

develop and maintain them. 

• In spite of many NLP methods originating and being refined within news and media 

applications, they have been successfully deployed within engineering applications and 

specifically within process safety. 
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Chapter 5 –  Literature Review - Barriers and Enablers of 

Data Sharing for Process Safety 

5.1 Chapter Overview 

In previous chapters, it has been established that the availability of data sources to inform process 

safety activities is challenging, but that data sharing initiatives such as OREDA can succeed and 

thrive. At the same time, new NLP techniques can potentially augment traditional coded databases 

by extracting insight from unstructured text. This can reduce burdens on end-users and 

organisations, since existing data created for other purposes can potentially be mined for this insight 

without having to create new data collection or put new reporting mechanisms in place. However, 

whilst there is certainly a demand for such insight extraction, and pragmatic extraction techniques 

which can work, there are also potential concerns around establishing data sharing arrangements in 

practice. This chapter focuses upon the barriers to achieving good data sharing for process safety, 

but considers lessons learned from other applications outside of process industry applications. It also 

considers enablers of such sharing which aim to address the concerns of industry. 

 

Figure 13 – Literature Review Overview - Barriers and Enablers of Data Sharing 

5.2 Data Losses & Their Impact 

5.2.1 Impacts of Data Losses – Case Studies 

Whilst the aim of a process safety data sharing initiative would be to avoid data losses and share 

only suitable data types, it is useful to review some case studies which describe how data has been 

accidentally or maliciously lost since this illustrates some of the origins of how concerns about data 

sharing arise. In this section the case studies are not necessarily process safety or process industry 
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focused, rather they illustrate a breadth of failures which illustrate the nature and scale of the 

problem. Many of them have little or no safety application but clearly illustrate organisational and 

economic impact with lessons for niche data sharing initiatives such as in process safety. 

• Coca-cola Company Trade Secret Leak 

A trade secret is know-how which cannot be protected by patents, copywrites, trademarking etc. 

The exact formulation of branded consumer products is perhaps one of the best examples, and 

the formulation of ‘coke’ – the leading product of the Coca-Cola Company is a well-known trade 

secret. In 2007, a former employee of the Coca-Cola Company was sentenced to eight years 

imprisonment for the theft of trade secrets [130]. Working with her co-defendants she was part 

of a conspiracy to steal documents containing trade secrets and new products and attempted to 

sell the documents to the Pepsico Company for up to $1.5 million. The attempt was foiled when 

Pepsico reported the unlawful activity to Coca-Cola which resulted in an undercover FBI 

investigation. 

 

• EasyJet – Personal Data Breach 

In 2020, EasyJet was subject to what it later described as a ‘highly sophisticated cyber-attack’ 

[131]. The personal data from nine million people was obtained and also the credit and debit 

card details of 2208 customers had been accessed. The credit and debit card data accessed 

also included the three digit security codes from the rear of customer’s cards.The data breach 

was investigated by the Information Commissioner’s Office (ICO). 

 

• Advocate Health Care Network – Clinical Data Loss 

In 2016 a civil settlement was agreed following major data losses at a healthcare provider in the 

United States [132]. The first breach followed the theft of four desktop computers containing 

nearly 4 million patient records from an office location. The second involved unauthorised 

network access to health records via a third party providing billing services. The third breach 

followed the theft of an unencrypted laptop containing patient records of ~2230 people from a 

car. After the incident encryption of patient data was improved and the civil settlement was valued 

at $5.55 million.   

 

• Tesla - Automotive Data Leak 

In 2023, whistleblowers leaked 100 GB of internal data from Tesla to the German Business 

Newspaper Handelsblatt [133]. The newspaper reported that the technical data released 

revealed ‘bigger technical problems than previously thought’, particularly around the behaviour 

of the ‘Driver Assistance Programs’ which were alleged to have experienced sudden acceleration 

or phantom braking [134]. 

 

• Mitsubishi Heavy Industries Attack 2011 

This company was subject to a significant cyberattack in 2011 [135]. The company works on 

warplanes, helicopters and other hardware for the Japanese Military. More than 80 computers 
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or servers were found to have been infected with viruses and checks revealed the leak of military 

and nuclear power plant data. It was not clear exactly what the consequences for national 

security were, but significant pressure was applied to the company by the Japanese government 

to improve cybersecurity after the breach. 

5.2.2 Types of Data Loss & Impact 

 

Figure 14 - Types of Industry Held Data 

Figure 14 shows a taxonomy which displays the different types of information which may exist within 

organisations. These include the following. 

• Personal Data 

The General Data Protection Regulation (GDPR) defines personal data as [136]: 

“‘..any information relating to an identified or identifiable natural person (‘data subject’); an 

identifiable natural person is one who can be identified, directly or indirectly, in particular by 

reference to an identifier such as a name, an identification number, location data, an online 

identifier or to one or more factors specific to the physical, physiological, genetic, mental, 

economic, cultural or social identity of that natural person…” 

Personal data is information which if released will have an impact on the privacy of individuals 

and includes information which can be attributed to individuals, including addresses, bank 

account details, services received and so on. However there is also a specific category of 

‘sensitive personal data’ which recognises that some information is particularly harmful if 
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misused or released unlawfully. This is also known as ‘special category data’ and in the UK 

includes data containing information about [137]: 

o Racial or ethnic origin 

o Political opinions 

o Religious or philosophical beliefs 

o Trade union membership 

o Genetic data 

o Biometric data (where used for identification purposes) 

o Health data 

o Data concerning a person’s sex life 

o Sexual orientation. 

 

• Commercial Data 

Commercial data is being used as a term in this context to describe data which does not relate 

to an identifiable natural person. However, it can nevertheless can have negative impacts if 

released accidentally or maliciously. Such information includes: 

o Intellectual property – trade secrets – these comprise data which cannot be legally 

protected by any method, which means they can be revealed publicly with no recourse 

to legal avenues in the event of infringements. Once this information is revealed it can 

damage an organisation’s ability to maintain a commercial advantage in spite of 

significant investment in developing the ‘know how’. 

o Intellectual property – unprotected – there is a general principle which means that 

information in the public domain cannot be retrospectively protected, e.g., patented. It 

therefore follows that the sensitive aspects of research and development which leads to 

a potentially patentable product or component must be maintained secretly until such 

time that patent protection can be achieved. 

o Performance data – any data which is revealed which addresses any aspect of 

organisational or technical performance can either damage the reputation of the 

organisation or can provide competitors with an advantage. Such performance 

information includes warranty claim data, market share data and financial performance 

(other than that required to be publicised as part of company regulation).  

o Commercial security data – any information relevant to the security of physical, 

personnel and information security. For example, many knowledge-based companies 

will keep the location of datacentres and their backups secret. Similarly other information 

relevant to physical and information security may be abused by criminals and other bad 

actors.  

o National security data – some organisations, whilst not being part of government will 

nonetheless have information which needs to be protected for national security reasons. 

Obvious examples are organisations working with the military, for example, defence 

equipment suppliers. There are also those contributing to the working of ‘Critical National 

Infrastructure’ (CNI) where there may be similar considerations [138]. 
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The impacts of unintended data release can include the  following identified by Chen [139] and 

augmented by the author: 

• Reputational damage 

• License to operate 

• Criminal sanctions 

• Civil liabilities 

• Reduced market share 

• Hostile takeovers 

• Reducing existing data cooperation and sharing between organisations  

It is clear from the literature that there are considerable barriers in the way of data sharing practices, 

with significant organisational and individual impacts when data is unintentionally released. In the 

next sections some additional challenges with sharing freetext and technical barriers will be 

considered, prior to moving to consider potential solutions which could ameliorate these barriers. 

5.2.3 Challenges in Sharing Freetext 

Databases created with a specific purpose in mind will feature several coded data fields, often with 

constraints such as a limited range of acceptable responses. Within such systems it can be possible 

to identify in advance those fields most likely to contain data which the organisation does not wish to 

release, because it contains personal or commercial data which is not intended to be shared outside 

of the organization. This makes the process of removing sensitive fields more straightforward. It also 

makes data aggregation easier such that data which could reveal sensitive performance metrics 

within one organisation can be added to several others and the organisational details removed. This 

works well in practice with OREDA (previously described) where individual member organisations 

provide failure and population data but the database contains reliability metrics only, across the 

whole industry. 

When working with unstructured freetext, the automatic removal of sensitive information is not 

straightforward. There are effectively two different approaches which can be taken to sharing 

freetext: 

• Desensitising the freetext before it is shared, either by manual or automatic redaction 

• Extracting insights from the freetext within the confines of the organisation or department 

holding it. This can also be achieved by manual or automatic freetext analysis, with results 

presented in the same manner as a coded database would be partially shared. 

The challenges of desensitisation are: 

• Manual redaction of sensitive data is extremely resource intensive, for example Carrell et al 

found that redaction in a clinical application cost $0.71 per item of personally identifiable 

information removed. 
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• Manual redaction is accurate but not perfect. It is difficult to estimate since accuracy depends 

on the skill of the redactor and the nature of the documents. However, Carrell et al performed 

experiments on clinical record desensitisation and found 99% accuracy [140] with two 

independent redactors and argued that performance improvements by adding a third or 

fourth independent redactor could not be justified. 

• Automatic redaction has been studied. Meystre [141] conducted a large literature review on 

the accuracy of automatic redaction, again in a clinical setting. At first glance, the 

performance of some automated means was good, with examples of 96% accuracy for some 

methods. However, these methods tended to over redact the data and also different 

categories of data had radically different performances. For example, one of the studies 

referenced had a 90% overall accuracy but only 68% accuracy when it came to redacting 

locations. 

The challenges of insight extraction are: 

• Methods to extract insight will have varying degrees of returned false-positives and false-

negatives, and there is no way to return to the freetext once it has been erased. 

• The insight extracted is unlikely to cover all potential future use cases. If freetext is shared 

then further analysis can be performed on it, however if coded extracted insights are provided 

and a further use case emerges, new routines must be developed and then applied once 

again to the freetext in confidence by the holders of the freetext. 

5.2.4 Technical Challenges 

Data sharing pairs data created with one set of organisations with others who may have radically 

different needs. Accordingly, there may well be barriers to sharing at a technology level. The previous 

section has described the ability to extract insight within one organisation’s ambit and export only 

desensitised data. However, that assumes that the technology to do so exists within that 

organisation’s systems. Most data collection systems allow the export of some or all data, often in a 

basic format, such as a CSV file. However, such a simple export to a third party gives rise to all of 

the risks previously examined. There is therefore a driver to ensure that the minimum amount of data 

is exported and that this is as desensitised as possible. Many corporate networks are understandably 

built on a risk-averse basis and installation of new software and tools are restricted. Tools such as 

insight extraction using NLP may require the installation of non-standard software, which may need 

to be subject to lengthy impact testing and approvals prior to its deployment. Legacy data collection 

systems may not be compatible with modern methods of data transfer, such as APIs. 

One trend which may help with some of these challenges is the move to use cloud based corporate 

systems, such as Microsoft Azure, Amazon Web Services (AWS) and Google Cloud. As well as 

providing ‘vanilla’ corporate services such as wordprocessing, spreadsheets and databases, these 

also provide analytics tools which in some cases can seamlessly integrate with the creation of data 

from the business. This includes such tools as Microsoft’s Power BI (business intelligence). 
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5.3 Data Sharing Models & Tools  

5.3.1 Data Collaboratives 

[142] Verhulst et al, cite the definition of a Data Collaborative as [143]: 

“The term data collaborative refers to a new form of collaboration, beyond the public-private 

partnership model, in which participants from different sectors—including private companies, 

research institutions, and government agencies—can exchange data to help solve public problems. 

In the coming months and years, data collaboratives will be essential vehicles for harnessing the 

vast stores of privately held data toward the public good.” 

Data Collaboratives are perhaps the most informal when compared to Data Cooperatives and Data 

Trusts and refer to the collaboration typically of many organisations from the public and private 

sectors. This may include collaboration in order to monetise the value of pooled data as well as 

collaboration to deliver value to participants and others. 

5.3.2 Data Cooperatives 

Hardjono and Pentland [144] define a data cooperative as: 

“the voluntary collaborative pooling by individuals of their personal data for the benefit of the 

membership of the group or community.” 

The focus of such initiatives seems to be the pooling of personal data, although commercial data is 

not explicitly excluded. The implication of the value of the cooperative, as with other ‘real world’ 

cooperatives is some shared societal or group goal, not the profit motive. The same authors cite 

three important features of a data cooperative: 

• Individual members own and control their personal data – this typically means they have 

access to their own data store and can most importantly revoke access on a permanent or 

temporary basis, i.e., they do not simply upload their data to a combined portal and allow 

others to mine it. 

• Fiduciary obligations exist towards members – these are typically discharged by having 

members as part of the governance structure and all members must agree to a common set 

of rules which particularly address the usage and access to data stored. 

• Direct member benefits must exist, the purpose of pooling data must be to directly benefit 

the members and not simply generate a financial return. 

A Data Cooperative does not necessarily imply the creation of a separate legal entity such as a 

Company Limited by Guarantee or a Community Interest Company, although these vehicles may be 

used to structure the cooperative. 
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5.3.3 Data Trusts 

The Open Data Institute (ODI) state that a data trust takes the concept of a legal trust and applies it 

to data, citing that a data trust is [145]: 

“A data trust is a legal structure that provides independent stewardship of data” 

A data trust is at the more formalised end of the spectrum of data sharing initiatives and will often 

include a separate legal entity, i.e., a company formed with the sole purpose of running the trust. In 

non-profit applications, these may include the use of a Company Limited by Guarantee or a 

Community Interest Company (CIC). 

Paprica et al [146] identified twelve essential features of successful data trusts, which they mapped 

against a previously identified set of five categories, these were: 

• Legal – 

o Must fulfil all legal obligations including establishing the authority to collect, share 

and hold data. 

• Governance – 

o Stated purpose 

o Transparency of activities 

o Accountable governing body 

o Governance must adapt to changes over time 

• Management –  

o There must be well-defined policies and processes for the collection, storage, use 

and disclosure of data 

o Policies and processes must include data protection safeguards which are reviewed 

and updated regularly 

o There must be an ongoing process to identify, assess and manage risks 

• Data user requirements –  

o All data users must complete training before they access data 

o All data users must agree to a data user agreement that acknowledges that data 

use will be monitored and includes consequences for non-compliance 

• Public & stakeholder engagement –  

o There must be early and ongoing engagement with stakeholders including members 

of the public 

o Where there is a reasonable expectation that specific subpopulations or groups 

would have a particular interest in, or would be affected by, an activity of the data 

trust, there must be direct engagement tailored for that subpopulation/group 

Overall, a Data Trust is the most formalised when compared to a data collaborative and a data 

cooperative. 
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5.3.4 Data Aggregation 

Data which is sensitive in isolation may not be so when aggregated and used as part of a wider 

dataset, either for personal or commercial data. As an example, the disclosure of individual medical 

records could be extremely damaging for individual patients, yet the aggregation of health data about 

the causes and effects of disease may have no ability to cause distress to individuals, yet yield great 

benefits. Various approaches have been taken to such aggregation and the MIT Open Algorithms 

(OPAL) approach [147] advocates the following principles for protecting privacy, recognising that 

even a small amount of data could infringe privacy when combined with other sources. Accordingly, 

the principles protect individuals but make good use of the data: 

• Move the algorithm to the data – this refers to processing the data in its original repository, 

rather than amalgamating it with other data and then processing the results. In the NLP 

application, this may refer to extracting insight from NLP techniques applied to local data 

prior to these coded findings being combined, such that the freetext never exists in a central 

location. 

• Data must never leave its repository – this means that copies of the data or extracts from it 

are never taken, instead analysis is performed on it in-situ. 

• Vetted algorithms – experts should vet any algorithms to ensure that they do not disclose 

personal data but that also no bias, unfairness or unforeseen outcomes are created. 

• Default to safe answers – this means preventing the ‘outing’ of any individual contributor by 

providing analysis which cannot indirectly identify the contributor. This would include limiting 

the presentation of data categories with few results. For example, analysing HR survey data 

by location, ethnicity, job role and experience of bullying could identify individual 

respondents if too much granularity is provided. 

• Data is always in an encrypted state – all data at rest must be encrypted, not just the means 

of access to the data. Furthermore, it is also expected that algorithms should be applied 

directly to encrypted data without it being decrypted into plain text prior to analysis. This 

sounds like a challenge to apply in practice. 

• Decentralised data architectures – this refers to techniques such as secret sharing, where 

data is split across several repositories and access to many is required to get to any 

meaningful data. 

It is important to note that Data Aggregation will feature in Data Collaboratives, Cooperatives and 

Trusts. 

5.3.5 Anonymisation 

Anonymisation may be used as part of the data structures previously discussed and may occur in 

other contexts. For coded data it involves the removal of fields which might contain sensitive 

information, for example forenames, surnames and organisation names. For freetext it involves 

removal of the sensitive information whilst leaving the rest of the information behind. Some of the 
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challenges of effective anonymisation are listed below, these include those identified by Sweeney 

[148]: 

• No anonymisation technique, manual or automatic will have 100% accuracy. This will result 

in loss of desired data but perhaps more concerning, some sensitive data will be revealed, 

albeit not frequently. 

• Coded data left in place may contain sensitive data – for example a field intended for 

recording plant model numbers may instead be populated with the organisation name in 

error.  

• ‘Reidentification by linking’ – this is typically where two datasets are combined and linked 

and the fields in one linking with the fields in another can reveal identity. 

• ‘Multiple queries can leak inference’ – this is where a single query would reveal a set of data 

which was not sensitive and a second query would do the same, however running both 

queries could reveal very sensitive information. The example cited is a medical example 

where a query of patients seen by different doctors would not yield particularly sensitive 

information, neither would a list of medications prescribed by each doctor, but combining the 

two would reveal medications taken by a patient which could be highly sensitive. 

The questions with anonymisation therefore is how good a particular approach is and how much risk 

of release is an organisation prepared to tolerate. 

5.3.6 Pseudonymisation 

BS ISO/IEC 19944-1:2020 [149] defines pseudonymised data as:  

“…data for which all identifiers are substituted by aliases for which the alias assignment is such 

that it cannot be reversed by reasonable efforts of anyone other than the party that performed 

them.” 

The aliases described are the likes of serial numbers which will be associated with the 

pseudonymised data and identify connections between records (e.g. all records belonging to the 

same (unknown) individual). However, no personally identifiable data will be included and it will not 

be possible to link the records to an individual (or organisation) without access to the metadata which 

links the sensitive data to the alias (e.g. serial number). This metadata will typically be held separately 

to the pseudonymised data and very securely. This approach provides advantages, for example 

additional data can use the same serial number convention to correctly assign new records to existing 

individuals which would not be possible if the data was fully anonymised. However, this approach is 

vulnerable to the malicious or accidental disclosure of the links between the sensitive and 

desensitised data. As with anonymisation, it is also possible for sufficient apparently non-sensitive 

data to combine in ways which reveal identities. For example, revealing the broad location and 

principal processing technologies in the process industries may well identify an individual 
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organisation. This is particularly the case with fine and specialty chemical manufacture which occurs 

in very limited locations even worldwide. 

5.3.7 Public Reporting 

Another approach is for apparently sensitive data to be made public, either by agreement or by 

legislation. An example is HSE’s Hydrocarbon Release Database (HCR) [150]. Oil and gas 

companies are legally required to report into HSE certain events relating to the unplanned loss of 

hydrocarbons, e.g., oil, gas and similar (e.g. gas condensate). These data are compiled into a 

database which is available for public download and attributes company names to each event. 

Clearly operating companies do not have any choice in being able to do this but at the same time a 

level playing field is created in which no organisation is particularly disadvantaged by deciding to 

share commercial data in the open. 

5.4 Lessons from Process Safety Sharing Initiatives 

Sources of data for process safety were reviewed in section 3.6 including details of the initiatives 

which will not be repeated here. However, some of the key themes identified in relation to barriers 

and enablers of sharing are: 

• Large, bespoke, new data collection initiatives are unlikely to succeed when they place new 

data collection burdens on field staff. 

• Arrangements which can extract insight from freetext at source are likely to be able to 

succeed from a technical perspective because they will not place major new data collection 

burdens on industry and will not require the wholesale transmission of potentially sensitive 

data to third parties. However, this does involve a burden in creating data platforms that can 

support such initiatives. 

• Keeping momentum after initial excitement is very important in order to sustain interest from 

contributors of data. 

• Data aggregation is likely to be a strong way forward, even within niche sectors, such as the 

tank storage association initiative to combine results and present industry-wide KPIs. 

• Legislation may create the environment where data sharing has to happen and doesn’t 

expose any particular operator at a disadvantage. However, the direction of travel within the 

UK has not typically been to create new legislation to achieve this. 

• Databases with a narrow or niche focus could be more likely to be sustained over time, 

whether this is by industry sector (e.g., OREDA in oil & gas) or the nature of the outputs (e.g. 

WEBS focusing exclusively on availability). 

• Some existing initiatives could be argued to be Data Collaboratives. However, it is unclear 

from the literature whether Data Cooperatives or Data Trusts would be helpful in a process 

safety application as there are no known examples of where these relatively new structures 

have been applied in this way. 
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5.5 Literature Review Summary 

It is clear from the literature that there are well established and ongoing concerns about the sharing 

of data across industrial applications. This includes concerns over disclosures of personal data but 

also commercial data, which if revealed can damage organisations significantly. 

There are techniques and models which make data sharing more feasible, although it is likely that 

combinations of these will be necessary given data sharing concerns. For example, whilst 

anonymisation is valuable, and perhaps essential, it is not 100% effective and so would expose 

organisations to risk. Having been exposed to such risk, the obvious next question would be how 

much benefit they would receive in return. They are more likely to look favourably on an initiative if it 

brings direct benefits to their industry and risk reduction measures in addition to anonymisation were 

deployed. This is likely to require some degree of trusted third-party role, such as a Data 

Collaborative, Data Cooperative or Data Trust. However, there is also obvious value in using the 

OPAL approach developed by MIT, and in particular ‘moving the algorithm to the data’ – which is 

likely to become more viable as corporate bodies invest more in analytics capabilities. 

It is important to recognise some of the conflicts inherent in different approaches. Expanding the 

industry breadth for a data sharing initiative may increase interest and make aggregation work well. 

However, this works against the historical experience that many niche initiatives have succeeded 

where broad-brush approaches have failed. 

Given the many uncertainties around the existing position described in the data, an industry survey 

was undertaken as part of this work. The design and methodology of this survey is described in the 

next chapter. 

5.6 Critical Findings 

The most critical findings from the literature review which inform the rest of the body of work are: 

• There are significant concerns about sharing data amongst industry given the potential for 

both personal and commercially confidential data to be released. 

• Sharing freetext, rather than coded or categorised data, is particularly challenging. This is 

because it is not possible to remove fields containing particularly sensitive data as could be 

done with a coded dataset. 

• Methods exist to remove sensitive data from freetext, but these are not 100% accurate and 

can be expensive and time consuming to deploy. 

• There are technical challenges with sharing data between corporate networks. 

• Data sharing models do exist, at the most formal implementation a data trust can be created 

for specific sharing purposes with associated technical and governance arrangements. 

• The open algorithms approach has been successfully used in healthcare to share insights 

which could benefit researchers and therefore ultimately patients. This approach avoids the 
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need to share source data and has a range of protections built in to ensure that individual 

data cannot accidentally be later attributed. This shows potential promise in process safety.  
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Chapter 6 –  Industry Survey 

6.1 Survey Design & Deployment 

6.1.1 Survey Purpose 

Given that the appetite for data sharing and the sort of insights that might be valuable amongst 

process safety and allied professionals had not been established in the literature, it was decided to 

undertake a survey on the following broad themes: 

• What insights they would most value from a process safety dataset. 

• What barriers they would consider existed in the way of sharing process safety datasets. 

• What data sharing models might be preferable to maximise the feasibility of data sharing 

working in practice. 

6.1.2 Survey Platform 

The “Qualtrics” platform (https://www.qualtrics.manchester.ac.uk/) was used for all the survey work 

undertaken. This features a secure website for responses and incorporates multi-factor 

authentication to access the results, although no personal information was requested as part of the 

survey, it was anonymous throughout. 

6.1.3 Ethical Approval 

The proposal to conduct an electronic survey of professionals was subject to the University of 

Manchester Ethics Interactive Decision Tree (version as amended May 2021). This included the 

following inputs: 

• Personal data would not be collected 

• Sensitive or confidential material was not included 

• No vulnerable groups were involved in the survey 

• There was no risk of harmful disclosures 

On this basis the tool confirmed that “ethical approval not required”. However, as a safeguard given 

that some journal papers might be produced via the author’s employer, the Health & Safety Executive 

Ethics Committee was consulted and this entity were content with the nature of the survey and the 

publication of results without further ethical scrutiny. 

6.1.4 Demographic Data 

It was credible that different roles might have different views and therefore information was sought 

on which professional role the respondent belonged to. These included: 

• Operations Management 

https://www.qualtrics.manchester.ac.uk/
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• Engineer 

• Senior Leader 

• Contractor 

• Consultant 

• Academic/research 

• Safety Engineer 

• Safety Practitioner / Manager 

• Other (please specify) - respondents selecting this option would have a freetext entry box 

presented for them to enter their specific role. 

It was possible that respondents from different industry sectors might have different priorities, 

accordingly they were asked to identify against the following: 

• Gas Transmission, Distribution & Storage 

• Oil & Gas Exploration & Production 

• Fine Chemical Manufacture 

• Pharmaceuticals 

• Tank Storage 

• Chemical Waste Disposal 

• Nuclear 

• Oil & Gas - Other 

• Utilities 

• Bulk Chemical Manufacture 

• Other (please specify) – respondents selecting this option would have a freetext entry box 

presented for them to enter their specific sector. 

It was also possible that differing views would be held depending on the nature of the respondent’s 

‘day job’ and therefore they were asked to identify against: 

• Operations (e.g., running and maintaining or overseeing existing plant/processes and 

'business as usual') 

• Projects (e.g., designing, constructing, commissioning new plant or processes or overseeing 

unique work packages) 

• Not sure / not relevant 

6.2 Survey Questions & Techniques 

6.2.1 Forced-choice technique 

Previous research by Lau and Kennedy [151] shows the value in forced-choice questions. If 

respondents are asked to score various features within a survey for importance, there is a risk that 
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they will respond highly to everything, making it difficult to understand priorities. When forced-choice 

questions are used, respondents can only select a limited number of features from a wider list. 

Forced choice questions were used within this survey in relation to two questions, these were: 

• Which three barriers, preventing you from sharing process safety data outside your 

organisation, do you consider to be the most important for us to overcome? 

• The project has identified a number of data-sharing models which have potential to be used 

to address industry concerns around data sharing. Some of the potential enablers are 

described below [please select a maximum of three] 

This technique was used specifically for these questions, since it was considered likely from the 

literature reviews that all barriers to data sharing are likely to be in the minds of respondents, but 

useful survey findings would provide a relative idea of priorities, i.e., those barriers it was most 

important to overcome, given that it is unlikely all barriers could be addressed in totality. Similarly, it 

was also useful to be able to understand which data sharing models were more or less palatable 

when compared to each other, rather than inclusion of them all. 

6.2.2 Likert Scale Responses 

Several of the survey responses were gathered by means of the Likert scale which is typically a 

statement to which respondents can select a response based on a numerical scale of agreement [9]. 

In relation to this survey, just one question used a Likert scale, and this was: 

“Please rank how important you feel the following insights would be to your role in your organisation” 

There were eight aspects which participants were asked to score within this question, and these 

were: 

1. Technical (hardware) causes of loss of containment events or their precursors 

2. Human factors issues contributing to loss of containment events or their precursors 

3. Root (organisational) causes of loss of containment events or their precursors 

4. Ability to compare performance at managing risk within a process sector (e.g. 

pharmaceuticals) 

5. Ability to compare performance at managing risk across the whole process industry sector 

6. Qualitative information to use as part of hazard identification and risk assessment (e.g. 

anonymised descriptions of incident progression) 

7. Quantitative information to use as part of hazard identification and risk assessment (e.g. 

failure frequency data for key plant items) 

8. Ability to create subsets of data, for example restricting insight to particular activities (e.g. 

tank filling) or plant items (e.g. pumps) 
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The Likert scale was provided as a ‘drag and drop’ slider within the Qualtrics platform for ease of 

selection. 

6.2.3 Freetext Responses 

In addition to the two forced-choice questions and the single Likert scale based question, there were 

also several freetext questions which were linked to the quantitative questions. These were: 

1. Are there any other insights you would like to be able to extract from the dataset? 

2. Please identify any other concerns you have about data sharing or any other barriers to data 

sharing which have not been captured above but which you feel are important 

considerations. 

3. Are there any other enablers of data sharing or ideas you may have which aren’t addressed 

above? 

A freetext response was not mandatory for any of these questions. 

6.3 Survey Results 

6.3.1 Introduction 

The survey used a variety of techniques and the ability to extract both quantitative data through the 

structured response options and qualitative insights from the freetext questions. In addition to these 

responses, the Qualtrics platform provides other useful metadata, such as the proportion of 

respondents fully completing the survey and the duration spent on the survey. The results of the 

survey and a discussion of the implications are given below. 

6.3.2 Survey Responses 

100 respondents opened the survey and viewed the contents. However not all that opened the survey 

went on to complete all or part of it. 15 respondents answered none of the questions at all. The 

survey platform reported that 48 respondents completed the survey in full. This leaves 37 

respondents who partially answered questions since question completion was not mandatory to 

progress and respond to other questions. This is shown in Figure 15. Pie charts are avoided 

throughout given their criticism for use in data visualisation [152]. 

Given the presence of partial responders in the data, in the analyses in the following sections, the 

number of respondents to each question has been reported. The reasons for respondents not 

completing are examined in the discussion section. 
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Figure 15 - Nature of Responses (N=100) 

 

The data from the Qualtrics platform was exported as a CSV file and imported in RStudio in which 

all further analysis was performed including construction of graphs using the plotly and ggplot2 

package. The analytics tools within the Qualtrics platform itself were not used. 

6.3.3 Demographics of Respondents 

Respondents were asked to select their role from a predefined list of options which were: 

• Safety Practitioner / Manager 

• Consultant 

• Safety Engineer 

• Engineer 

• Operations Management 

• Academic / Research 

• Senior Leader 

• Contractor 

• Other – please specify 

Those selecting other were able to enter a freetext description of their role. It was clear that several 

respondents who did this should have selected one of the pre-determined categories, therefore these 

were converted to a pre-selection during analysis. For example, “Health and safety officer” and 

similar was changed to ‘Safety Practitioner / Manager’. The resulting analysis is shown in Figure 16. 
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Figure 16 - Survey Respondent Roles (N=78) 

As well as being asked about their roles, respondents were also asked about the nature of the 

industry sector in which they worked. Again, there were a number of pre-determined responses as 

follows: 

• Bulk Chemical Manufacture 

• Chemical Waste Disposal 

• Fine Chemical Manufacture 

• Gas Transmission, Distribution & Storage  

• Nuclear 

• Oil & Gas – Other 

• Oil & Gas Exploration & Production 

• Pharmaceuticals 

• Tank Storage 

• Utilities 

• Other - please specify  

As with previous options, those selecting ‘other-please specify’ were prompted to enter freetext 

responses. 
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Figure 17 - Sector Breakdown (N=71) 

 

Respondents were then asked where they directed most of their focus during their work. The full 

selections available were: 

• Operations (e.g. running and maintaining or overseeing existing plant/processes and 

'business as usual') 

• Projects (e.g. designing, constructing, commissioning new plant or processes or overseeing 

unique work packages) 

• Not sure / not relevant 

The results are shown in Figure 18. It is important to note that the number of ‘not sure / relevant’ 

answers was as high as the ‘projects’ selection, so caution needs to be exercised in placing undue 

emphasis on the answers to this question. 
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Figure 18 - Operations or Project Focus (N=71) 

 

6.3.4 Insight Requirements 

Respondents were asked to score how valuable specific insights would be to their role in their 

organisation. The scoring system was a Likert scale running from 0 – 10. Each insight was scored 

independently and there were no forced-choice methods used, hence it would be possible to rate 

everything as a priority. It was not mandatory to score each element prior to moving forward in the 

survey, hence the number of responses varied between 50 and 52 respondents. The full text of the 

options was: 

• Root (organisational) causes of loss of containment events or their precursors 

• Human factors issues contributing to loss of containment events or their precursors  

• Qualitative information to use as part of hazard identification and risk assessment (e.g., 

anonymised descriptions of incident progression) 

• Technical (hardware) causes of loss of containment events or their precursors 

• Quantitative information to use as part of hazard identification and risk assessment (e.g. 

failure frequency data for key plant items) 

• Ability to create subsets of data, for example restricting insight to particular activities (e.g. 

tank filling) or plant items (e.g. pumps) 

• Ability to compare performance at managing risk across the whole process industry sector 

• Ability to compare performance at managing risk within a process sector (e.g. 

pharmaceuticals) 
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Figure 19 - Insight Importance (N<52) 

As well as the responses above, there were 18 freetext responses recorded to the Freetext 

responses to the question “Are there any other insights you would like to be able to extract from the 

dataset?” These responses are provided in full in Appendix A. However, some key additional insights 

sought by respondents which have been extracted from the freetext are: 

• Role of person(s) involved – e.g., contractor or staff. 

• Time of day when incident occurred. 

• Age of the asset involved. 

• Geographical region. 

• Presence of excessive workload / fatigue. 

• Frequency of incidents where prior lessons learned were not applied. 

• Experience/competence of those involved. 

• Cultural aspects. 

• Trending and use of this to make predictions to support decision making. 

• Ability to create league table of COMAH sites. 

• Data establishing a link between cost-cutting and process safety outcomes. 

Other observations made which did not align with specific insights respondents wanted but are 

interesting statements were: 
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• There is a problem with underinvestment in assets, processes and staff due to cost-cutting 

• Data sources which could be utilised for generation of insight include: 

o Integrity Operating Windows (IOWs). 

o Distributed Control System (DCS), especially alarm management. 

o Permit to Work (PTW). 

o Management of Change (MOC). 

o Incident Investigations. 

• There are flaws in process design given uncertainties around process input flows. 

• Human performance is not given sufficient priority. 

6.3.5 Barriers to Data Sharing 

This part of the survey deployed the forced-choice methodology previously described. Respondents 

were asked “Which three barriers, preventing you from sharing process safety data outside your 

organisation, do you consider to be the most important for us to overcome? Please choose a 

maximum of three barriers from the list below (feel free to identify others in the comments box 

below)”. 

Respondents were able to select a maximum of three barriers from the following list, although there 

was no significance to the order in which they were selected: 

• Risk of the accidental release of information containing personal data about individuals (e.g. 

staff, managers, contractors) 

• Risk of the release of information to regulator(s) which could lead to increased scrutiny or 

potential enforcement action 

• Concerns about the administrative burden of having to share data to a third party 

• Risk of the release of information from one organisation but which could reflect negatively 

on the wider industry sector 

• Risk of loss of large quantities of raw data, e.g., as a result of a cybersecurity failure 

• Risk of the accidental release of information which could damage the public reputation of the 

organisation which it relates to 

• Risk of the potential to accidentally release commercially confidential information 

• Concerns about national security considerations 

55 respondents answered this question. Most chose three barriers (the maximum), with one 

respondent selecting only two barriers and 10 respondents selecting only one. The number of 

selections for each option was simply counted, without any significance being attached to those 

respondents selecting fewer than the maximum. 
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Figure 20 - Barriers of Data Sharing (N<55) 

15 respondents provided freetext responses. These are shown verbatim in Appendix A. The key 

themes which emerged from these were: 

• A small number of respondents (N=2) had problems with the ranking, either because they 

felt the question was not relevant to their role or had no problem at all with data sharing 

issues. The single selections made by these respondents are still included in Figure 20 but 

will not affect the key findings displayed. 

• Comments echoed the first choice ranking of “Reputational Damage” and explained the very 

significant impact of this within industry. 

• Data quality issues associated with trying to extract insight from different datasets without 

standardisation.  

• Legal constraints discourage or prohibit the sharing of data, including impacts of sharing with 

regulators. 

6.3.6 Enablers of Data Sharing 

51 respondents answered this question which was another forced-choice question about enablers of 

data sharing. Respondents were asked a detailed question which is reproduced below:  

“The project has identified a number of data-sharing models which have potential to be used to 

address industry concerns around data sharing. Some of the potential enablers are described 

below: 
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Option A - Data anonymisation - this would use tools to automatically remove personal data such 

as names of people/staff, names of companies and locations from free text prior to it being shared. 

These techniques are very effective but they are not 100% reliable. 

Option B  - Data codification - this would extract key features from the freetext, such as quantity of 

substance lost, and generic plant names such as pumps and valves. It would only be this codified 

data which would be transmitted and stored. The sensitive free text would not be transmitted. The 

disadvantages of this approach is that it would require software to be installed on company 

networks instead of simply uploading all freetext data to an online repository. It would also then be 

impossible for end users to search for features of interest which weren't part of the extraction 

scheme. 

Option C - Trade body - representing an industry sector being used as a trusted third party for the 

repository of the freetext data with legal agreements in place to manage access to anonymised 

insights. 

Option D - A University or academic body being used as a trusted third party for the repository of 

the freetext data with legal agreements in place to manage access to anonymised insight. 

Option E - Non profit data trust - an entity being created specifically as a trusted third party for the 

repository of the data with legal agreements in place to manage access to anonymised insight. This 

could be a separate limited company with governance arrangements put in place to ensure 

security. 

Option F – Trusted friends - limiting access to a large dataset to a small number of preagreed and 

vetted organisations within one sector. This would enable sharing of data within a defined sector 

and reduce the risks of data and findings being released into the public domain. However it would 

still potentially provide conflicts between competitors in the same sector which would need to be 

carefully managed. 

Option G – Data aggregation - combining data across traditional sector boundaries, such as 

combining nuclear sector data with that of pharmaceuticals but not providing a way to subset the 

data by sector. This would prevent reputational damage to one sector, but would prevent analysis 

of trends specific to the unique circumstances and hazards in individual sectors. It would also be 

necessary to ensure that features of the data could not accidentally reveal which sector the data 

came from. It is of course possible that a combination of approaches could be used. We would like 

to understand which options are more favourable. Please therefore select a maximum of three 

enablers from the list below which would best enable you to share data outside your organisation 

more confidently.” 
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Figure 21 - Preferred Data Sharing Options (N<57) 

The respondents were also asked: 

“Are there any other enablers of data sharing or ideas you may have which aren’t addressed above?” 

Five respondents answered this question, and the verbatim results are shown in Appendix A, the key 

themes emerging were: 

• The technology platform on which any data solution was hosted would need to be scalable, 

i.e. future proofed. 

• Well known consultancy companies could be a vehicle for aggregating data, on the other 

hand consultancies may not always have access to detailed client data. 

• Means should be in place to ensure that a regulator can’t take action based on the data 

shared.  

• Aggregating data may be challenging due to data quality issues, for example incident dates. 

• Data administration burdens may be significant. 

• Historical asset data for now obsolete assets could be released. 

• Use of close networks of ‘respected experts’ to curate the data.  

One quote in particular stands out from the responses: 

“Trust in any outside body is declining rapidly, data releases are becoming too common.” 
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6.3.7 Survey Discussion & Conclusions 

The survey had a reasonable number of responses, although there was a significant proportion of 

respondents who did not complete the survey in full. The geometric mean duration across all 

respondents was 3.5 minutes but the arithmetic mean was 1 hour and 20 minutes. This demonstrates 

that some respondents spent relatively little time whereas some people spent a considerable 

duration, although it is possible, that they had a live connection to the survey whilst doing other 

things. With the benefit of hindsight, it may have been better to run a smaller, more concise survey 

electronically and use focus groups or interviews to determine the detailed answers. 

The respondents were from a good range of professional backgrounds, although safety practitioners 

were a significant majority. Similarly, the industries represented in the survey were diverse, although 

gas transmission and distribution were heavily represented. Despite this, for a number of responses 

there was a clear overall preference provided, perhaps suggestive of views which cross-cut roles 

and industry sectors. 

In relation to the nature of the insight which respondents would like to extract from freetext, the two 

dominant features are ‘root causes’ and ‘human factors’ issues, this is perhaps not surprising given 

the importance of these within modern ‘thinking’ on safety issues. Perhaps surprisingly though, the 

use of data to benchmark and compare across industries seems relatively unimportant. There was 

relative ambivalence between the desire to extract qualitative and quantitative data, it is possible that 

this might be a role dependent view across wider industry, for example those conducting more 

complex risk assessments such as QRA might have a greater preference for quantitative data. This 

could not be determined from the survey as no questions on types of activity was sought or provided.  

Turning to the barriers to data sharing, there were a number of clear findings. Firstly it is clear that 

the possibility of reputational damage to the organisation is a major consideration, which is not 

surprising and is reinforced by the freetext comments around the impacts of release of commercial 

and personal information. It is interesting that there is very little difference between the scores for 

personal data and commercial data infringement. This has implications for potential solutions, since 

techniques such as anonymisation tend to focus on the redaction of personal information, but may 

not be effective at removing commercial information. This is particularly the case with specialty 

installations where there may be a single installation doing a particular kind of process worldwide 

and disclosure of the process type may reveal the organisation even if explicit references to it are 

successfully redacted. 

The barrier ‘scrutiny of regulators”, whilst not in the top three barriers was still significant in terms of 

scoring. Again, this is backed up by the freetext comments, with many respondents stating that this 

is an issue and suggesting means to ameliorate it. Several respondents sought legally binding 

assurances that the information could not be used for regulatory purposes. Such an approach would 

require a change in the law, which seems unlikely, which suggests that data sharing initiatives which 

are managed by third parties and do not contain organisational details are much more likely to be 
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effective than those instigated and run by regulators. The barrier ‘administrative burden’ was 

relatively low in the scoring which is helpful, since this suggests that some of the ‘open algorithms’ 

approaches previously discussed might be viable in spite of the time and inconvenience of setting 

up analytics behind company firewalls. 

The enablers of data sharing again provided a fairly clear picture. The clear leader in this was data 

anonymisation, in spite of the disadvantages and lack of 100% accuracy with automated means. It 

therefore seems clear that only two approaches to data sharing are likely to be successful: 

• Reliable automatic redaction of freetext prior to it leaving an organisation’s network. 

• Extraction of insight by ‘moving the algorithm to the data’ and exporting coded insight which 

has no possibility of exporting sensitive information. 

This approach is also supported by the popularity of the ‘data codification’ option which effectively 

mirrors the ‘open algorithms’ principles. 

While technical measures around what is shared are most important, respondents also expressed a 

clear preference around who would be responsible for maintaining any repository. Interestingly it 

appears that trade bodies would be most popular, followed by data trusts and then universities. Many 

of the current data sharing initiatives are indeed run by trade bodies, for example the work led by the 

Tank Storage Association (TSA) to share process safety metrics. However data trust and trade body 

options are not mutually exclusive, it would be possible to set up a data trust with trustees from a 

number of trade bodies for example.  

Finally, data aggregation, whilst not a very popular choice nevertheless had good support. Such an 

approach would tend to require cooperation across industry sectors which may involve a trade-off 

between trade body involvement in a narrow field and wider collaboration. 

Overall the survey produced some useful trends which are triangulated with other findings within  

Chapter 9 – Discussion and Recommendations. 
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Chapter 7 –  Subject Matter Expert (SME) Trials 

7.1 Overview 

Automated techniques to extract process safety insight are likely to be successful only if human 

analysts are themselves capable of reliably extracting insight from freetext. Indeed, the accuracy of 

many machine learning techniques such as getting artificial neural networks to make predictions is 

often assessed by reference to ‘correct’ answers developed by humans as part of a training dataset. 

It was therefore felt valuable to assess the ability of human Subject Matter Experts (SMEs) to extract 

process safety insight from freetext and their level of agreement with each other. 

Potential flaws which were considered as important to test included: 

• Sufficient information might not exist or be presented in such as way as to make insight 

extraction challenging for an analyst with access only to a freetext description of an event. 

This would be particularly difficult if they had no personal involvement in investigating an 

event and if other data (e.g. other accounts of an incident) was not available. 

• Different analysts might readily extract insight from freetext, yet their answers could 

significantly disagree. 

• The experience levels of different analysts may result in different insight categories being 

extracted. 

• There may be inherent ambiguity between categories or interpretation of which category to 

assign each document to. 

• Tacit knowledge may differ between analysts and affect their ability to infer findings from 

incomplete information presented in the texts. 

• The quality of any taxonomy used, including any guidance to assist selection might be 

important. 

7.2 Study Design 

7.2.1 Case Studies Selected 

Ten case studies were selected from the COIN database described earlier and personal and 

commercial information was removed manually prior to it being provided to the analysts. These case 

studies covered a range of events and incidents and were: 

1. Explosion within stripper overhead vessel used to remove sour gas. 

2. Drum rupture following runaway reaction after water addition. 

3. Aviation fuel spill during rail tanker filling. 

4. Bulk ethanol spill from passing ball valve. 

5. Loss of containment of ethanol from broken sight glass. 

6. Offgassing of phosphorous oxychloride from old storage drum. 



 

123 

 

7. Loss of solvent from failed filter housing. 

8. Small gas release detected by FLIR camera under insulation. 

9. Loss of unburned coke oven gas at a steelworks. 

10. Unintended reaction between plant item when duty of the plant was changed to nitric acid. 

The analysts were only provided with the freetext downloaded from one COIN document and were 

not permitted to interrogate COIN to find other documentation or site information. The sites were not 

identified within the freetext so that any prior knowledge of the analyst could not contaminate the 

findings. 

7.2.2 Analyst Details 

Two analysts were selected in order to take part. Both were process safety specialists with 

qualifications in Chemical Engineering and experience of applying process safety methods since 

graduating. The first analyst had approximately double the length of experience of the second 

analyst. 

Neither analyst was permitted to speak to the other analyst prior to undertaking their work. However 

on conclusion of the work, a meeting was held between the author and the two analysts at which 

detailed feedback could be obtained from both of them. 

7.2.3 Approach 

Each analyst was provided with a written taxonomy and an associated Microsoft Excel spreadsheet 

which featured drop down boxes for their responses. Each analyst performed their analysis alone 

and without guidance and then submitted the results to the author by e-mail. The insights each 

analyst was asked to extract were: 

1. Hazard statement based on the GHS categories, e.g. (H226 – Flammable liquid and vapour). 

2. Mass/volume quantity and units (if relevant). 

3. Initiating event. 

4. Enabling event. 

5. Deviation. 

6. Prevention barrier effectiveness. 

7. Mitigation barrier effectiveness. 

8. Loss event. 

9. Impacts. 

The full taxonomy used as part of this exercise is shown in Appendix B – SME Trials Taxonomy. 
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7.3 Trial Results 

7.3.1 Overview 

The two analysts performed their work diligently across the ten cases studies and 9 insights 

described previously. The subject matter experts (SMEs) each compiled a spreadsheet of results 

independently of each other and without consultation with each other or any third party. Both SMEs 

then met with the author in order to explain any differences in scoring. 

In the following sections, the responses of each analyst are tabulated and a colour coding scheme 

is used to signal agreement or otherwise. Answers which exactly correlate are marked green. 

Answers which are different but indicate similar choices are coded amber and answers which are 

fundamentally different are coded red. Red was also used to code those answers where one analyst 

identified no feature present and the other analyst identified a feature or a generic, feature not 

otherwise classified. For example: 

• Analyst 1 selecting “IE4 - Valve seal/body failure” and Analyst 2 selecting “IENA - None 

identified” would be marked red as there was a fundamental disagreement as to whether the 

text described any initiating event at all. 

• Analyst 1 selecting “IE4 - Valve seal/body failure” and Analyst 2 selecting “IEOT - Another 

initiating event not otherwise classified” would be marked amber since there was agreement 

that an initiating event was present and it was credible that Analyst 2 might create a similar 

initiating event to Analyst 1 but was not satisfied with perfect alignment with the pre-

determined selection.  

After each feature table any comments relevant which emerged in discussion are described briefly. 

Any generic comments are also summarised later.  

7.3.2 Hazard Information 

The first codification requested was for each analyst to identify the hazard associated with the 

substance described in the freetext. The results are shown in Table 11. 

Case Study Analyst 1 Response Analyst 2 Response Agree 

1 – Explosion within 

stripper overhead 

vessel used to 

remove sour gas 

No health hazard; H226 – 

Flammable liquid and vapour; 

No environmental hazard 

No health hazard; H225 - 

Highly flammable liquid and 

vapour; No environmental 

hazard 
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Case Study Analyst 1 Response Analyst 2 Response Agree 

2 – Drum rupture 

following runaway 

reaction after water 

addition 

No health hazard; H203 - 

Explosive; fire, blast or 

projection hazard; No 

environmental hazard 

No health hazard; no physical 

hazard; no environmental 

hazard 

 

3 – Aviation fuel spill 

during rail tanker 

filling 

No health hazard; H226 – 

Flammable liquid and vapour; 

No environmental hazard 

H304 – fatal if swallowed and 

enters airways; no physical 

hazard; no environmental 

hazard 

 

4 – Bulk ethanol spill 

from passing ball 

valve 

No health hazard; H225 – 

highly flammable liquid and 

vapour; no environmental 

hazard 

No health hazard; H225 – 

highly flammable liquid and 

vapour; no environmental 

hazard 

 

5 – Loss of 

containment of 

ethanol from broken 

sight glass 

No health hazard; H226 – 

flammable liquid and vapour; 

no environmental hazard 

No health hazard; H225 – 

highly flammable liquid and 

vapour; no environmental 

hazard 

 

6 – Offgassing of 

phosphorous 

oxychloride from old 

storage drum 

H331 – Toxic if inhaled; no 

physical hazard; no 

environmental hazard 

H302 – Harmful if swallowed; 

no physical hazard; no 

environmental hazard 

 

7 – Loss of solvent 

from failed filter 

housing 

H301 - Toxic if swallowed; 

H241 - Heating may cause a 

fire or explosion; no 

environmental hazard 

H319 - Causes serious 

eye irritation  H225 - 

Highly flammable liquid and 

vapour; No environmental 

hazard determined 

 

8 – Small gas release 

detected by FLIR 

camera under 

insulation 

No health hazard; no physical 

hazard; no environmental 

hazard determined 

No health hazard; no 

physical hazard; no 

environmental hazard 

determined 

 

9 – Loss of unburned 

coke oven gas at a 

steelworks 

Unable to classify H331 - Toxic if inhaled; H220 

- Extremely flammable gas; 

H400 - Very toxic to aquatic 

life 
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Case Study Analyst 1 Response Analyst 2 Response Agree 

10 – Unintended 

reaction between 

plant item when duty 

of the plant was 

changed to nitric acid 

Unable to classify H314 - Causes severe skin 

burns and eye damage; no 

physical hazard; no 

environmental hazard 

 

 

Table 11 - Analyst Comparison - Hazard Information 

Surprisingly, there was relatively poor agreement between analysts on what might appear to be 

factual information within the text. However, once the details are considered it is likely to be issues 

with the coding scheme used rather than the inherent difficulty in experienced analysts extracting 

this information. The key issues which arose were: 

• For the first study, one analyst identified the substance (naphtha) as being flammable, 

whereas the other as highly flammable. Naphtha is normally highly flammable, but it does 

exist in different mixtures which have components of differing levels of flammability. In this 

case the naptha was well above room temperature and presented both a fire and explosion 

hazard. 

• For the second study, the event was a reaction involving acidic solution being added to 

ethylene oxide with overpressure results although the exact chemistry was unknown. One 

analyst therefore associated the physical hazard statement as fire, blast or ignition hazard 

whereas the other analyst argued that the hazard could not be identified due to the unknown 

chemistry. 

• For the third study the substance involved was kerosene (used for jet fuel) which in this 

context (large spill) presented a flammable hazard. However, the other analyst identified 

(correctly) another hazard phrase associated with this substance (ingestion). 

• For the other case studies there were minor disagreements with the exception of the 

allocation of a solvent, the coke oven gas incident where one analyst was unsure whether 

the exact mixture released could be identified. For the final case study the second analyst 

did not identify the hazards since the issue was material incompatibility which had led to the 

release. 

Overall, there was surprising divergence between the views of the analysts, however this highlighted 

an important learning point. The incident progression model assumes that hazards exist as 

feedstocks at rest and then are released in a loss of containment event. It also assumes that the 

hazards are at all times known. In reality, dangerous substances get created by process upsets or 

plant design problems (e.g. incompatible materials) and it is not always possible to identify with 

certainty which substances are present. It is also the case that the hazard codes assume standard 

temperature and pressure, when in reality process conditions could significantly change the potential 

outcome of the hazard, e.g., temperature, pressure, aerosolisation etc. Finally, where there were 
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minor disagreements, it is possible that the analysts used tacit knowledge to assume the cutoff 

between highly flammable and flammable etc. The automation of this process, assuming that the 

substances can be identified could actually improve consistency.  

7.3.3 Mass / Volume Identification 

The analysts were then asked to identify the quantity of materials lost by reading the freetext. The 

results are shown in Table 12. 

Case Study Analyst 1 Response Analyst 2 Response Agree 

1 – Explosion within 

stripper overhead 

vessel used to 

remove sour gas 

13.73 tonnes 13.73 tonnes  

2 – Drum rupture 

following runaway 

reaction after water 

addition 

Not identified Not identified  

3 – Aviation fuel spill 

during rail tanker 

filling 

1405 litres 1405 litres  

4 – Bulk ethanol spill 

from passing ball 

valve 

962 litres 962 litres  

5 – Loss of 

containment of 

ethanol from broken 

sight glass 

1870 litres 1870 litres  

6 – Offgassing of 

phosphorous 

oxychloride from old 

storage drum 

Not identified Not identified  

7 – Loss of solvent 

from failed filter 

housing 

900 litres 900 litres  
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Case Study Analyst 1 Response Analyst 2 Response Agree 

8 – Small gas release 

detected by FLIR 

camera under 

insulation 

‘wisp’ Not identified  

9 – Loss of unburned 

coke oven gas at a 

steelworks 

2 tonnes 2 tonnes  

10 – Unintended 

reaction between 

plant item when duty 

of the plant was 

changed to nitric acid 

160 litres 160 litres  

 

Table 12 - Analyst Comparison - Mass / Volume 

The results here were highly consistent. The only slight disagreement was case study 8 where the 

text described the release of a ‘wisp’ of gas. This was coded as such by one analyst whereas the 

other analyst took the view that it was not possible to identify a quantity. The only implication of this 

is that there may be qualitative terms used in freetext which give an idea of the size of a release 

without putting a numeric value on it. 

7.3.4 Initiating Event 

The analysts were asked to extract the initiating event from each piece of freetext and the results are 

shown in Table 13. 

Case Study Analyst 1 Response Analyst 2 Response Agree 

1 – Explosion within 

stripper overhead 

vessel used to 

remove sour gas 

IEOT - Another initiating event 

not otherwise classified 

IEOT - Another initiating 

event not otherwise classified 

 

 

2 – Drum rupture 

following runaway 

reaction after water 

addition 

IEOT - Another initiating event 

not otherwise classified 

 

IEOT - Another initiating 

event not otherwise classified 

 

 



 

129 

 

Case Study Analyst 1 Response Analyst 2 Response Agree 

3 – Aviation fuel spill 

during rail tanker 

filling 

IE10 - Tank gauging system 

failed 

IE32 - Basic Process Control 

System Failure – Logic 

Solver 

 

4 – Bulk ethanol spill 

from passing ball 

valve 

IE4 - Valve seal/body failure IENA - None identified 

 

 

5 – Loss of 

containment of 

ethanol from broken 

sight glass 

IE5 - Flange seal failure IE9 - Mechanical impact 

damage to plant item 

 

6 – Offgassing of 

phosphorous 

oxychloride from old 

storage drum 

IE37 - Pump running when not 

intended 

IEOT - Another initiating 

event not otherwise classified 

 

 

7 – Loss of solvent 

from failed filter 

housing 

IE5 - Flange seal failure IEOT - Another initiating 

event not otherwise classified 

 

8 – Small gas release 

detected by FLIR 

camera under 

insulation 

IE25 - Pipework corrosion 

under insulation 

 

IE25 - Pipework corrosion 

under insulation 

 

9 – Loss of unburned 

coke oven gas at a 

steelworks 

IEOT - Another initiating event 

not otherwise classified 

IEOT - Another initiating 

event not otherwise classified 

 

10 – Unintended 

reaction between 

plant item when duty 

of the plant was 

changed to nitric acid 

IE25 - Pipework corrosion 

under insulation 

IEOT - Another initiating 

event not otherwise classified 

 

 

Table 13 - Analyst Comparison – Initiating Event 

In general, there was reasonable agreement, although in case study 4 the second analyst did not 

identify any initiating event. However, they commented in attached notes that they were unsure as 
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to whether the taxonomy required the initiating event to be the first event happening chronologically 

or the main cause of the ultimate event. It was also noted that the taxonomy had initiating events 

which were very similar, particularly with case studies 5 and 6. 

7.3.5 Enabling Event 

Enabling events are typically the activity being undertaken at the time of the incident. The output 

from the analysts’ work is shown in Table 14. 

Case Study Analyst 1 Response Analyst 2 Response Agree 

1 – Explosion within 

stripper overhead 

vessel used to 

remove sour gas 

EEOT - Another enabling 

event not otherwise classified 

EE14 - Plant/equipment 

maintenance activities 

 

2 – Drum rupture 

following runaway 

reaction after water 

addition 

EE3 - Tank/vessel/IBC filling EE3 - Tank/vessel/IBC filling  

3 – Aviation fuel spill 

during rail tanker 

filling 

EE3 - Tank/vessel/IBC filling EEOT - Another enabling 

event not otherwise classified 

[Road vehicle loading] 

 

4 – Bulk ethanol spill 

from passing ball 

valve 

EENO - No enabling event 

occurring 

EEOT - Another enabling 

event not otherwise classified 

[Commissioning] 
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5 – Loss of 

containment of 

ethanol from broken 

sight glass 

EENO - No enabling event 

occurring 

EEOT - Another enabling 

event not otherwise classified 

[Transfer of Fluid] 

 

6 – Offgassing of 

phosphorous 

oxychloride from old 

storage drum 

EE3 - Tank/vessel/IBC filling EE3 - Tank/vessel/IBC filling  

7 – Loss of solvent 

from failed filter 

housing 

EE16 - Reactor being charged 

with batch ingredients 

EE5 – Purging/inerting  

8 – Small gas release 

detected by FLIR 

camera under 

insulation 

EE12 - Plant/equipment 

inspection activities 

EE12 - Plant/equipment 

inspection activities  

 

9 – Loss of unburned 

coke oven gas at a 

steelworks 

EE7 - Decreasing pressure EENO - No enabling event 

occurring 

[Normal operation] 

 

10 – Unintended 

reaction between 

plant item when duty 

of the plant was 

changed to nitric acid 

EE3 - Tank/vessel/IBC filling EE2 - Road vehicle 

unloading into fixed plant 

 

 

Table 14 - Analyst Comparison – Enabling Event 

Again, there was not perfect alignment, although from the comments added to the coding 

spreadsheet it is apparent as to why many of the differences arose. The most significant issue was 

identifying whether there was an enabling event for ‘normal’ or continuous operation, since there was 

not a specific activity which commenced to initiate the incident sequence. There were also issues 

around definitions again, for example in case study 7, the reactor had been charged with ingredients, 

but the solvent was being used as a ‘wash’ between steps, so arguably this was ‘purging’ lines of 

other ingredients. 
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7.3.6 Deviation 

Deviations are typically identified as part of the HAZOP process in order to consider causes, 

consequences and most importantly, safeguards. However, it was felt important to extract these from 

freetext given that this would provide valuable insight around the progression of the different 

deviations and overall how best to prevent them. The results from this exercise are shown in Table 

15. 

Case Study Analyst 1 Response Analyst 2 Response Agree 

1 – Explosion within 

stripper overhead 

vessel used to 

remove sour gas 

DV1 - MORE PRESSURE DV1 - MORE PRESSURE 

 

 

2 – Drum rupture 

following runaway 

reaction after water 

addition 

DV19 - MORE REACTION DV1 - MORE PRESSURE  

3 – Aviation fuel spill 

during rail tanker 

filling 

DV5 - HIGH FLOW DV17 - MORE LEVEL  

4 – Bulk ethanol spill 

from passing ball 

valve 

DV9 - OTHER THAN FLOW DVNA – NONE IDENTIFIED  

5 – Loss of 

containment of 

ethanol from broken 

sight glass 

DV10 - AS WELL AS FLOW 

 

DVNO – NO DEVIATION 

OCCURED  

 

6 – Offgassing of 

phosphorous 

oxychloride from old 

storage drum 

DV10 - AS WELL AS FLOW 

 

DV12 - AS WELL AS 

COMPOSITION 

 

 

7 – Loss of solvent 

from failed filter 

housing 

DV10 - AS WELL AS FLOW 

 

DVNA – NONE IDENTIFIED 
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Case Study Analyst 1 Response Analyst 2 Response Agree 

8 – Small gas release 

detected by FLIR 

camera under 

insulation 

DV9 - OTHER THAN FLOW 

 

DVOT – ANOTHER 

DEVIATION NOT 

OTHERWISE CLASSIFIED 

 

9 – Loss of unburned 

coke oven gas at a 

steelworks 

DVNO – NO DEVIATION 

OCCURED 

DVNO – NO DEVIATION 

OCCURED  

 

10 – Unintended 

reaction between 

plant item when duty 

of the plant was 

changed to nitric acid 

DV9 - OTHER THAN FLOW DVNO – NO DEVIATION 

OCCURED 

 

 

Table 15 - Analyst Comparison – Deviation 

As with previous aspects, the main theme emerging from this experiment was the inability for the 

analysts to choose more than one option. Within a HAZOP study, typically only one deviation will be 

considered at once, however in this application it is clear that multiple deviations do occur during the 

progression of a single incident. A good example is case study 3, where the continued pumping 

(‘High Flow’) resulted in an overfill (‘More Level’). 

There are also issues with the basic integrity of plant compared with process upsets. In a HAZOP 

study it is usually assumed that the basic integrity of plant is assured and that it is deviations from 

design intent which cause a problem. This may have been the reason that for case study 4 no 

deviation was identified by analyst 2 since this example involved a fractured sightglass which may 

well have been fractured prior to pumping commencing. Again it would be important to clarify in any 

taxonomy that unlike the approach taken in many HAZOPs, any threat to containment should be 

considered. Similar arguments apply in case study 10 where the basic process design was unsuitable 

for the new duty. 

7.3.7 Prevention Barrier Effectiveness 

Prevention barriers are those which prevent a loss event from occurring in the first place, rather than 

simply mitigating its effects. The results from this exercise are shown in Table 16. 
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Case Study Analyst 1 Response Analyst 2 Response Agree 

1 – Explosion within 

stripper overhead 

vessel used to 

remove sour gas 

PBNA - None identified PBNA - None identified  

2 – Drum rupture 

following runaway 

reaction after water 

addition 

PBNO - No prevention barrier 

present 

PB4F - Operating procedure 

– major departures in 

practice or poorly effective at 

controlling risk 

 

3 – Aviation fuel spill 

during rail tanker 

filling 

PB4F - Operating procedure – 

major departures in practice or 

poorly effective at controlling 

risk 

PB3F - Pressure trip – failed 

to operate 

 

4 – Bulk ethanol spill 

from passing ball 

valve 

PBNA - None identified 

 

PB4P - Operating procedure 

– not fully followed and/or 

partially effective at 

controlling risk 

 

5 – Loss of 

containment of 

ethanol from broken 

sight glass 

PB5P - High level alarm / trip 

– partially effective 

PBNO - No prevention 

barrier present 

 

6 – Offgassing of 

phosphorous 

oxychloride from old 

storage drum 

PBNO - No prevention barrier 

present 

PB4P - Operating procedure 

– not fully followed and/or 

partially effective at 

controlling risk 

 

7 – Loss of solvent 

from failed filter 

housing 

PBOT - Another prevention 

barrier not otherwise classified 

PBNA - None identified  

8 – Small gas release 

detected by FLIR 

camera under 

insulation 

PBNO - No prevention barrier 

present 

PBNA - None identified  
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Case Study Analyst 1 Response Analyst 2 Response Agree 

9 – Loss of unburned 

coke oven gas at a 

steelworks 

PB1P - Pressure relief valve to 

safe location – Partially 

operated 

PB1C - Pressure relief valve 

to safe location – operated 

correctly 

 

10 – Unintended 

reaction between 

plant item when duty 

of the plant was 

changed to nitric acid 

PBNO - No prevention barrier 

present 

PBNO - No prevention 

barrier present 

 

 

Table 16 - Analyst Comparison – Prevention Barrier Effectiveness 

This category caused the most disagreement between analysts. A common feature, as with other 

categories was that the ability to select only one option coerced each analyst to select between 

features. Case study three was a good example of this since there were both failures of operating 

procedure (ullage calculated incorrectly) and the hardware failure (pressure trip). Given that multiple 

layers of protection are typically present, this category more than any other clearly needs more 

options available. Turning to some of the more specific examples, within case study 2 it was clear 

that there was poor practice in relation to the assessment and control of waste disposal. It could 

therefore be argued there were no prevention barriers in place and that is what resulted in the 

addition of the acidic water. On the other hand, the company did have some procedural measures in 

place although these were not documented. The taxonomy needs to give guidance as to what to 

record in such cases given that such circumstances are likely not to be rare. Case study 5 gives 

another example around the importance of definitions. No prevention barrier acted to prevent the 

large loss of containment event. However, the level monitoring in the bund did detect the release and 

shut down the transfer, limiting the volume of liquid released, arguably as a mitigation barrier. 

7.3.8 Mitigation Barrier Effectiveness 

Having examined prevention barriers, the exercise then turned to an assessment of mitigation 

barriers present, here there was greater alignment as shown in Table 17. 

Case Study Analyst 1 Response Analyst 2 Response Agree 

1 – Explosion within 

stripper overhead 

vessel used to 

remove sour gas 

MB2P - Lost substance 

entered site tertiary 

containment – partially 

contained 

MB2C - Lost substance 

entered site tertiary 

containment – fully contained 
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Case Study Analyst 1 Response Analyst 2 Response Agree 

2 – Drum rupture 

following runaway 

reaction after water 

addition 

MBNO - No mitigation barrier 

present 

MBNO - No mitigation barrier 

present 

 

3 – Aviation fuel spill 

during rail tanker 

filling 

MB2C - Lost substance 

entered site tertiary 

containment – fully contained 

MB1C - Lost substance 

entered bunded location - 

Fully contained 

 

4 – Bulk ethanol spill 

from passing ball 

valve 

MB2C - Lost substance 

entered site tertiary 

containment – fully contained 

MB2C - Lost substance 

entered site tertiary 

containment – fully contained 

 

5 – Loss of 

containment of 

ethanol from broken 

sight glass 

MB2P - Lost substance 

entered site tertiary 

containment – partially 

contained 

MB1C - Lost substance 

entered bunded location - 

Fully contained 

 

6 – Offgassing of 

phosphorous 

oxychloride from old 

storage drum 

MBNO - No mitigation barrier 

present 

MB6C - Water deluge / 

curtain – not effective 

 

7 – Loss of solvent 

from failed filter 

housing 

MB2P - Lost substance 

entered site tertiary 

containment – partially 

contained 

MBOT - Another mitigation 

barrier not otherwise 

classified 

 

8 – Small gas release 

detected by FLIR 

camera under 

insulation 

MBOT - Another mitigation 

barrier not otherwise classified 

MBOT - Another mitigation 

barrier not otherwise 

classified 

 

9 – Loss of unburned 

coke oven gas at a 

steelworks 

MBOT - Another mitigation 

barrier not otherwise classified 

MBOT - Another mitigation 

barrier not otherwise 

classified 
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Case Study Analyst 1 Response Analyst 2 Response Agree 

10 – Unintended 

reaction between 

plant item when duty 

of the plant was 

changed to nitric acid 

MB1P - Lost substance 

entered bunded location - 

Partially contained 

MB1C - Lost substance 

entered bunded location - 

Fully contained 

 

 

Table 17 - Analyst Comparison – Mitigation Barrier Effectiveness 

The improved alignment in this case may be due to more descriptive categories and better mutual 

exclusivity between categories. The only major difference was the presence of the water curtain, 

however this was not a hard engineered measure such as present at some sites handling toxic but 

soluble materials, but rather an impromptu measure put together as part of emergency response. 

7.3.9 Loss Event 

The lost events identified by each analyst are shown within Table 18 and show generally reasonable 

agreement. 

Case Study Analyst 1 Response Analyst 2 Response Agree 

1 – Explosion within 

stripper overhead 

vessel used to 

remove sour gas 

LEOT - Another loss event not 

otherwise classified 

LE4 - Vapour cloud explosion 

(confined) 

 

2 – Drum rupture 

following runaway 

reaction after water 

addition 

LE1 - Runaway exothermic 

reaction 

 

LE1 - Runaway exothermic 

reaction 

 

 

3 – Aviation fuel spill 

during rail tanker 

filling 

LE3 - Tank overfilled into 

tertiary containment 

 

LE2 - Tank overfilled into 

secondary containment 

 

 

4 – Bulk ethanol spill 

from passing ball 

valve 

LEOT - Another loss event not 

otherwise classified 

 

LEOT - Another loss event 

not otherwise classified 
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Case Study Analyst 1 Response Analyst 2 Response Agree 

5 – Loss of 

containment of 

ethanol from broken 

sight glass 

LEOT - Another loss event not 

otherwise classified 

 

LEOT - Another loss event 

not otherwise classified 

 

 

6 – Offgassing of 

phosphorous 

oxychloride from old 

storage drum 

LE3 - Tank overfilled into 

tertiary containment 

 

LE6 - Release of toxic cloud 

(onsite) 

 

 

7 – Loss of solvent 

from failed filter 

housing 

LEOT - Another loss event not 

otherwise classified 

 

LENA - None identified 

 

 

8 – Small gas release 

detected by FLIR 

camera under 

insulation 

LEOT - Another loss event not 

otherwise classified 

 

LENA - None identified 

 

 

9 – Loss of unburned 

coke oven gas at a 

steelworks 

LE8 - Release of flammable 

cloud, rapidly dispersed 

 

LEOT - Another loss event 

not otherwise classified 

 

 

10 – Unintended 

reaction between 

plant item when duty 

of the plant was 

changed to nitric acid 

LE2 - Tank overfilled into 

secondary containment 

LE6 - Release of toxic cloud 

(onsite) 

 

 

Table 18 - Analyst Comparison – Loss Event 

Case study 7 included text to state that the matter was still under investigation and there was listed 

a number of follow up questions. This resulted in one analyst concluding it was an uncertain loss 

event as it needed further investigation and the other analyst to conclude it was not possible to fully 

determine the loss event at that stage. Case study 8 involved such a small quantity released (it was 

effectively picked up by good non-destructive evaluation) one analyst considered no loss event to 

have occurred and the other analyst thought there was insufficient evidence around what was lost 

and how much to make none of the specific loss event options work well. With case study 9 it was 
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ambiguous as to whether a loss event had occurred, since the site had a permit to release unburned 

gas, albeit in lower quantities than was released. 

7.3.10 Impact 

Impact was the final aspect examined and considers the ultimate outcome of the various events. The 

findings are shown in Table 19. 

Case Study Analyst 1 Response Analyst 2 Response Agree 

1 – Explosion within 

stripper overhead 

vessel used to 

remove sour gas 

IMNO - No impact IMNO - No impact  

2 – Drum rupture 

following runaway 

reaction after water 

addition 

IM1 - Physical asset damage 

– minor 

IM1 - Physical asset damage 

– minor 

 

3 – Aviation fuel spill 

during rail tanker 

filling 

IMNO - No impact IMNO - No impact  

4 – Bulk ethanol spill 

from passing ball 

valve 

IMNO - No impact IMNO - No impact  

5 – Loss of 

containment of 

ethanol from broken 

sight glass 

IM1 - Physical asset damage 

– minor 

 

IMNO - No impact  

6 – Offgassing of 

phosphorous 

oxychloride from old 

storage drum 

IMNO - No impact IMNO - No impact  

7 – Loss of solvent 

from failed filter 

housing 

IMNO - No impact IMNO - No impact  
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Case Study Analyst 1 Response Analyst 2 Response Agree 

8 – Small gas release 

detected by FLIR 

camera under 

insulation 

IM1 - None identified IM1 - None identified  

9 – Loss of unburned 

coke oven gas at a 

steelworks 

IMNO - No impact IMNO - No impact  

10 – Unintended 

reaction between 

plant item when duty 

of the plant was 

changed to nitric acid 

IMNO - No impact IMNO - No impact  

 

Table 19 - Analyst Comparison – Impact 

There was almost complete agreement on this topic. The only exception was case study 5. Here it 

is questionable as to whether the damaged site glass was in fact an impact, since it arose 

independently and led to the loss of containment with no further impacts. It could be argued it is more 

appropriately an initiating event and asset damage should only be considered where additional plant 

damage was caused by an incident. 

7.3.11 Summary of Trial Outcomes 

Overall there was considerable variability in agreement between the different categories, as 

summarised in Table 20. 

Taxonomy Category Full Agreement Partial Agreement Disagreement 

Hazard 20% 40% 40% 

Mass / Volume 90% 10% 0% 

Initiating Event 40% 50% 10% 

Enabling Event 30% 50% 20% 

Deviation 20% 40% 40% 
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Taxonomy Category Full Agreement Partial Agreement Disagreement 

Prevention Barrier 

Effectiveness 

30% 20% 50% 

Mitigation Barrier 

Effectiveness 

40% 50% 10% 

Loss Event 40% 30% 30% 

Impact 90% 0% 10% 

 
Table 20 - Summary of Trial Outcomes 

Worst agreement was prevention barrier effectiveness and best agreement was impact. 

7.3.12 Post Analysis Discussion 

The trials ran well and provided valuable learning points, despite some surprising results. The three 

most significant findings overall are: 

• Process incidents do not progress in a sequential linear way, with single features which can 

be extracted within each feature. Each event may include several initiating events, deviations 

and enabling events. In general, it would be better to allow the selection of multiple options 

for each category. 

• Guidance needs to be provided with any taxonomy used to provide clear advice on selection 

in ambiguous cases. If only a single feature is permitted to be selected but others could 

cooccur it is important to define how competing features should be selected.  

• It is important to appreciate that a reasonable distinction needs to be kept between each 

available feature for ease of selection. 

Other less significant findings were: 

• The analysts disagreed on whether deviation was a useful category to include at all, with this 

concept being created primarily with HAZOP studies in mind. However, the intention was to 

allow end users of any NLP tools ultimately developed to search by deviation to better 

understand how, for example, overpressure events develop in contrast to runaway reactions. 

The other analyst was strongly in favour of retaining deviation. 

• Given that the case studies were manually anonymised, it would be helpful to identify the 

individuals by code (e.g. Person_1, Person_2) so that the sequence of events could be better 

understood. 

• It was easier to analyse shorter documents and the case studies provided were significantly 

different in length. 
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• It would be useful to include data information to assess trends and changes between 

significant international incidents, technology improvements etc. 

• It might be useful to differentiate asset damage between minor and major damage or whether 

the damage was repairable or not. 

• It might be useful to include date information to assess trends over time. 

• Consideration could be given to use of a series of prompts to assist analysts rather than a 

set of prescriptive fields. 

• It might be better to record prevention and mitigation barriers as either ‘met’ or ‘not met’ 

rather than the ‘partially met’ option for simplicity. 

• Recording potential impact as well as actual impact might give a better relative sense of the 

seriousness of an incident. 

The following additions to options were suggested, although some conflict with other findings or 

RAMS guidance: 

• Initiating Event  

o ‘Unknown Chemistry’ 

o ‘Operator Error – Miscalculation’ 

o ‘Material Incompatibility’ 

o ‘Valve Failure’ (rather than specific modes – e.g. open/closed/seal leak) 

o ‘External Fire’ 

o ‘Presence of Water’ 

• Enabling Event 

o ‘Commissioning’ 

o ‘Product Transfer’ 

o ‘Normal Operation’ 

• Mitigation Barrier 

o ‘Overfill Protection System’ to include pressure trip and other more common level 

protection devices. 

o ‘Liquid Level Detection in Bund or Sump’ 

o ‘Controlled Shutdown Effective’ 

o “Isolate Pump and Close Isolation Valves” 

• Loss Event 

o ‘Leaks’ as a general term 

o ‘Hole in Tank’ 

o ‘Release of Liquid – Unignited’ 

• Impact 

o ‘External Emergency Response Attended’ 

o ‘Environmental Damage’ 
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Overall, in spite of the small size of the trials, both in terms of case study numbers and analysts, 

a great deal of learning emerged which could be augmented by larger trials as part of additional 

research once the taxonomy and associated guidance has been suitably revised. 
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Chapter 8 –  Text Mining & Natural Language Processing 

Trials 

8.1 Introduction 

If process safety data could be effectively shared, it is likely that given the time pressures on busy 

field staff, that freetext would be a large part of this sharing, particularly if it could be anonymised. It 

was clear from the literature reviews that there are several techniques and there are costs and 

benefits associated with each one. This chapter described the design of trials used on large but 

flawed datasets to reveal the opportunities and drawbacks of attempting NLP extraction in relation 

to process safety. 

8.2 Incident Progression Model 

 

Figure 22 - Incident Progression Model 
(Developed by the author but incorporating concepts from the CCPS [153]) 

Figure 22 shows the Incident Progression Model used for the analytic part of this work. It has been 

developed using concepts advocated by the CCPS in their guidance on Hazard Evaluation 

Procedures [153]. Whilst this shows the development of a process safety incident, it can also be 

used as a model to interrogate proactive data sources, such as audits examining the effectiveness 

of prevention barriers. The following terms are particularly important, but the terms have been slightly 

changed (e.g. ‘safeguard’ changed to ‘barrier’): 

• Hazards – this refers to both substances intended to be present within the process and those 

generated unintentionally during fault conditions. This includes the quantity and nature of the 

hazard. The quantity is expressed as a cardinal number (e.g. ‘10’) and units of mass or 

volume (e.g. ‘tonnes’, ‘litres’). The hazard is considered in terms of physical, health and 

environmental categories, described later. 
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• Inherent Safety – an important concept based on the principle of ‘what you don’t have, can’t 

leak’. This includes [154] eliminating the need for hazardous feedstocks, reducing quantities, 

choosing safer chemical ‘routes’ by avoiding hazardous intermediates being formed and 

‘intensification’ [155] where smaller quantities of hazardous substances can be made as 

required rather than stored. 

• Basic Plant Design – the assumption in HAZOP and other methods is that the basic design 

of the plant is suitable for its duty. For example, it is assumed that pipework has been 

properly designed to withstand normal working pressure and therefore problems will only 

arise if an event occurs which takes the plant outside of its design basis or damages it in 

some way (e.g. impact damage). In practice this is not always correct since design, 

installation and commissioning errors do occur. 

• Initiating Event – defined in the guidance as “the operational error, mechanical failure, or 

external event or agency that is the first event in an incident sequence and marks the 

transition from a normal situation to an abnormal situation”. An initiating event is not 

necessarily hazardous in its own right. If prevention barriers exist and are effective there may 

be no tangible outcome to an initiating event occurring. 

• Deviation – “A process condition outside of established design Iimits, safe operating limits, 

or standard operating procedures”. Typically articulated as a HAZOP combination of 

guideword and parameter – e.g. ‘overtemperature’, ‘high temperature’, ‘more than 

temperature’ etc. 

• Loss Event – “Point of time in an abnormal situation when an irreversible physical event 

occurs that has the potential for loss and harm impacts”. This includes release of a 

hazardous material, a runaway reaction, ignition of flammable vapours etc. 

• Impact – “A measure of the ultimate loss and harm of a loss event. Impact may be expressed 

in terms of numbers of injuries and/or fatalities, extent of environmental damage, and/or 

magnitude of losses such as property damage, material loss, lost production, market share 

loss, and recovery costs.” 

• Prevention Barrier – “A safeguard that forestalls the occurrence of a particular loss event, 

given that an initiating cause has occurred; i.e., a safeguard that intervenes between an 

initiating cause and a loss event in an incident sequence.” 

• Mitigation Barrier – “A safeguard that is designed to reduce loss event impact” 

The development and use of this model was designed to extract targeted insight from freetext data 

as can be seen from descriptions later in this chapter. It is important to note that several other fields 

are not captured within the diagram, but are important to consider in practical applications, these 

include: 

• Industry application. 

• Root causation. 

• Maintenance and inspection activities – these are not considered barriers in themselves but 

work to maintain or improve the health of barriers which exist. 
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• Safety management systems implications. 

There are also other items of metadata which might be useful to augment any insights extracted in 

line with the taxonomy. This might include date and time information in order to develop trends over 

time. 

8.3 Data Sources 

8.3.1 IChemE Accident Database 

The IChemE accident database ran between 1997 and 2000. Whilst the database is no longer 

operational, the entries in the database have been made available at: 

https://www.icheme.org/knowledge/safety-centre/resources/accident-data/ 

The data is now presented in PDF format and various categories of data can be downloaded 

including data broken down by: 

• Activity 

• Causes 

• Consequences 

• Equipment 

• Substances 

To conduct this work, the PDF document in the ‘processing’ subsection of ‘activity’ was downloaded. 

This contained 500 incidents. The pdftools package in R was used to extract the freetext from each 

incident and extract only the text which described the accident progression. This was processed 

using various R tools described later and an RDA file maintained following processing with the inputs 

and results. The IChemE database tended to have smaller volumes of text for each incident, which 

made manually tagging for neural network training more feasible. 

8.3.2 COIN Database 

HSE has a large database system called the Corporate Operational Information System or COIN. 

This is used for recording regulatory interventions by HSE Inspectors and others. It includes details 

of the following types of interventions: 

• Inspections 

• Incident investigations 

• Complaints about safety issues (from employees and members of the public) 

• Safety report assessment work (including within the COMAH regime) 

COIN was created as a repository of information linked to individual sites and organisations. This is 

to enable those visiting from HSE to target their activities based on the history of conditions and 
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performance at site locations. There is very limited functionality within the database to run analyses 

between organisations or across sectors, although data is exported into other software packages to 

enable this to occur. 

Each intervention is allocated a serial number (typically a ‘case’ number) which has associated 

metadata recording organisation, site, HSE staff names etc. However, each case can also have 

documents attached, most usually in MS Word or PDF format. These can include documents 

generated by HSE staff such as letters, reports and enforcement notices, however they can also 

include documents generated by site operators, such as internal incident investigation reports. The 

vast bulk of the information within COIN is therefore in freetext format. 

In order to provide a data repository for this work, an SQL data analyst downloaded all records from 

COIN which were generated within the HSE division responsible for regulating the onshore process 

industries. The same analyst then extracted plain text from the document attachments and this was 

exported to a large MS Excel spreadsheet file. This approach is shown in Figure 23. 

 

Figure 23 - COIN Data Extraction & Storage 

 

The data extracted from COIN was that added to the system between 15 March 2011 and 26 October 

2018. The exported file included entries for 9528 documents and 2959 unique cases, there being an 

average of approximately three documents attached to each case. Complex investigations might, 

however, have many more documents attached to a single case. 
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The COIN dataset used as part of this work is not the totality of documentation available within HSE 

since other databases and document storage software is utilised. However, the dataset provides a 

large resource on which to try out analytical techniques, including natural language processing. 

It is important to note that there are some substantial data quality issues with the replica dataset 

created, not least because the conversion process used to extract plain text from MS Word and PDF 

documents occasionally failed and often yielded documents with formatting problems. Measures 

were taken in relation to analyses to select data which would work well with analysis. This selection 

process may have introduced biases in relation to the analysis which are discussed further in later 

sections. 

8.3.3 CSB Reports 

The US Chemical Safety Board (CSB) is well known amongst process safety professionals worldwide 

for the quality and accessibility of its output. This includes detailed incident reports as well as 

professionally edited videos which explain causation of key incidents and lessons learned. 

The PDF incident report documents made publicly available were downloaded from the CSB website. 

This comprised of 965 documents. These were processed with the ‘pdftools’ package within R to 

extract plain text and then other processing approaches were taken to remove headers, footers and 

document titles etc. The resulting text was compiled into a single CSV file for further work. The CSB 

documents tended to be significantly longer in length that the basic summaries within the IChemE 

dataset. These entries were used for prototyping of tools and early informal experiments, rather than 

the formal trials described in later sections. 

8.4 Computing Overview 

8.4.1 R and RStudio 

R is an open-source programming language originally created with a focus on statistical analysis. R 

can be run on a command-line basis but is often used within RStudio, which is an Integrated 

Development Environment (IDE). This makes coding more user friendly and makes error detection 

more straightforward as well as managing various ‘packages’ which are libraries containing useful 

functions. All the coding described in this thesis has been undertaken in RStudio using the R 

language, with a very small amount of coding done in Python – another popular open-source 

language. Python coding was also deployed in RStudio via the ‘reticulate’ package which provides 

the ability to run Python code standalone or as a portion of an R script. The R language is largely 

backwards compatible, so the exact version does not tend to affect analyses. The latest versions 

used for the work described here are: 

• R version 4.3.0 - "Already Tomorrow" 

• Python version 3.11.0 

• RStudio version 2023.03.1 build 446 



 

149 

 

Most development work was undertaken within RStudio running on a Windows 10 operating system. 

However, work with large datasets originating from the Health & Safety Executive was performed on 

RStudio Workbench and RStudio Connect running on a Linux operating system, deployed in the 

cloud via Amazon Web Services (AWS). The latter system incorporates multi-factor authentication 

and the automatic redaction of sensitive personal data as described later. All source-code used for 

analysis has been retained but not yet published to a repository (e.g., Github). 

 

Figure 24 - Cloud Analytics Architecture 

 

The architecture of the cloud solution is shown in Figure 24 and the specification of it is described 

below: 

• Posit Workbench (previously known as RStudio Workbench) with 5 named user licenses 

• JupyterLab – running Python 

• Jupyter Notebook – running Python 

• AWS EC2 “T2 Large” Instance – which features 

o 2 x vCPU 

o 16 GiB memory 

o 3.0 GHz Intel scalable processor 

o Single cloud server deployment 

o 500 GB cloud storage across all users 

• Multi-factor authentication – via ‘Authy’ 
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• Successfully subject to external penetration testing 

• R and Python packages manually installed/updated by contractor with admin rights 

8.4.2 Data Structures in R 

R is a flexible language which supports a variety of data structures with which to store and process 

large volumes of data. Some of the key structures are: 

• Character vectors – these are text strings which contain characters, words, sentences and so 

on. 

• Numeric vectors – entity containing numeric values, which are either integers or floating point 

numbers. 

• Logical vectors – these contain TRUE or FALSE values 

• Dataframes / Tibbles – perhaps the most conventional of R data structures, these are a 

spreadsheet type structure with rows and columns and the need for an entry in each ‘cell’, even 

if this is a blank character or an ‘NA’. 

• Lists – are very versatile structures which are particularly suited to storing a range of data of 

differing dimensions. Lists can contain vectors, dataframes and other nested lists. Lists are 

commonly used to store neural network objects after training for future use. 

• Matrices – a matrix within R is a two dimensional object to which matrix mathematical operations 

can be applied. 

• Arrays – these are like matrices but have more than two dimensions. 

• Factor – these are for categorical data where only a predefined set of mutually exclusive values 

are permitted, for example “in-credit” and “overdrawn”. These are often used for categorical 

labels of dependent variables in neural networks. Factors can be expressed as character labels 

or numeric integers. 

• Data Table – this is a data structure which can be added to R and provides enhancements on 

the basic dataframe, including faster performance for certain data processing tasks. Not all 

functions in R support data tables. 

R used by default a ‘wide format’ or column-wise data orientation, where individual columns are used 

for each different variable and each set of observations is in a different row. However, R provides 

many functions to convert data into other formats for use with functions which may be coded in other 

languages which are not ‘wide format’ by default. 

R can work with many external data types, however, it also provides R Data Archive (RDA) files 

which are particularly useful for storing input data and outputs and have been used in this work. A 

single RDA file can contain one object such as a list. However, it can also contain many objects 

together of mixed types, so loading a single RDA file can restore lots of data to a session without 

separate importing being required. 
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8.4.3 Package - Apache OpenNLP 

OpenNLP is offered by the Apache Software Foundation and is free, open-source software [90]. The 

software is written in Java and unlike other products, it is able to work offline without sending text to 

an external web API to be processed on a remote server. Whilst the product is coded in Java, RStudio 

incorporates a package called rJava which enables the functionality to be used. This requires Java 

offline to be installed on windows systems as well as: 

• OpenNLP – the basic R package which provides functions in the R language, such as the 

annotators necessary to tag text. 

• OpenNLPdata – containing basic English language model files. 

• OpenNLPmodels.en – a 74 MB model file which has been trained on the English language, 

model files are also available in Spanish, German and several others. 

8.4.4 Packages - stringr and stringi 

The package stringr is the main R package for analysing text strings, it was later augmented with 

stringi, which is a package containing slightly more advanced functions. Example functions used 

from these packages include: 

• string_detect – returns a logical (TRUE/FALSE) if a search string has been detected in the 

text being searched. 

• string_count – returns the number of occurrences of the search string. 

• string_locate – returns the start and end location of a search string. 

• str_sub – extracts a portion of text between two given locations. 

These functions are vectorised across the text being searched, so that an entire dataframe column 

can be searched via a single command. Unfortunately, they are not fully vectorised across the search 

term itself, so additional code had to be developed to use, for example, a lookup table of multiple 

words.  

8.4.5 Package – NLP & tm 

The NLP package provides more basic NLP functions than the OpenNLP package but has the ability 

to generate n-grams and other basic analysis techniques. The tm package focuses on text mining 

and includes functions to develop document term matrices and similar outputs. 

8.4.6 Packages – dplyr & purrr 

These packages provide the ability to avoid the use of iterative loops (e.g., for loops) and provide the 

ability to process and compare data within R. They are used to improve the power and efficiency of 

other functions within, for example, the stringr package. 
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8.4.7 Package – httr 

This package enables the use of web APIs to download information. In this work the package was 

used to interface with the Chemical Abstract Service (CAS) web API as described later. 

8.4.8 Packages – parallel & foreach 

These two packages are used to improve performance through parallel computing. By default, R 

does not use parallel techniques, even when running on multi-core machines. These packages 

enable specific iterative processes, such as for loops to be executed on multiple clusters, making 

best use of the machine’s multicore processor. 

8.4.9 Package – nnet & stats 

The nnet package provides the ability to train artificial neural networks, including those with 

categorical dependent variables. Once the neural network is trained it can be used in conjunction 

with the stats package to predict outcomes on new data. The nnet package will only create a single 

hidden layer neural network but is straightforward to use. This package only supports FFN neural 

networks and not RNN or CNN architectures. 

8.4.10 Package – keras 

Keras is a well known machine learning package which facilitates the deployment of many different 

types and complexities of neural networks, including FFN, RNN, CNN, LSTM and GRU. However, in 

this application, only the FFN architecture was used. Keras supports multiple hidden layers, with no 

explicit limit on the number, subject to processing power. Multiple hidden layers were used as part 

of this body of work, as described later. 

8.5 R Package “lossofcontainmenttools” 

8.5.1 Overview & Source Code 

It was decided to produce a bespoke R package for the bulk of the work undertaken by this work. 

The package was called ‘lossofcontainmenttools’ and was produced using ‘devtools’. This process 

produces a package file which can then be installed on any version of the software and provides 

assurance that the functions contained within it are as written, version controlled and easier to use. 

Each function might have source code running to approximately 100 lines yet can be simply executed 

from a single line of R code. Package source code and the code used to call it is contained within 

Appendix C – Source Code. 

 Most of the functions developed provide a single discrete process, however some functions work to 

integrate others together. As well as the functions present, there were also several datasets which 

were included within the package ‘lossofcontainmenttools’ for easy access. These were a small 

number of anonymised case studies and lookup tables for text searching. The functions and data 

files are described in the following sections. 
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8.5.2 Processing of Freetext to Phrase Frequencies 

The overall approach taken to insight extraction was firstly to extract useful phrases from freetext. 

This contrasts with many NLP techniques which extract and use words and their associated types, 

such as nouns and verbs. It was discovered early in the experimental work that phrases were more 

valuable than words, for example “runaway reaction” has a specific process safety meaning which 

might not be detected from its component words as easily. 

Figure 25 shows the processing of freetext to phrase frequencies by means of applying the functions 

available in the bespoke package developed. 

 

 

Figure 25 - Processing of Freetext to Phrase Frequencies 

Firstly, freetext is taken and is processed with the pos_text_annotator function which itself depends 

on the OpenNLP package developed by others. This applies parts-of-speech tagging to the text and 

produces the tagged_text string which can be seen in the diagram. These strings are a series of 
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nested brackets which are based on the Penn Treebank system of tagging text. Some of the tags 

relevant to the example are shown in Table 21. 

Tag Meaning Extract from example 

S Sentence The isolation valve failed open 

NP Noun phrase The isolation valve 

DT Determiner The 

NN Common Noun  isolation 

VP Verb Phrase failed open 

VBD Verb (past tense) failed 

ADJP Adjective phrase open 

JJ Adjective open 

 
Table 21 - Penn Treebank Tags (Examples) 

(Adapted from the Penn Treebank Project [156])  

It is important to note that there is a ‘nested’ approach within language, for example a noun phrase 

can be made up of multiple other noun phrases. A phrase can also comprise of a single word and it 

is also important to note that automated tagging is not infallible and some complex texts or structural 

formatting can prevent accurate tagging. Nevertheless, the experience of using these functions on a 

wide range of texts suggests that even if the tagging is not carried out perfectly, numerous phrases 

relevant to process safety will normally be extracted. 

Unfortunately, the format of the tagged parts-of-speech is not conducive to further processing 

directly. Accordingly, the phrase_extractor was developed to extract all phrases of whatever type 

from the previously tagged speech. As well as extracting the phrases, the function also provides start 

and end locations for each phrase and an indication of phrase ‘depth’ for which a larger number 

indicates a phrase embedded in another phrase. 

The most important phrases from a process safety perspective are noun phrases and verb phrases. 

Noun phrases tend to occur much more frequently in process safety texts. The np_vp_combiner 

takes the phrases previously identified and extracts those phrases which co-exist with one-another 

in the text. There is an optional distance parameter which can be adjusted to include more or fewer 

combinations, with the default setting being to extract only combinations very close and typically next 

to each other in the text. As well as returning these combinations the function also returns the 

individual phrases with an ‘NA’ in the adjacent column. This is because some phrases provide great 
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meaning regardless of a combination. For example, ‘overfilled’ within a verb phrase is highly 

significant from a process safety perspective, regardless of the associated noun phrase. It therefore 

provides the flexibility later for the neural networks to learn without unnecessary constraint. 

The output of the noun and verb combinations is input to the freq_analyser function. At the same 

time the function is provided a lookup table of combinations to search for. This comprises of hundreds 

of combinations; however, the example above shows only three. The function searches the phrase 

combinations for the text occurring within the lookup table. It is important to note that partial matches 

are accepted, and real words are not always required. For example, the lookup table contains ‘overfil’ 

in the verb phrase column in combination with ‘NA’ in the noun phrase column. This means that the 

phrases ‘overfilling’, ‘overfilled’ in any verb phrases will be included, whether occurring in combination 

with noun phrases or not. The lookup table will also contain combinations which might appear to 

duplicate entries. For example, as well as the generic overfill occurrence described, there are other 

lines which combine overfill with specific plant items within the noun phrases (e.g., “tank”, “IBC”, 

“reactor”). This allows the neural networks described later to flexibly learn features which can later 

be extracted as relevant categories, such as generic overfill incidents or those overfills involving 

specific plant items. The freq_analyser provides the count of relevant combinations for one 

document. The next section describes the use within multiple documents. 

8.5.3 Processing Multiple Documents 

Writing source code to call all the above functions can be repetitive and reduce standardisation of 

the results. For this reason, the doc_processor function was developed. This draws on all the 

functions described previously but also summarises the results and puts them in a standardised data 

format which means that each stage of the analysis can be saved in an RDA format which means 

that the processing is only done once, and a log of the processing intermediate outputs is made. This 

function’s input and output is shown in Figure 26. 
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Figure 26 - Multiple Document Processing 

 

This function takes multiple documents, in this example just two and runs through the tagging and 

phrase extraction processes up until the phrase combination step. Figure 26 shows the output which 

is then later used by the frequency extractor, but the function actually provides an overall list object, 

which includes the following dataframes: 

• original_data – this contains the plain freetext associated with each document processed. It 

exists to provide a record of the original text, unchanged by processing in order to make 

reprocessing or error detection easier. It also enables other functions which work directly on plain 

freetext to be used. 

• tagged_pos_text – tagging a lengthy document can take several minutes, so a large document 

corpus can take hours. This therefore provides the tagged text in a dataframe so new analyses 

do not need to commence with a tagging stage. 

• phrases_extracted – this is a dataframe of the extracted phrases as previously demonstrated. 

However, a single dataframe is created for all documents, with a doc_id field identifying which 

document a phrase entry is associated with. 

• phrase_combinations – this is all the noun and verb phrase combinations extracted from each 

document, again with an associated doc_id. 

• max_distance – this is a scalar integer which just records the parameter passed to the 

np_vp_combiner function in case different distances are later experimented with. 

The function also incorporates some extra error trapping and recovery methods to ensure that 

problems at any step on a single document do not cause the whole process to fail and need to be 

restarted.  
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8.5.4 Multiple Document Phrase Frequencies 

To train the neural networks described in later sections, it is necessary to provide independent 

variables from which patterns can be learned. The freq_analyser function therefore assesses the 

document phrases against a lookup table which yields the output of which an example is provided in 

Figure 27. 

 

Figure 27 - Multiple Document Phrase Analysis 

The neural networks methods used are based on entirely numerical inputs and require data in a 

‘wide’ format with variables as columns and observations as rows. Accordingly, the noun and verb 

phrases are now removed and the data transposed and converted from a dataframe to a matrix as 

shown in Figure 28. 

 

Figure 28 - Phrase Frequencies as Independent Variables 

In this format the independent variables are ready for use in neural network training except for minor 

pre-processing tasks such as normalisation where necessary. 

8.5.5 Dependent Variables 

The dependent variables are the outputs which the neural network will be trained to predict. Two 

approaches have been taken within this work: 

• Multiclass classification 
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• Binary relevance classification 

Multiclass classification means that there are several categories from which the neural network 

selects. Each are mutually exclusive and independent. Figure 29 shows an example of such an 

approach. In this example the neural network is being trained to identify loss events and there are 

three options shown. 

 

Figure 29 - Multiclass Classification 

 

The binary relevance classification approach uses a conventional binary classification method, where 

the desired features are either present or not but uses a single neural network on each feature within 

a category. Figure 30 shows this approach for ‘impacts’, where several possible impacts such as 

fatalities, evacuation etc are separately shown and a human analyst has added a 1 where such an 

impact is present in the text. This allows for the features not being mutually exclusive, for example it 

is possible that an incident requiring evacuation would also result in injuries to workers or the public. 

 

Figure 30 - Binary Relevance Classification 

Neural networks can be used to complete multi label classification where one neural network is 

trained and can output several different features. However, there are potentially advantages to using 

separate networks for each feature which has been the approach utilised here. 
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8.5.6 Substance & Hazard Lookup 

Each unique chemical substance is assigned a ‘CAS number’ which is contained within the Chemical 

Abstracts Service database provided by the American Chemical Society. This database includes 

substances such as ‘gasoline’ which are actually mixtures and are known by different names, e.g., 

‘petrol’. The CAS database contains synonyms of many different terms for each unique substance 

as shown in Table 22. 

CAS Number Substance Names 

1310-73-2 caustic soda 

1310-73-2 soda, caustic 

1310-73-2 sodium hydroxide 

1310-73-2 white caustic 

 
Table 22 - Example CAS Database Entries 

(Extracted from the Chemical Abstract Service Database [157]) 

A function was developed - search_from_lookup_table which deploys faster searching techniques to 

extract successful matches in freetext and is used with the generic_substances_cas_numbers data 

bundle which forms part of lossofcontainmenttools. This is a data bundle developed as part of this 

work and comprises a list of 8703 text entries which are matched with 2597 CAS numbers. This 

dataset was developed using the following method: 

• Obtaining the HSE’s Chemical Labelling and Packaging (CLP) spreadsheet which is 

published and available publicly [158]. This contains 4320 entries. 

• Extracted only the CAS numbers for each line and removed duplicate entries. 

• Developed and ran code to interrogate the CAS API and retrieve all the synonyms for each 

CAS number which created a large dataframe. 

• Removed all entries containing more than one capitalised word, since these tended to be 

trade names and often contained commonly occurring English words. 

• Performed a frequency analysis on the most commonly occurring words in order to identify 

generic chemical name components such as ‘sodium’, ‘hydroxide’, “monoxide” etc. 

• Searched the entries for the presence of one or more of the high frequency chemical name 

components and rejected all entries which didn’t contain at least one. 

• Manually reviewed the list and augmented it with commonly occurring petrochemicals which 

might have been removed by the above method, e.g. ‘kerosene’. 

The resulting dataset was added to the lossofcontainmenttools package using the devtools package. 

It is important to note that this dataset does not provide a perfect reference point for detecting 
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chemical substances. In particular trade names which feature only one word and one which is used 

in several other products are included. This is not a problem where they detect that product within 

freetext, however given the prevalence of trade names within everyday English they have the 

potential to generate false positives. 

8.5.7 Anonymisation Tools & Datasets 

Anonymisations techniques were explored for two reasons: 

1. To enable the exporting of data from HSE’s network into the cloud solution. Whilst the latter 

incorporates substantial security, it was felt appropriate to desensitise it by removing 

unnecessary personal and organisational information. 

2. To pilot the use of automatic redaction techniques as a potential solution to data sharing 

concerns within industry, as identified by the industry survey. 

Unfortunately, early trials on open source anonymisation tools such as scrubadub in Python revealed 

that whilst they were relatively effective at removing substantial personal data from the body of text, 

the formatting of text and the location of occurrences meant that the algorithms were allowing 

significant personal data through, for example names and addresses found in the headers of letters 

converted to plaintext. This is perhaps unsurprising since many of these techniques use NLP 

techniques such as parts-of-speech tagging to identify the most likely location for proper nouns such 

as forenames and surnames. 

Accordingly, an alternative approach was piloted which was designed to be highly conservative, i.e. 

overredact rather than underredact and be simple to implement. This approach used two whitelists, 

i.e. lookup tables containing acceptable words. These were based on a list of common English words 

augmented by frequently occurring terms in process engineering which were manually reviewed and 

combined. One whitelist contained words which were acceptable in lowercase anywhere in the 

document and the second whitelist contained uppercase words which were only acceptable at the 

start of sentences. Any word occurring in the text which was not on either whitelist would be deleted 

and replaced with asterisks. So a sentence such as “Joe Bloggs opened the valve at the ACME 

refinery” would be converted to “*** ****** opened the valve at the **** refinery”. Interestingly the 

parts-of-speech tagger is not always confused by this approach and so in this example would still 

extract the verb phrase “opened” and the noun phrase “the valve”. 

The function developed was called redact_non_numeric_words_using_whitelist and the two 

whitelists were english_process_safety_whitelist (N = 18566) and start_words_whitelist  (N=161). It 

should be noted that the former also includes all entries in the generic substances list previously 

described, for example ‘hydrogen peroxide’. 
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8.5.8 Other Functions and Datasets 

The main functions and datasets have been described in the previous sections. However, some other 

functions and datasets were also developed, and these are described below: 

• cas_lookup – developed to take a CAS number, interrogate the CAS API and return a dataframe 

containing the synonyms as text. Used to develop the generic_substances_cas_numbers 

dataset. 

• quantity_preprocessor – many writers, including scientists and engineers incorrectly place 

quantities and units together when SI notation requires a space in between them. This causes 

problems with later NLP techniques. So, an entry such as “50mV” needs to be corrected to         

“50 mV” and this function carries this out prior to further processing. 

• cas_substance_hazards – a dataset (N=3950) containing unique CAS numbers and their 

associated hazard phrases. Used to determine a hazard from a CAS number which is itself 

extracted from freetext as previously described. 

• chemical_formulas_cas_numbers – a dataset (N=553) containing chemical formulas that may 

be used as shorthand in incident reports, for example “H2S” in place of “hydrogen sulphide”. 

• hazard_phrase_meaning – a lookup table which links hazard codes to a plaintext description – 

e.g. “H220” is “extremely flammable gas”.  

8.6 Trial Results 

8.6.1 Substance Extraction Trials 

The IChemE accident dataset of 500 records was used and the search_from_lookup_table function 

used to apply the generic_substances_cas_numbers lookup table to the freetext. This resulted in the 

generation of CAS numbers and their associated text descriptions for each incident. Some incidents 

had more than one substance present and so generated multiple results. A random sample was 

taken of the results and assessed manually to determine the accuracy, produce an overall accuracy 

figure and determine reasons for any failures. 

The result was that the algorithm was 93% accurate at extracting the correct substances from the 

records sampled. In those instances where failures to correctly identify the substance occurred, these 

were due to: 

• A substance not being present in the database, these tended to be very specialty compounds 

such as ‘butoxy ethanol acetate’, which was incorrectly identified simply as ‘ethanol’. 

• A subset of a substance, for example ‘high sulphur fuel oil’ was identified separately as 

‘sulphur’ and ‘fuel oil’ whereas it should have just been identified as simply ‘fuel oil’. 

• In one instance, ‘liquified petroleum gas’ was identified as ‘petroleum’ as well as LPG. The 

algorithm could be improved to prevent this occurring. 
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No accuracy issues were affected by spelling in the sample assessed, however misspellings would 

reduce the accuracy since no spelling correction algorithm is included. 

8.6.2 Redaction Experiments 

These experiments were run entirely on the HSE network, since they needed access to both the 

unredacted data and the redacted data. The COIN dataset was used for this task. The data was 

firstly preprocessed to select only those records with key process engineering words present, for 

example ‘pump’, ‘valve’, ‘vessel’ etc. Any text not resulting in tagged test for whatever reason was 

excluded. Texts were selected which had less than 3000 characters present to make manual 

diagnosis of any problems during processing more feasible. 

The freetext in the unredacted dataset was then subject to the 

redact_non_numeric_words_using_whitelist function and the resulting redacted text appended to the 

dataframe. The redacted and unredacted text was then subject to parts-of-speech tagging and 

phrase extraction. Once the phrases had been extracted, a separate dataframe was created using 

the full_join function within the dplyr package and using the doc_id, start and end columns to match. 

All columns other than the extracted phrases for the unredacted text and those for the redacted text 

were then deleted. This provided a two column dataframe containing individual phrases both prior to 

and after redaction. A random sample of 100 rows was taken from this dataframe. The results were 

then manually assessed to account for: 

• Sensitive information which had passed through the redaction process without being 

successfully redacted. 

• Useful process safety phrases which were substantially corrupted by the process. 

The results of these experiments are shown in Table 23. 

Feature Present in 

Unredacted 

Phrases 

Present in 

Redacted 

Phrases 

Organisation names 5 0 

Personal names 2 0 

Locations 1 0 

Useful process safety phrases 114 110 

 

Table 23 - Redaction Trials Outcome (N=200) 
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As can be seen, no examples of sensitive information were allowed to pass into the redacted text by 

the function applied. There were three cases where potentially useful process safety phrases were 

overredacted. These were: 

• ‘the skid inthe event’ – became ‘the skid ***** event’ due to a typographical error in the 

original text. 

• ‘vesselwhere incident’ – became ‘*********** incident’ again due to a typographical error 

• ‘umbilical management’ was actually a phrase from a document involving a diving accident 

rather than a process industry application and ‘umbilical’ was not in the whitelist due to its 

specialist nature. 

• ‘Fixed gas detection’ became ‘***** gas detection’ due to capitalisation of ‘Fixed’ within the 

sentence. Capitalisation within sentences is redacted given the increased likelihood of it 

containing organisation or personal names. 

It is possible that the application of an off-the-shelf spelling correction tool such as hunspell in R as 

a pre-processing step would improve the number of legitimate phrases that come through. It is also 

possible that a whitelist of phrases without case sensitivity could also be deployed to reduce the risk 

that spurious capitalisation would cause a redaction unnecessarily. Further research could be 

undertaken on a range of text pre-processing techniques which would make better redaction 

possible. 

Whilst the redaction tool provides a highly conservative approach to anonymisation, it is important to 

note that a combination of phrases could reveal a location or organisation given sufficient tacit 

knowledge. This would include the processing of specialist substances which only occurs at a small 

number of locations worldwide. 

8.6.3 Initial Trials with nnet 

The IChemE accident dataset of 500 records was initially used with code drawing on the nnet 

package in R. This is a simple and user-friendly neural network package. Whilst the package is easy 

to use and permits various configuration options, the main drawback is that it will only support a 

single hidden layer, which limits the ability for the neural network to learn deeper patterns. 

The dataset was manually coded with ‘Impact’ categories. The options available were: 

• Fatality(s) 

• Injury(s) 

• No Injury(s) 

• Evacuation (Site or Public) 

• Asset Damage 

• Unclear 
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The no injuries category was used when the text explicitly stated there were no injuries. If the text 

did not specify whether injuries occurred, then ‘unclear’ was selected unless another category 

applied. Accidents involving both fatalities and injuries were coded as Fatality(s) as the most severe 

outcome. Asset damage was only recorded where an asset other than the failure initiator was 

damaged, for example a flange fire not spreading to other equipment and damaging the flange itself 

would not be recorded as Asset Damage, although it would separately be coded as a fire. 

The dataset was split into training and checking sets by random sampling and the neural network 

trained and then used to predict the values in the check set. Predicted answers were then compared 

with actual answers within the dataset and an accuracy figure determined. Trials were then repeated 

with changes made to key parameters of the neural network and accuracy figures obtained. The 

parameters changed were: 

• Decay – the weight decay parameter in the neural network designed to prevent overfitting to 

the training data. 

• Entropy – left as true for all trials, since the alternative was the softmax method which would 

not work on the categorical data used. 

• Linout – whether a linear output layer is specified – when false the output is logistic. 

• Rang – a parameter linked to random weights at the start, kept at 0.9 in line with package 

online guidance. 

• Skip – skip units are methods to bypass the hidden layer and link inputs to future layers. 

Given that nnet only supports a single hidden layer it seems unusual to provide this option, 

but nevertheless trials were undertaken with this both true and false for comparison. 

As well as noting an accuracy figure, the neural network was in each trial allowed to train until 

convergence occurred. The number of iterations to convergence were therefore also recorded.  

 

Size Decay Entropy Linout Rang Skip Iterations Accuracy 

1 5.00E-04 TRUE FALSE 0.9 FALSE 430 60.8% 

10 5.00E-04 TRUE FALSE 0.9 FALSE 1010 72.3% 

20 5.00E-04 TRUE FALSE 0.9 FALSE 1270 72.5% 

30 5.00E-04 TRUE FALSE 0.9 FALSE 1200 73.5% 

40 5.00E-04 TRUE FALSE 0.9 FALSE 1310 73.5% 

50 5.00E-04 TRUE FALSE 0.9 FALSE 1280 73.3% 
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Size Decay Entropy Linout Rang Skip Iterations Accuracy 

60 5.00E-04 TRUE FALSE 0.9 FALSE 1390 73.0% 

70 5.00E-04 TRUE FALSE 0.9 FALSE 1520 73.0% 

80 5.00E-04 TRUE FALSE 0.9 FALSE 1890 72.8% 

90 5.00E-04 TRUE FALSE 0.9 FALSE 1410 72.8% 

100 5.00E-04 TRUE FALSE 0.9 FALSE 1660 73.3% 

110 5.00E-04 TRUE FALSE 0.9 FALSE 1290 72.3% 

120 5.00E-04 TRUE FALSE 0.9 FALSE 1560 72.5% 

 
Table 24 - nnet Trials - Run 1 

Table 24 shows the outcome of the first runs which achieved a relatively poor prediction accuracy of 

just under 73%. 

 

Size Decay Entropy Linout Rang Skip Iterations Accuracy 

1 5.00E-04 TRUE FALSE 0.9 TRUE 360 73.0% 

10 5.00E-04 TRUE FALSE 0.9 TRUE 930 73.0% 

20 5.00E-04 TRUE FALSE 0.9 TRUE 750 72.8% 

30 5.00E-04 TRUE FALSE 0.9 TRUE 850 72.8% 

40 5.00E-04 TRUE FALSE 0.9 TRUE 1180 72.8% 

 
Table 25 - nnet Trials - Run 2 

Table 25 shows experiments with the ‘skip’ units in place but does not make any noticeable 

improvement or indeed deterioration. 
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Size Decay Entropy Linout Rang Skip Iterations Accuracy 

1 5.00E-06 TRUE FALSE 0.9 FALSE 1110 56.0% 

10 5.00E-06 TRUE FALSE 0.9 FALSE 1610 71.8% 

20 5.00E-06 TRUE FALSE 0.9 FALSE 2470 71.5% 

30 5.00E-06 TRUE FALSE 0.9 FALSE 1760 72.3% 

40 5.00E-06 TRUE FALSE 0.9 FALSE 1320 72.5% 

 
Table 26 - nnet Trials - Run 3 

Table 26 shows the final experiment with nnet which was an experiment to lower the decay parameter 

designed to prevent overfitting, however this made no significant difference to the prediction 

accuracy.  

8.6.4 Trials with Keras 

After the trials with the simpler nnet package, it was decided to progress to more complex networks 

using the functionality of the Keras package. In defence of the nnet package, additional informal 

experiments with Keras demonstrated only slight improvements, so a fundamental change to the 

approach was taken. It was felt that the major problem may be attempting multiclassification on 

features which were not mutually exclusive and/or truly independent. 

All the experiments which followed with Keras involved binary classification and permitted multiple 

outcomes (where legitimate). The whole dataset was recoded in this new fashion which is shown in 

Figure 31. 

 

Figure 31 - Data Restructuring Example 

This new approach avoids the conflict between having to pick the ‘main’ impact and removes the 

‘unclear’ category, replacing it with simply no codification of a feature as shown on the final row of 

Figure 31. 

Using Keras, experiments with more than one hidden layer were run. Figure 32 shows a simplified 

diagram of the operation of the Keras neural network once trained. The number of neurons and 

inputs shown is vastly lower than in reality. However, the diagram shows that the frequency of specific 
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phrase_combinations are fed into the input layer and the output layer decides whether a particular 

insight is present. In the example shown this is to determine whether the initiating event “valve stuck 

closed” is present.   

 

 

Figure 32 - Neural Network Operation 

 

In reality, there is not a linear connection between the presence of a specific phrase combination and 

outcome, there are likely to be other combinations present in the text which contribute to the decision. 

Perhaps in this case other features such as the consequences of closed valves, such as ‘cooling 

water failure’ or ‘product addition stopped’ will make it more likely this initiating event will be selected. 

Turning to the setup, all layers within the neural network were layer_dense within Keras, with the 

activation functions being rectified linear units (RELU). The output layer was “sigmoid” given the 

nature of the binary classification tasks. The loss approach was “binary crossentropy” for the binary 

classification tasks. Keras includes its own validation approach during training and the value of 0.2 

was selected for the validation split. 

After the initial trials, two functions were added to the lossofcontainmenttools package. These were 

nnet_trainer and nnet_predicter. These solely used Keras (not nnet) and allowed parameters such 

as the number of hidden layers to be quickly changed. 

The first trial undertaken using Keras was a binary classification exercise extracting ‘Impact’. This 

used a single hidden layer with 200 neurons and a single neural network per extracted feature (e.g. 

a single network for ‘Fatality’ and single network for ‘Asset Damage’ etc. The data size was N=500 

and the results are shown in Table 27. This was based on 50% of the data being used for training 

and the rest for checking accuracy. 
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Impact Accuracy 

Fatalities occurred 93.6% 

Non-fatal injuries occurred 92.4% 

Evacuation occurred (on or offsite) 96.0% 

Asset damage occurred 90.0% 

Environmental damage occurred 90.8% 

AVERAGE 92.6% 

 
Table 27 - Keras Trials – Impact - Single Hidden Layer 

 

 

This marked a very significant improvement in accuracy and some significant variance between the 

accuracy of individual features. A second trial was run with exactly the same properties but with two 

hidden layers and the results are shown in Table 28. 

 

Impact Accuracy 

Fatalities occurred 96.4% 

Non-fatal injuries occurred 90.0% 

Evacuation occurred (on or offsite) 97.6% 

Asset damage occurred 88.8% 

Environmental damage occurred 91.6% 

AVERAGE 92.9% 

 

Table 28 - Keras Trials – Impact - Double Hidden Layer 
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This showed a modest overall accuracy improvement but valuable improvements for some features. 

However, for some features there was a slight deterioration. The same experiment was then rerun, 

but this time with three hidden layers. These results are shown in Table 29. 

 

Impact Accuracy 

Fatalities occurred 94.8% 

Non-fatal injuries occurred 91.2% 

Evacuation occurred (on or offsite) 96.0% 

Asset damage occurred 86.4% 

Environmental damage occurred 92.8% 

AVERAGE 92.2% 

 
Table 29 - Keras Trials – Impact - Triple Hidden Layer 

With three hidden layers, overall performance dipped although some features improved and some 

deteriorated. This does illustrate the fact that many problems cannot be optimised by simply 

increasing the apparent power and size of the neural network. 

Once these trials were complete, a different category – “Deviation” was selected. This was selected 

given the feedback from the SME trials that this was a potentially challenging category. For this 

category, seven options were selected, although the number of potential deviations on diverse 

process plant is enormous. A smaller dataset (N=98) of the IChemE records was selected for this 

task and two hidden layers were used given the previous performance on the “Impact” experiments. 

The results from these trials are shown in Table 30. 

 

Deviation Accuracy 

Other Than Utilities (Electricity, nitrogen, steam loss etc) 95.8% 

More Than Pressure (Overpressure) 70.8% 

Other Than Flow (Flow to an unintended location) 79.2% 

Low Flow 93.8% 

Other Than Composition (Contamination) 83.3% 

More Than Reaction (e.g., runaway exothermic reaction) 93.8% 

More Than Temperature 97.9% 

AVERAGE 87.8% 

 

Table 30 - Keras Trials – Deviation - Double Hidden Layer 
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The results showed a credible overall performance, although the overall accuracy was poor with 

some features, such as overpressure. Optimising these features is explored in the feature 

engineering section. 

Having completed the trials on the IChemE dataset, it was decided to explore the feasibility of using 

the neural networks trained on that dataset to a very different dataset but one potentially containing 

the same categories and features – the COIN dataset. A small trial with 30 records was selected 

from COIN. It must be stressed that these records are many orders of magnitude larger and more 

complex than the IChemE data. The results from this small trial are shown in Table 31 

 

Impact Accuracy 

Fatality(s) 93.3% 

Injuries 93.3% 

Evacuation 96.7% 

Asset Damage 86.7% 

Environmental Damage 93.3% 

AVERAGE 92.7% 

 
Table 31 - IChemE Trained Network on COIN Data 

Given the same results from three features, the code and analysis were double checked. It was clear 

from the prediction probabilities and the row location of the predictions that the analysis was correct, 

and the same outcome arose legitimately. It is interesting that the predictive accuracy is of similar 

magnitude for each feature as when applied to the IChemE data. Although anecdotal, it was noticed 

during manual review of the data that tacit knowledge was used to code features for similar 

proportions of records as the unreliability figures for each feature. In other words, a human analyst 

can infer an outcome by combinations of phrases which apparently are not related to the feature 

being examined when occurring in combination with each other. This would be used as an argument 

by those who favour the use of ontologies to create greater inference from text as presented. As a 

practical example, a human analyst knows that sending large quantities of flammable liquids into a 

flare header is an ‘Other Than Flow’ deviation since the flare system is generally designed to cope 

with a transient event with other means preventing ongoing injection of liquids into the system. 

However, applying NLP techniques based on searching for ‘leak’, ‘burst’ will not reveal this and 

neither will phrases linked to the flare system since it may be cited in other examples where it was 

being used within its design basis. 
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8.6.5 Trials with Feature Engineering 

Feature engineering was associated with neural networks when they were relatively ‘shallow’ without 

many hidden layers to learn complex relationships. It consisted of ways to process data to enable 

the neural network to learn patterns more easily. Within this application, the ‘features’ being 

considered are the occurrence of phrase combinations. These trials attempt to add in further 

combinations (or remove combinations) to help the neural network associate outcomes with 

presence of helpful combinations in the text, rather than having to infer from many diffuse features 

scattered throughout the document. 

Table 32 shows the results of the feature engineering trials. The two deviations shown in blue within 

the table were selected for improvement based on their poorer accuracy in the trials described in the 

previous section. The text entries for those previously marked as having these two deviations were 

manually reviewed. On this basis further entries were added to the noun and verb phrase 

combinations lookup table. The neural network was retrained on half the 98 records and then used 

to make predictions for all the deviations present, not just those targeted. A total of 72 additional 

combinations were added to the lookup table. 

Deviation Accuracy 

Before 

Accuracy 

After 

Other Than Utilities 

(Electricity, nitrogen, steam loss etc) 

95.8% 97.9% 

More Than Pressure 

(Overpressure) 

70.8% 77.1% 

Other Than Flow 

(flow to an unintended location) 

79.2% 81.3% 

Low Flow 93.8% 93.8% 

Other Than Composition 

(Contamination) 

83.3% 87.5% 

More Than Reaction 

(e.g. runaway exothermic reaction) 

93.8% 93.8% 

More Than Temperature 97.9% 95.8% 

AVERAGE 87.8% 89.6% 

 
Table 32 - Feature Engineering Trials 
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The results showed a marked improvement to the ‘More Than Pressure’ deviation and modest 

improvements to the ‘Other Than Flow’ deviation. What was interesting was that the action taken 

actually improved the other features not targeted, most noticeably with the “Other Than 

Composition”. The action caused only improvements, with the exception of ‘More Than Temperature’ 

which declined marginally. This may appear surprising, but it is possible that the addition of more 

independent variables means that the neural network overfitted when applied to the training set, 

learning some spurious patterns with the new entries which was then revealed when tested. However 

overall, a modest improvement was achieved. 

8.6.6 Summary 

The NLP trials undertaken in general worked well and as intended. The overall results are shown in 

Table 33. 

Trial Details Average 

Accuracy 

IChemE data – 

Extracting substances 

Using lookup function in combination 

with large dataframe of CAS numbers 

and associated synonyms. 

93.0% 

COIN data – redaction 

trials – retaining useful 

process safety insight 

Using redaction methodology with 

whitelists. 

96.5% 

COIN data – redaction 

trials – protection of 

personal and 

commercial data 

Using redaction methodology with 

whitelists. 

100.0% 

IChemE data – 

Extracting “Impact” 

nnet 

Single hidden layer 

Multiclassification 

72.6% 

IChemE data – 

Extracting “Impact” 

Keras 

Single hidden layer 

Multiclass classification 

Single network for all features 

71.0% 

IChemE data – 

Extracting “Impact” 

Keras 

Single hidden layer 

Binary classification 

One network per feature 

92.6% 
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Trial Details Average 

Accuracy 

IChemE data – 

Extracting “Impact” 

Keras 

Double hidden layers 

Binary classification 

One network per feature 

92.9% 

IChemE data – 

Extracting “Impact” 

Keras 

Triple hidden layers 

Binary classification 

One network per feature 

92.2% 

IChemE data – 

Extracting “Deviation” 

Keras 

Double hidden layers 

Binary classification 

One network per feature 

87.8% 

COIN data – Extracting 

“Impact” 

Keras 

Trained on IChemE data 

Tested on COIN data 

Binary classification 

One network per feature 

92.7% 

Feature Engineering 

Improvement 

Percentage points increase overall ~2% 

 
Table 33 - Overall NLP Trial Results 

 

Given the time available it was not possible to exhaustively test every feature for which it would be 

valuable to extract from process safety data, however the trials did generate useful learning which is 

described further in the results within the next sections. 

8.7 Discussion 

The trials showed that NLP techniques have great promise in process safety. The combination of 

open-source tools in joining the strengths of OpenNLP with Keras created a pragmatic solution which 

could be replicated by many others in industry and academia. It is clear that the setup of machine 

learning in combination with NLP techniques must be done with care and simply applying more 

processing power and complexity to datasets with quality flaws or flaws in categorisation will not 

result in significant performance improvements. The trials did not exhaustively test each category on 

the incident progression model previously described, for example trials were not run on initiating 

events or the effectiveness of prevention or mitigation barriers. On the other hand, human analysts 
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found identification and agreement on deviations challenging, whereas the automated techniques 

worked well, albeit that they were trained solely by the author. 

The substance extraction trials worked well, although it is clear that the associated lookup table and 

analysis methods could be improved to prevent false positives. It would also be useful to be able to 

better understand the context in which a substance is described in text, for example whether it is a 

feedstock, a lost material, a substance generated inadvertently or indeed a substance used for 

mitigation, such as water, carbon dioxide and nitrogen. 

The redaction trials worked well, although the sample size was small and more substantial work 

would be required to provide assurance for it to be used in industry. It is also important to note that 

no redaction process can ever be 100% effective and that tacit knowledge can reveal identity of 

organisations and locations through technical detail which will not be redacted. 

The feature engineering work resulted in modest improvements overall, however it is possible this 

could be undertaken by automated means by assessing the frequency of noun and verb phrases 

and their component parts prior to neural network training. 

No temporal (time based) associations were explored as part of this work, such as the sequence of 

accident events. This would probably be very valuable but would necessitate more advanced NLP 

techniques to infer a timeline from the text. 

8.8 Summary 

Automated NLP techniques can extract useful insight from process safety datasets with reasonable 

reliability, although some features and categories can be determined more easily than others. Highly 

conservative document redaction can be used with good reliability and still permit useful insight 

extraction, although no redaction routine will ever provide 100% assurance. 
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Chapter 9 –  Discussion and Recommendations 

9.1 Introduction 

The research undertaken has been diverse in nature, but around a common theme – the ability to 

extract and share process safety insights to improve performance. In this chapter, the common 

themes from the whole body of work are discussed and recommendations for practitioners are made. 

9.2 Need for Process Safety Insight 

9.2.1 Demand for Data 

Within occupational safety, the regular ‘in court’ sections of safety magazines often show accidents 

with repeated characteristics which could have been avoided by simply applying good practice 

emanating from the 1970s and 1980s. Examples include people being struck by poorly maintained 

workplace vehicles with untrained operators and falls from height with no edge protection or other 

measures taken. Within process safety there are of course similar examples, such as the occurrence 

of explosions resulting from hot work where limited, or no precautions were implemented despite 

guidance being readily available. However, process plant often features the interactive complexity 

referred to in HRO literature. This means that failures can occur in novel and unpredictable ways and 

potentially outside of the experience and even imagination of designers, operators and maintainers. 

The literature is clear that for some process safety activities, data is essential, particularly for risk 

assessment exercises and even more so for the more sophisticated techniques such as QRA. There 

are also legal duties within the UK and Europe which require operators to seek out process safety 

intelligence from outside of their plant or immediate industry sector. Activities which are qualitative in 

nature, such as HAZOP studies are only as good as the collective experience in the room and can 

benefit significantly from access to the ‘bigger picture’. There is also the debate around whether 

‘black swan’ events occur or whether they are just variations on previous circumstances. Perhaps 

the best example of this was the Buncefield explosions and fires. Previous to that event a working 

assumption was that the ‘worst credible scenario’ [159] at Buncefield was a major liquid fuel pool fire, 

possibly restricted to within a containment bund. This would allow for evacuation and firefighting 

efforts would prevent escalation. The combination of factors at Buncefield instead resulted in a 

vapour cloud explosion with massive overpressure effects both on and off site. Some would claim 

that this was a reasonable assumption on the basis of the available evidence at the time, whereas 

others [160] have stated that “…there was nothing new, unexpected or unforeseeable about what 

happened at Buncefield, in terms of the range and degree of damage.”. In any event, ready access 

to process safety intelligence can only be helpful in a range of activities. 

The findings from literature are also backed up by the industry survey results. Respondents had the 

option to respond negatively to the questions about what insights they would like to extract, but they 

did not do so. Instead, they ranked some insights particularly highly, most specifically the need to 
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have available access to information about root causation of incidents and human factors issues. 

Interestingly in spite of the apparent popularity of benchmarking activities, the ability to benchmark 

across and between sectors did not appear to rank highly. This does however present an opportunity 

for data aggregation across many sectors which would ameliorate many of the concerns about sector 

reputation impacts which are explored in the next section. Several survey respondents highlighted 

the underinvestment in assets, processes and staff and the implication is that more transparent 

sharing of data (amongst other things) would add weight to the arguments that investment needs to 

be improved. 

9.2.2 Data Demand Conflicts 

In general, there is a clear demand for process data related data and clear preferences about the 

type of information which is most valuable. However, there are conflicts with other findings from this 

body of work. 

Unsurprisingly root causation is a feature which was most popular. This is based on principles which 

underpin safety and the need to avoid ‘sticking plaster’ solutions which do not address strategic 

issues. Unfortunately extracting root causation from any dataset is fraught with difficulty. Firstly, many 

texts and datasets do not contain information relevant to root causation in the first place, this includes 

the IChemE dataset used in this work. Secondly datasets which do contain such root causes, such 

as the COIN database, do not codify this in a standardised way, not least because a root cause is a 

much more subjective assessment than, say, an initiating event such as a valve stuck closed. There 

is also the question of where immediate causation and root causation intersect. For example, is ‘lack 

of maintenance’ a root cause or is ‘lack of operational investment’, or neither? The other challenge 

is that gaining an understanding of root causation when present in text is likely to involve a narrative 

and nuanced description of causation spread over many sentences and paragraphs. This may be 

inherently difficult for automated NLP tools to extract reliably. It is also the case that in some 

instances, opinion will be divided on whether there is an addressable root cause at all, such as where 

it is considered that all ALARP measures had been put in place and an incident was essentially 

unavoidable without the benefit of hindsight. 

The desire for extraction of quantitative data from freetext was surprisingly not as high as might have 

been expected, with the importance of purely quantitative data being recognised by survey 

respondents as well as within the literature. However, it was clear that many respondents would 

value numerical insight. The challenge with this is the lack of available of plant population data with 

which to generate failure frequencies. Indeed, the literature survey shows that it is relatively unusual 

for shared data initiatives to include such data, with OREDA being the obvious exception. 

Human Factors issues emerged as a feature which respondents would wish to extract and this is not 

surprising given the prevalence of these issues in process safety matters. The feasibility of extracting 

such issues through NLP methods has not been explored through this work, although the author is 

aware of one commercial entity exploring this issue. Human Factors professionals generally 
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advocate undertaking human factors initiatives in consultation with those actually doing the work. It 

is therefore unclear as to what view such specialists would take of attempting to extract human 

performance intelligence from freetext reports where access to the authors and subjects are not 

available. On the other hand, the extraction of engineering insights using NLP is not 100% reliable 

and so the question is fundamentally, could human factors NLP analysis work with sufficient reliability 

to be useful and improve risk management?  

9.2.3 Data Demand Recommendations 

Having reviewed the key area of the demand for process safety intelligence, the following 

recommendations to researchers and practitioners are made: 

• The feasibility of extracting root causation information from freetext should be explored with 

a view to establishing the reliability of extraction and the likelihood of achieving a broad 

consensus around the results. 

• The relative cost-benefit of qualitative against quantitative data sources in process safety 

should be examined further. 

• The reliability with which human factors issues can be extracted automatically from freetext 

should be explored in collaboration with human factors specialists themselves. 

9.3 Data Sharing – Trends, Availability & Barriers 

9.3.1 RAMS Data Sharing Trends 

There is a clear paradox in that as more and more digital data is created and storage and sharing 

have become technically easier and cheaper, that RAMS data sharing initiatives appear to be on the 

wane, with some limited exceptions. Indeed, it appears they have been declining from a peak in the 

1980s. A key theme that emerges overall, is that industry stakeholders appear very risk-averse about 

data sharing given the reputational damage that could occur from the release of both personal and 

commercially sensitive data. They are also concerned with data sharing in circumstances which 

could give rise to regulatory scrutiny and associated enforcement. 

From the review of literature, it emerges that those data sharing initiatives that have been sustained 

have tended to apply to a narrow industry sector and/or address only narrow aspects of the 

components of RAMS, for example focusing on availability only, or a limited set of leading indicators 

being shared. Those datasets which have remained often contain a small number of entries, such 

as the eMARS system. 

9.3.2 Data Sharing Conflicts 

The most benefit would be gained from large, cross-sector data sharing initiatives which would also 

make data aggregation and the identification of individual organisations or segments within a sector 

less of a problem. However, this has not been the direction of travel within RAMS data sharing and 
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larger initiatives have been less likely to stand the test of time. Perhaps the best approach is to start 

with lower ambitions but build in the ability to scale the solution over time. This would involve the use 

of taxonomies and priorities which are not applicable just to one niche industry segment or sector. 

Whilst administration burden did not feature heavily as a barrier it was nevertheless still a concern to 

survey respondents. This leads to another conflict in that reducing administration barriers tends 

towards wholesale export of raw data for processing by others, whereas the ‘open algorithms’ 

principles favour placing processing as close to the data as possible and exporting the minimum of 

desensitised data outside of the organisation. 

9.3.3 Data Sharing Recommendations 

• Data sharing initiatives within process safety should be iterative in nature, attracting small 

numbers of participants to achieve proof of concept but building in the ability to scale from 

the start. 

• The conflict between minimising data processing burdens on participants and the ability to 

keep sensitive personal and commercial data within company networks should be 

researched further. 

9.4 Technical Viability of Insight Extraction 

9.4.1 Standardisation of Extraction 

The clear implication from both the SME trials and the earlier neural network trials is that a reliable 

method of standardising the output from NLP tools is needed, and one which is both useful and can 

be agreed by SMEs in advance. This is not the same argument as those who support the use of 

ontologies are making and the effort involved in defining a clear but concise taxonomy with 

associated guidance is far lower and easily implemented that an extremely detailed ontology. 

9.4.2 Incident Progression Routes 

The incident progression model developed to apply within the SME and NLP trials was relatively 

linear in nature, in that it showed the progression from a hazard to impacts via a fixed and highly 

connected series of intermediates, such as initiating events and deviations. In reality, a highly 

interactive set of actions are set in train when an incident occurs. The ‘Swiss Cheese’ accident 

causation model articulated on a 2D surface could be argued to oversimplify incident causation, 

although its originator had a much more dynamic model in mind. The author has heard it advocated 

that incident causation is more akin to a London Tube map, where it is possible to arrive at the same 

accident or outcome through multiple different routes. 

The main finding in relation to incident progression is that it is important not to overconstrain any 

taxonomy and multiple findings for the same feature must be supported as was implemented in the 
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later neural network trials involving multiple binary classification. This view would also be strongly 

supported by the two analysts involved in the SME trials. 

9.4.3 Viability of NLP Techniques 

The NLP trials used open-source software, in particular OpenNLP in combination with Keras and 

other packages which are in easy reach of many others in industry and academia. The approach 

was novel in the use of noun and verb phrase combinations as the principal entities with which to 

perform analyses. This approach worked well overall, with accuracy rates around the 90% mark. The 

technique also yielded itself to working well on a new text corpus which was considerably different 

to that used for training the neural networks. However, there were three findings which it is important 

to consider: 

• Being mindful of independence and mutual exclusivity of feature extraction is vitally 

important. If a neural network has to ‘fight’ between two cooccurring features such as one 

deviation or impact when two or more exist in the text then accuracy will decline remarkably. 

• Unsurprisingly some features can be extracted more easily than others. For example, 

impacts such as fatalities and injuries were easier to extract than deviations such as 

overpressure. 

• Within each feature, different options may attract different levels of accuracy. For example, 

‘Evacuation’ was more accurately predicted than ‘Asset Damage’ within the category 

‘Impact’. 

• ‘Feature Engineering’ developed a modest improvement overall but improved the extraction 

of some individual features within categories. This was a manual and resource intensive 

process. It is possible that this could be automated by analysing phrase frequencies prior to 

neural network training and developing commonly occurring phrase stems such as ‘spil’ with 

which to then develop as independent variables for the neural network training. 

It is important to note that all categories were not subject to trials given the amount of time available 

and the overhead effort involved in tagging multiple documents in sufficient numbers to perform 

adequate trials. In particular, initiating events were not examined which it would be important to 

assess prior to deploying analysis tools. 

There was also no attempt made to determine temporal connections within the freetext but this may 

be useful. For example, it was apparent from the manual review of the IChemE data that an initiating 

event may occur, followed by a deviation, followed by a second deviation which was then not 

mitigated by a barrier ultimately leading to a loss event which may have been either seconds or hours 

later. Better understanding of these temporal connections may well be useful in better understanding 

the progression of process safety incidents. 

The extraction of substances and linkage to unique hazard information via the CAS number system 

worked very well. However, a drawback is that the presence of multiple substances provides only 
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limited (albeit useful) information. Substances described in freetext may fall into the following 

categories: 

• Substances released in a loss of containment event 

• Substances used as feedstocks for a process but not directly released 

• Compounds created during inadvertent and undesired reactions 

• Mitigation barriers using water, carbon dioxide and other materials for firefighting and other 

reasons. 

• Substances irrelevant to the progression of a particular incident but used as landmarks in 

describing incident locations, e.g., ‘adjacent to the demineralised water bulk tank’.  

Root causation and human factors issues were also not explored within the trials, and it is likely that 

this will present a significant technical challenge when using off-the-shelf NLP tools. 

9.4.4 Technical Viability Recommendations 

• A clear taxonomy should be developed prior to extracting insight using NLP techniques. 

• The taxonomy developed should contain guidance where there may be ambiguity between 

selections. 

• SMEs should have trialled the taxonomy and achieved reasonable agreement prior to its 

use. 

• The taxonomy should usefully permit multiple feature extraction for each category unless it 

can be clearly demonstrated that there is mutual exclusivity between options. If this is the 

case, it should be clearly articulated in the associated taxonomy. 

• The need for a clear taxonomy should not be misinterpreted as justifying the need for a 

detailed ontology as a prerequisite for useful NLP work. 

• Further work exploring the non-linear way in which process incidents develop would be 

useful. 

• A better understanding of the temporal (time based) connections between events and the 

feasibility of extraction should be obtained. 

• The accuracy of NLP techniques on categories not tested as part of this work, for example 

initiating events, should be assessed. 

• The ability to automate feature engineering when using phrase combinations should be 

explored. 

• Differentiation between the role of different substances in a process safety incident should 

be considered and techniques developed to extract context as well as presence. 
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9.5 Enablers of Data Sharing in Process Safety 

9.5.1 Anonymisation 

It is clear from the industry survey that anonymisation will form part of the enablers of any data 

sharing initiative, unless no personal or commercial data will be transmitted as part of the design, 

such as the open algorithms principles explored in the next section. However, no anonymisation 

approach is 100% effective because: 

• Automated technical means do not deliver 100% redaction. 

• Even if all personal, commercial, and locational data is redacted, it may still be possible to 

identify an organisation from unredacted technical information such as the substances and 

processes used. 

Overall, therefore, anonymisation is important but not sufficient. The trials undertaken with very 

conservative whitelist-based redaction were very promising, however these methods have not been 

trialled across all potential extractable features to assess impact and neither are these methods on 

their own able to prevent identification from tacit knowledge and context as explained above. 

9.5.2 Open Algorithms Principles 

The Open Algorithms Principles are powerful and yet pragmatic. They could address many, if not all 

the data sharing problems which exist within process safety. Yet they appear to be largely unknown, 

having been applied in other applications. The only downside to applying these principles seems to 

be the cost and complexity of installing ‘on company’ data analytics. However, given that many 

enterprises are deploying data science tools for other business priorities, this is perhaps an area 

which will become increasingly easy to resolve. Within the industry survey, the principles were not 

explicitly tested, however a data sharing option ‘Data Codification’ was the third most popular solution 

to data sharing challenges and essentially mirrors many of the OA principles. Those who seek to 

engage with these ideas would need to be ‘intelligent customers’ and be able to validate the security 

arrangements associated with implementing any solution. However, such an approach need not be 

mutually exclusive with other approaches. For example, anonymisation routines could provide a 

secondary repository with which to apply ‘open algorithms’ in a further derisked manner. 

9.5.3 Formal Data Sharing Structures 

As with anonymisation, formal data structures are likely to be an important but insufficient part of the 

solution to data sharing challenges in process safety. Survey respondents highlighted their appetite 

for data sharing initiatives in which a trade body was involved. This is consistent with the findings 

from literature which suggest that narrowly scoped initiatives are more likely to be successful over 

the longer term. Unfortunately, the involvement of a sole trade body is unlikely to foster trust across 

a wider industry not directly represented, although this aspect has not been formally tested as part 
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of this work. A consortium of such organisations would add great strength but may be difficult to 

achieve logistically and politically. 

Some survey respondents had favourable views towards a formal data trust. Such an arrangement 

would require the establishment of a separate legal entity with governance arrangements such as 

the election of trustees and legal agreements to be signed with each participant. This would provide 

added assurance but would also involve a considerable effort investment by organisations in order 

to sign up, although the ongoing burden would hopefully be lower. The establishment of a formal 

structure would allow trustees to be elected who represented both participants and their trade bodies 

which may increase credibility overall.  

A data cooperative may be slightly less onerous than a formal data trust, although would still involve 

considerable coordination and cooperation. It would be useful to better understand, in other 

applications, whether the open algorithms approach negates the need to create formal sharing 

structures and on balance, which tends to be more palatable to participants. 

9.5.4 Enablers Recommendations 

• The trade-off between formal data sharing structures such as data trusts and technological 

measures such as the open algorithms approach should be explored in discussion with 

potential participants. Are these approaches complementary, or does the use of one negate 

the need for the other? 

9.6 Process Safety Data Sharing Framework 

9.6.1 Overall Conflicts 

Having considered holistically the findings from the work, it has emerged that there are a number of 

conflicting and competing priorities in trying to design a process safety data sharing initiative 

including the use of NLP tools. Prior to developing a tool to assist decision making, these overall 

conflicts are summarised in Table 34. 

Finding 1 Finding 2 Comments 

Root causation is a highly 

desired output by industry  

Root causation is perhaps 

the most difficult to extract 

feature from freetext and it 

may not be present anyway 

An inherently difficult 

problem which requires 

further research 
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Finding 1 Finding 2 Comments 

Quantitative failure data is 

desired by some in industry 

Plant population data is 

missing from most freetext 

records and cannot easily be 

otherwise determined 

Quantitative data was not 

universally a priority 

Ontologies are advocated as 

assisting the extraction of 

deep insights from freetext 

Ontologies are very onerous 

to compile, maintain and 

apply and have not been 

successfully deployed at 

scale in process safety (or 

many other applications) 

The cost-benefit case for 

ontologies is unlikely to be 

viable. 

Anonymisation is a high 

priority for industry 

professionals in relation to 

sharing data 

Anonymisation is not 100% 

reliable 

In spite of reliability issues, it 

was favoured by survey 

respondents 

Trade bodies are among the 

highest trusted custodians of 

potential data 

Trade bodies represent a 

niche aspect of industry and 

might not enable cross-

sector sharing 

Multiple trade bodies within 

an initiative might work 

Applying ‘open algorithms’ 

principles including moving 

the algorithm to the data 

means that source data need 

never leave industry 

Applying software to deploy 

algorithms behind corporate 

firewalls is an administrative 

burden 

Administrative burden 

considered low within survey 

responses 

Regulatory scrutiny is 

considered a barrier to 

process safety data sharing 

Regulators are unlikely to be 

able to provide blanket 

assurances that data will not 

be used for enforcement 

If data is in a non-attributable 

format and curated by a third 

party (non-regulator) this 

issue will not arise. 
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Finding 1 Finding 2 Comments 

Making anonymised but 

original freetext available to 

all interested parties would 

enable them to run analyses 

not envisioned by those 

setting up a data repository. 

Anonymisation is not 100% 

accurate and even very 

effective redaction could 

allow identification of 

specialist organisations / 

plants due to the unique 

nature of their operations  

It is possible that some 

extracts could be provided or 

freetext recreated to provide 

narrative accounts from 

coded data, although this 

might not well assist novel 

analyses 

Standardisation of insight 

extraction is needed for 

reliable automated means 

Subject Matter Experts 

cannot fully agree on the 

codification of insights from 

freetext 

Taxonomy and definitions 

are important 

 
Table 34 - Conflicts in Data Extraction & Sharing 

Some of these conflicts can be solved outright, whereas others remain trade offs which will need to 

be balanced in a way which is best suited to the exact needs of the data sharing application being 

considered. 

9.6.2 Model Framework 

The final output of this work is a simple-to-use Process Safety Data Sharing Assessment Framework 

as shown in Table 35. Currently the model is not quantitatively weighted or subject to a formal 

decision-making process such as the Analytic Hierarchy Process (AHP). However further work could 

enable the model to be adapted to achieve this. As it stands, the model uses a simple traffic-lighted 

model which enables features which will generate strong aversion to be rated red, those which are 

enablers to be rated green and undesirable factors which are part of a trade off to be rated amber. 

Feature Response Weighting 

Does the initiative require field staff to collect new data? Yes  

No  

Are root causation and human factors issues insight which 
can potentially be extracted? 

Yes  

No  

Does the initiative include trade body representation? Yes  

No  

Could regulators use the data for enforcement purposes? Yes  

No  

Is plant population data available in order to generate failure 
frequencies? 

Yes  

No  
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Feature Response Weighting 

Is a standardised taxonomy with clear definitions and which 
has been tested by multiple SMEs part of the approach? 

Yes  

No  

Does an ontology need to be developed in order for the 
initiative to be successful? 

Yes  

No  

Is anonymisation included in the approach if freetext is 
exported beyond the originating organisation? 
[N/A = no freetext exported] 

N/A  

Yes   

No  

Are ‘open algorithms’ principles supported? Yes  

No  

Will a formalised structure such as a Data Trust or Data 
Cooperative be in place? 

Yes  

No  

Does the initiative take into account the barriers to software 
deployment on corporate networks? 

Yes  

No  

 
Table 35 – Process Safety Data Sharing Assessment Framework 

This framework is designed to be used principally at the design phrase of any newly proposed data 

sharing initiative. It could facilitate ‘optioneering’ where different models are proposed and used as 

a screening tool prior to further stakeholder engagement.  

9.7 Commentary on Research Alignment 

9.7.1 Aims and Objectives 

‘All models are wrong…but some are useful’ 

The research aim was to: 

‘develop an applied understanding of the viability of extracting process safety insight from freetext 

documents, including the technical aspects, but also the non-technical, including the appetite for 

sharing data and the sorts of insight that would be usefully extracted’ 

The research undertaken used open-source NLP and machine learning tools to extract valuable 

process safety insight from freetext, including the application of neural networks trained on one set 

of data being used to make predictions on a different dataset. At the same time, the literature reviews, 

industry survey and SME trials developed a body of knowledge around the non-technical aspects of 

process safety data sharing. This included the nature of insights which could be usefully extracted 

as well as a detailed understanding of the factors which increase and decrease the viability of data 

sharing models. 

Having assessed the overall aim and mapped the overall progress made with the work, attention 

now turns to the specific research objectives. These are examined below.  
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• Explore a range of NLP and text mining techniques and their benefits and drawbacks. 

The wide range of NLP and TM techniques were firstly explored in the literature review where 

various techniques were examined generically and then process safety or similar 

applications were then considered. This established that there was a trade off between the 

state-of-the-art methods, including the use of ontologies and the practical realities of 

selecting techniques which were not burdensome in terms of time, cost and inconvenience. 

 

• Determine the risk appetite for data sharing process safety intelligence across process 

industry segments. 

The intelligence to meet this objective was a synthesis of reviewing the size and longevity of 

existing process safety initiatives but mainly drawing from the findings of the industry survey. 

The numerical findings of the survey showed that industry professionals are extremely risk-

averse when it comes to data sharing, even though the benefits are widely sought after. 

 

• Evaluate the success of data sharing initiatives in RAMS which could be used to inform 

process safety and any significant trends over time. 

RAMS data sharing initiatives such as OREDA and others were reviewed. The overall trend 

has been a gradual decline since the 1980s. Those initiatives which have survived and 

thrived have tended to be narrow in terms of their industry sector and/or their application. 

Initiatives which include plant population data in order to produce quantitative failure data 

are vanishingly rare. 

 

• Determine whether external data is helpful when undertaking process safety activities or 

whether published guidance and in-house data is all that is required. 

The industry survey indicated significant ‘pull’ from industry professionals when they had the 

option to indicate that nothing further was required. The nature of the priority items they 

identified – root causation and human factors issues – despite a wealth of associated 

guidance, strongly suggests that external data is both desirable and needed for a range of 

process safety activities. 

 

• Explore whether in principle, human SMEs can extract process safety insights from freetext 

in a way in which there is reasonable consistency between analysts. 

In the SME trials undertaken, there was in many cases poor alignment between analysts, 

notwithstanding that the trials conducted were small in nature. However many of these 

inconsistencies were not fundamental misunderstandings of fact, but difficulty in categorising 

complex cases into a rigid taxonomy or uncertainty in the raw source data. The fact that for 

some categories, analysts readily agreed and for others they did not, reveals the importance 

of developing flexibility in coding systems. These findings also emerged from the neural 

network trials, where forcing mutually exclusive features where in reality they could co-exist 

caused significant performance degradation in predictive ability. 
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9.7.2 Questions & Hypotheses 

Q1 - How sophisticated do NLP techniques need to be to extract value from free text containing 

process safety insights? 

H1 – Only sophisticated NLP techniques can reliably extract process safety insight from freetext. 

NLP techniques based on bag-of-words and simple word frequencies are unlikely to be successful. 

On the other hand, highly complex techniques using best-in-class technical techniques and 

ontologies are not required in order to extract value. The work demonstrated that well established 

open-source tools in combination work credibly to extract insight, with accuracies in the high 90% 

region. It is possible that insights such as root causation may require the use of more sophisticated 

techniques in order to extract insight which is interconnected within the text. Hypothesis 1 is 

disproven – it is not necessary to use only sophisticated NLP techniques to reliably extract process 

safety insight from freetext. 

Q2 – What is the risk appetite for process safety data sharing across the process industry? 

H2 – There is a strong risk-appetite to share process safety intelligence across industry, whatever 

the drawbacks. 

There is a strong draw for process safety sharing – there is consensus that it is a good idea. However 

the industry is very risk-averse about sharing their own data. In other words, everyone wants other 

people’s data. Hypothesis 2 is therefore also disproven – there is not a strong risk-appetite to share 

process safety intelligence across industry, precisely because of the potential drawbacks. At the 

same time this risk-aversion does not mean there are not solutions which could enable such sharing 

in a limited and protected way as previously described. 

Q3 – How successful are data sharing initiatives in RAMS (for application in process safety) and how 

has this changed over time? 

H3 – Data sharing initiatives in RAMS are both successful and growing. 

Data sharing initiatives are partially successful, in that there are successful schemes such as OREDA 

and the data from these are used in process safety applications. However overall such sharing has 

declined from a peak in the 1980s and cannot reasonably be stated to be growing. Hypothesis 3 is 

therefore partially rejected – there are successful but limited RAMS data sharing initiatives, but they 

are not growing. 

Q4 – What is the level of demand for external data to inform process safety activities? 

H4 – There is a strong demand for process safety insight beyond that which can be obtained in-

house. 

The demand for external data was fully established via both literature review and the associated 

industry survey. Whilst there is some minor conflict between those that advocate the use of numerical 

site data in preference to more generic data, in general there is a strong ‘pull’ for data which is 
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external to an organisation or site, whether this is qualitative or quantitative. There is also a legal 

requirement in COMAH to use external data. Therefore Hypothesis 4 is proven without caveat. 

Q5 – Can human analysts extract process safety insight in a consistent manner from freetext? 

H5 – Human analysts can consistently codify process safety insights manually, which paves the way 

for automatic techniques to do the same. 

Human analysts can indeed extract process safety insight consistently, however there are 

prerequisites in order to set them up to succeed. In order to perform well, they require a detailed 

taxonomy, with associated definitions and guidance and need mutual exclusivity between selections 

unless more than one selection can be made for each category. Hypothesis 5 is therefore proven, 

subject to the caveats made and with a recommendation that further research is undertaken in order 

to understand this better. 

9.8 Future Challenges 

Over twenty years ago in Introduction to Reliability Engineering, Lewis [161] states “Even with major 

advances in technology, however, reliability may be a severe problem, particularly during the early 

stages of introducing a new technological advance”. The same applies to the other aspects of RAMS, 

particularly safety. 

The onshore process industries are often split into bulk chemical manufacture and fine chemical 

synthesis. Bulk chemical manufacture involves large volumes of feedstocks which may not have 

changed very significantly over time, whereas fine chemical manufacture of agrochemicals and 

pharmaceuticals has often involved considerable innovation. However, both of these categories are 

likely to see substantial changes over future years as part of technology changes and particularly as 

part of moves to net zero. 

Hydrogen based technologies use an energy vector with a wide flammable range, low ignition energy 

and the potential for spontaneous combustion in some cases. This includes gaseous and liquified 

hydrogen as well as the potential use of a toxic material – ammonia – as an energy vector with origins 

as hydrogen. It is also possible that the hydrogen economy will diversify the location of major accident 

hazards outside of conventional process industry clusters, for example hydrogen electrolysis at 

onshore wind farms. This also has implications for transport infrastructure and energy distribution. 

The public acceptance of new technologies is normally on the basis that they are at least as safe 

(but preferably better) than the current technologies they are replacing. 

Whilst there will be future challenges, ultimately the process industry and those like it will continue to 

have common features. Hazardous products will continue to be stored and transferred via vessels, 

pumps, valves and pipework. Concepts such as initiating events and deviations will still have 

meaning even if the fluids under consideration change the nature of these features. On the other 

hand, demographic changes mean that a lot of today’s tacit knowledge in the heads of engineers, 

managers and other specialists may not be reliably passed on to tomorrows new cadre of 
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professionals. This only makes the need to capture and share process safety knowledge even more 

important. 

Finally, the deployment of ChatGPT shows us the rapid pace with which NLP techniques and 

associated artificial intelligence are developing. At the same time such technologies have significant 

flaws and need to be used by humans exercising judgement. It is possible that these developments 

will make it easier and easier to extract value from process safety datasets, but the importance of 

the professional engineer in this cannot be overstated.  

9.9 Summary 

Process safety continues to be important in the onshore and offshore process industries. Process 

safety activities require reasonable, not perfect data. Unfortunately, the ability to access RAMS data 

with which to inform such work has declined since the 1980s, which is a paradox since the technical 

ability to share, store and analyse such data effectively and cheaply has never been greater. It is 

clear that as well as process safety activities needing access to external data (including to meet legal 

requirements) that industry professionals themselves crave data. Unfortunately, those same 

professionals are themselves risk-averse when it comes to sharing their own data, but this is entirely 

understandable when the reasons for such concern are explored in detail. 

Modern - but not cutting edge - NLP techniques are now in the grasp of everyone’s computer desktop 

at no or little cost. The techniques work credibly in a process safety setting, although their ability to 

extract deeper meaning such as root causation and human factors issues is an unresolved question. 

However, these techniques can extract and summarise useful features of process safety relevant 

freetext in volumes which would be completely unfeasible for a human analyst to achieve. Like many 

tools, the use of NLP methods needs a reasonable consideration of cost-benefit prior to their use. 

The use of ontologies appears to add great value on paper and yet adds significant time, cost and 

inconvenience to easier NLP methods and as a result have not been applied at scale towards real 

process safety problems. The NLP methods used are also more likely to be successful if there is a 

suitably agreed taxonomy with which human SMEs can coalesce around. 

So, the demand for process safety insight is clearly demonstrated, the means with which to do the 

extraction is available and credible, though not perfect. The key challenge is therefore how to share 

the data in ways which preserve its usefulness but overcome or ameliorate the considerable anxiety 

around its sharing. Principles designed outside of process safety – the Open Algorithms principles – 

show great promise around enabling data sharing. Such an approach needs the process industries 

to deploy analytics on corporate systems when a conservative approach to software may have been 

taken previously. The benefits of such an approach mean that data remains secure and encrypted 

at rest, yet insight can be exported and aggregated with others’ data in a transparent and 

understandable way. Where such an approach cannot be taken then it is likely that a range of other 

techniques will need to be taken in conjunction with each other. This is almost certain to involve 

anonymisation, though this is not sufficient given its accuracy and the other ways in which people, 
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locations and organisations can be identified despite excellent redaction. It is likely to involve strong 

consideration of which bodies industry trust, and don’t trust. Unsurprisingly, trade bodies feature 

much more strongly than regulators in relation to being a custodian of process safety data.  

It is easy to consider the process industries as stable, dependable installations where many lessons 

have been learned over a prolonged time and where change is not a constant. This has probably 

never been true, and it is certainly not true in 2023. The industry and allied sectors are likely to go 

through extraordinary transitions never imagined in the 1980s when ironically data collection 

initiatives were at their peak. However, by embracing the strengths of new insight extraction tools 

but intelligently understanding their drawbacks, the industry could be in a position to move forward 

with confidence into a bright future, for the benefit of us all. 
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Chapter 10 –  Conclusions and Future Work 

10.1 Overview 

The body of work has been fully described, discussed and recommendations made in the preceding 

chapters of this thesis. This chapter focuses exclusively on mapping the intentions of the research 

to that actually undertaken and identifies limitations and potential future research. 

10.2 Research Aim & Objectives 

‘Develop an applied understanding of the viability of extracting process safety insight from freetext 

documents, including the technical aspects, but also the non-technical, including the appetite for 

sharing data and the sorts of insight that would be usefully extracted’ 

1. Explore a range of NLP and text mining techniques and their benefits and drawbacks. 

2. Determine the risk appetite for data sharing process safety intelligence across process 

industry segments. 

3. Evaluate the success of data sharing initiatives in RAMS which could be used to inform 

process safety and any significant trends over time. 

4. Determine whether external data is helpful when undertaking process safety activities or 

whether published guidance and in-house data is all that is required. 

5. Explore whether in principle, human SMEs can extract process safety insights from freetext 

in a way in which there is reasonable consistency between analysts. 

Table 36 summarise how the specific objectives were delivered by different parts of the thesis. 
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1 – NLP benefits / drawbacks 
 

✓ 
   

✓ 

2 – Data sharing risk appetite   ✓ ✓   

3 – RAMS data sharing initiatives ✓      

4 – Need for external data ✓   ✓   

5 – Consistency of human extraction      ✓ 

 

Table 36 - Delivery of Objectives 
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10.2.1 Review of Hypothesis & Question 1 

Q1 - How sophisticated do NLP techniques need to be to extract value from free text containing 

process safety insights? 

H1 – Only sophisticated NLP techniques can reliably extract process safety insight from freetext. 

This question and hypothesis were discussed and answered in section 9.7.2. This drew on: 

• Literature review of NLP techniques in Chapter 4 

• NLP trials in Chapter 8. 

10.2.2 Review of Hypothesis & Question 2 

Q2 – What is the risk appetite for process safety data sharing across the process industry? 

H2 – There is a strong risk-appetite to share process safety intelligence across industry, whatever 

the drawbacks. 

This question and hypothesis were discussed and answered in section 9.7.2. This drew on: 

• Literature review covering barriers and enablers of data sharing in Chapter 5. 

• Industry survey asking respondents about their concerns and enablers of sharing in Chapter 

6. 

10.2.3 Review of Hypothesis & Question 3 

Q3 – How successful are data sharing initiatives in RAMS (for application in process safety) and how 

has this changed over time? 

H3 – Data sharing initiatives in RAMS are both successful and growing. 

This question and hypothesis were discussed and answered in section 9.7.2. This drew on: 

• Literature review covering RAMS data sources and trends in Chapter 3. 

10.2.4 Review of Hypothesis & Question 4 

Q4 – What is the level of demand for external data to inform process safety activities? 

H4 – There is a strong demand for process safety insight beyond that which can be obtained in-

house. 

This question and hypothesis were discussed and answered in section 9.7.2. This drew on: 

• Literature review covering the sorts of data needed for process safety activities in Chapter 

3. 

• Industry survey asking respondents about their process safety data needs in Chapter 6. 
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10.2.5 Review of Hypothesis & Question 5 

Q5 – Can human analysts extract process safety insight in a consistent manner from freetext? 

H5 – Human analysts can consistently codify process safety insights manually, which paves the way 

for automatic techniques to do the same. 

This question and hypothesis were discussed and answered in section 9.7.2. This drew on: 

• SME trials testing the agreement between analysts in Chapter 7. 

10.3 Summary of Output 

The body of work described in this thesis culminated in a ‘Process Safety Data Sharing Assessment 

Framework’. This is shown in section 9.6.2. 

10.4 Contribution of this work 

The contribution of this work is the holistic assessment of the practical approach to data sharing and 

insight extraction within process safety. This has included the technical challenges and best practices 

as well as the ‘softer’ barriers and enablers to data sharing such as the risk aversion industry has to 

data sharing and the most pragmatic ways these can be overcome. This contribution has ultimately 

led to the development of the Process Safety Data Sharing Assessment Framework previously 

described. The work has addressed a gap in current knowledge in that it has considered process 

safety, rather than less niche applications where data sharing has been more common. It has 

assessed the practical viability of the cost-benefit of NLP techniques and argues against ‘purist’ views 

about NLP, such as those who strongly advocate the use of ontologies but have not managed to 

deploy them in practice. It has drawn on new ideas not yet applied or discussed in process safety, 

such as the Open Algorithms principles which have been applied in healthcare. Overall the work has 

taken an intradisciplinary and pragmatic approach in order to resolve a real world issue which is likely 

only to become more pressing as society moves to a lower carbon economy, with the inevitable 

process safety challenges that involves. 

10.5 Research Limitations 

Time constraints and resource limitations inevitably reduce the ability to conduct unflawed research. 

The technical limitations have been highlighted at each stage and discussed, however the key 

limitations are listed below: 

• The SME trials very undertaken on a small number of case studies (N=10) and a small 

selection of analysts (N=2). Larger trials are likely to have revealed further insight. However 

even these small trials revealed very valuable learning points. 

• The survey was of a reasonable size (N<100) but there was a relatively high level of dropouts 

from people starting but not completing it. It is possible that the size of the survey was 

daunting to some participants and it is possible this may have introduced some biases. 
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• The full suite of categories within the process safety incident progression model were not 

subject to the NLP techniques involving assessing the predictive nature of neural networks. 

It is therefore possible that untested categories such as ‘initiating events’ might have a much 

poorer predictive accuracy than those categories trialled with accuracy in the 90%+ region. 

• The coding methods, speed and coding practices used were acceptable for a research and 

prototyping application. However, moving to implementation, i.e., coding in a production 

environment, would require better compliance with code layout and commenting standards, 

better use of vectorisation techniques and parallel computing to improve speed and 

implementation of practices such as code review and data validation which are expected in 

the commercial development of software. 

• The author and many other researchers have access only to their own organisations and 

data within the public domain. It is therefore possible that better progress has been made 

with process safety data sharing initiatives which are commercially confidential. 

10.6 Recommendations for Further Research 

General recommendations, learning and recommendations for future research were discussed and 

summarised in Chapter 9. Those recommendations which call for further research are repeated 

below. General recommendations to practitioners are not repeated here. 

RR1 - The feasibility of extracting root causation information from freetext should be explored with a 

view to establishing the reliability of extraction and the likelihood of achieving a broad consensus 

around the results. 

RR2 - The relative cost-benefit of qualitative against quantitative data sources in process safety 

should be examined further. 

RR3 - The reliability with which human factors issues can be extracted automatically from freetext 

should be explored in collaboration with human factors specialists themselves. 

RR4 - Further work exploring the non-linear way in which process incidents develop would be useful. 

RR5 - A better understanding of the temporal (time based) connections between events and the 

feasibility of extraction should be obtained. 

RR6 - The accuracy of NLP techniques on categories not tested as part of this work, for example 

initiating events, should be assessed. 

RR7 - The ability to automate feature engineering when using phrase combinations should be 

explored. 

RR8 - Differentiation between the role of different substances in a process safety incident should be 

considered and techniques developed to extract context as well as presence. 
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RR9 - The conflict between minimising data processing burdens on participants and the ability to 

keep sensitive personal and commercial data within company networks should be researched 

further. 

RR10 - The trade-off between formal data sharing structures such as data trusts and technological 

measures such as the open algorithms approach should be explored in discussion with potential 

participants. Are these approaches complementary, or does the use of one negate the need for the 

other? 
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Appendix A – Freetext Survey Responses 

Please note that the answers provided are listed below verbatim without spelling corrections or 

expansion of abbreviations. They have been edited to redact any names of people or organisations. 

Question: Are there any other insights you would like to be able to extract from the dataset? 

1. Trends and future predictions to support decision-making 

Leading indicators of failure 

2. Historical data to show areas where repetitive issues are not dealt with initially and 

are not revisited to correct in the long run. 

3. The ability to create a league table of upper tier COMAH sites in my area where 

safety information is available to see and share more easily 

4. I worked for many years on physical (wind tunnel) modelling of the dispersion of 

released products from incidents, including heavy gases (with [NAME] and others 

at [ORGANISATION] at the time), neutrally-buoyant releases and also buoyant 

releases (eg from fires and other 'hot' releases). The most recent of these projects 

was for [ORGANISATION] simulating fire plumes in urban areas and their impact 

on, and ingress into, buildings (dwellings).  

Some of the knowledge established over the years might be of use to you. 

5. Age, region and excessive workload perameters 

6. Often the process is in place however many either don't follow it due to a lack of 

understanding, or don't follow it because it costs too much. Unfortunately 

Production has become king. 

7. Age of the asset as a subset of technical - ensuring governance of asset lifecycle 

8. To highlight incidents which are identical or near identical to earlier events in the 

industry across other sectors, and where the 'learning' has not been widely 

disseminated.. e.g.  

Robot and human interaction incidents. 

Fatigue of operators. 

Personnel travel and transport incidents. 

Incidents involving personal safety when travelling on business. 

Loss of Corporate memory incidents. 

Just a few ideas for starters! 

9. Unsure of the questions and as to whether they impact my role 

10. we can extract lot of information if we use big data analytics 

data from IOWs 

DCS data (esp alarm management) 

Data from PTW Data 

from MOC Data 

from Incident investigation  
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11. What aspects of the culture led to the equipment or human failures? This gets to 

the underlying issues and assists site/ company Management in rectifying them. 

12. During CV19 staff were off site for a period and when they returned incidents 

increased until they got back into the world or work in their heads. 

Some accidents are caused by carelessness of others not thinking about who will 

follow them and how they will behave 

13. Applicability & currency insights to my particular industry with suitable reference 

sources  

14. loss of containment falls under process safety. It is always very important to refresh 

people's memory on process safety and why we have procedures to work to. 

15. CapEx spend relative to design life e.g spend would be expected to rise significantly 

as assets age however ageing assets are often sold on by majors to smaller more 

dynamic operators after years of under investment.  New owner / operators then 

seek to extract value by further reductions in CapEx and reducing operating costs.  

Is there data evidence to establish an inverse spending on ageing assets and a 

correlation with increased loss of containment incidents? 

16. Good practice examples for controls 

Business case guidance/information to influence senior managers, who may be 

more inclined not to invest in more robust controls (and take the gamble) 

Links where technical failures are also fully or partly due to human factors, but 

not at the ‘coal face’ eg management decisions, procurement, cost cutting on 

maintenance, decisions to use cheaper / less skilled labour, hr decisions, general 

cost cutting etc. 

17. Process design is often inadequate, or based on assumption that implementation 

of it is perfect, and that it all works. 

Hazops often flawed due to subjective and opinionised input, or lack of experience 

or imagination. 

Hazops rarely assess the possibility of multiple insignificant faults coinciding to 

produce a bad result. 

Process design nearly always is based on the input flows streams being perfect. 

which it never is. how often is an incident caused by an incompatible process flow 

composition.  

Process design and physical implementation does not take into account human 

errors. 

The process designer is a human. 

Wherever a human is involved, in design ,c manufacture, construction operation 

or maintenance he presents a hazard.  

(look up [ORGANISATION] Complex). or [ORGANISATION] refinery blast, 

[INSTALLATION], [INSTALLATION] etc, even Chernobyl. 
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one looks at key words such as flow, pressure, temperature etc too high too low, 

reversed etc but not things like "human input" good or bad, or lacking etc.  

I put Human error at the top of the tree. 

some poor design does not lead to loss of containment, just poor performance and 

breakdowns initially.  

Imagine a consequence, and then construct a scenario which could lead to it. 

18. Time of day when incident occurred 

Experience/Competence of those involved 

Role of those involved e.g. Staff vs Contract 

Question: Please identify any other concerns you have about data sharing or any other barriers to 

data sharing which have not been captured above but which you feel are important considerations. 

1. Impacts on valuation/ share price of an entity 

Impacts on UK strategy for re-purposing the gas network (eg to convey hydrogen) 

2. GDPR in general 

3. Not really relevant in my case - but I had to drag something into the box above to 

be able to move on! 

4. Risk of losing a contract if information released was traced back - Commercial 

suicide. 

5. Need for more organisations to adopt a corporate culture of sharing learning from 

incidents for the greater good of all.  This approach has in my view stalled or even 

gone into reverse in the last 20 years as a result of:-   i]  Media driven blame 

culture and ii]. Legally driven financial compensation culture. 

6. Client confidentiality. Potential consequences if you are seen as a whistle blower 

in the organisation. 

7. Quality of data supplied, and how datasets from multiple organisations may be 

merged, but are based upon differing criteria 

8. potential for non-equivalent data to be compared - leading to poor insights or 

undue focus on one or several data-providing organisations 

9. unsure of the questions and how relevant they are to me 

I have no problem sharing information but had to complete this section as to the 

most relevant 

10. The negative Perception from people outside an organisation is most important 

e.g., customers 

11. Legal restraints on sharing of near miss and incident data which might be used 

in future for enforcement. Lack of trust with the HSE to work collaboratively with 

industry - some specialist inspectors are on "hobby horses" without regard to risk 

management at the site and the CIMs are unable to challenge them and align 

with the site's improvement priorities. 



 

205 

 

12. Data would have be be managed to remove links to individuals or riles, perhaps 

negating some of the impact it would have in future. 

managing this data could become a full time role. 

Some data will not always be complete if  creating long term issues with 

individuals affected 

13. Complexity of sharing historical information which has been owned by multiple 

companies and organisations. 

14. Risk of breaching my confidentiality of information commitment to which I agreed 

as an external consultant. 

15. Loss of contracts or future business due to reputation impact 

Question: Are there any other enablers of data sharing or ideas you may have which aren’t 

addressed above? 

1. Releasing historical/ obsolete data (e.g. for assets which have been discontinued) 

2. Trust in any outside body is declining rapidly, data releases are becoming too 

common. 

3. Personal networks of key 'respected experts'   This is similar to Option F above 

but rather more trustworthy in my view. 

4. formal agreement with regulators not to use data for prosecution purposes 

5. start  a data exchange (like what China did for Fintech 

6. A legally binding guarantee from the HSE that any data shared would not be 

used for any kind of enforcement. 

7. Scalable (future proof) platform 

8. [Consultancy Company A], [Consultancy Company B] etc 

9. Regulator unable to take action based on data shared by such good will 

10. As an external consultant, I do not have access to the detailed analysis of loss of 

containment or near miss incidents of my clients. I am employed for specific 

project hazards assessment work. Consequently, I do not have access to details 

of incidents within my sector of the industry. 

11. data not always clear cut or complete e.g. if Accident happens in December, 

partial data only available, final data avail in June the next year. Which data set 

does this get added to? 

A large no of incidents can take place, with only a small number becoming 

accidents. How are they to be recorded, taken into account. Again this is a large 

data admin task 
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Appendix B – SME Trials Taxonomy 

 

Hazard Statement - Health 

HXXH - No health hazard determined 

H300 - Fatal if swallowed 

H301 - Toxic if swallowed 

H302 - Harmful if swallowed 

H303 - May be harmful if swallowed 

H304 - May be fatal if swallowed and enters airways 

H305 - May be harmful if swallowed and enters airways 

H310 - Fatal in contact with skin 

H311 - Toxic in contact with skin 

H312 - Harmful in contact with skin 

H313 - May be harmful in contact with skin 

H314 - Causes severe skin burns and eye damage 

H315 - Causes skin irritation 

H316 - Causes mild skin irritation 

H317 - May cause an allergic skin reaction 

H318 - Causes serious eye damage 

H319 - Causes serious eye irritation 

H320 - Causes eye irritation 

H330 - Fatal if inhaled 

H331 - Toxic if inhaled 

H332 - Harmful if inhaled 

H333 - May be harmful if inhaled 

H334 - May cause allergy or asthma symptoms or breathing difficulties if inhaled 

H335 - May cause respiratory irritation 

H336 - May cause drowsiness or dizziness 

H340 - May cause genetic defects 

H341 - Suspect of causing genetic defects 

H350 - May cause cancer 

H351 - Suspected of causing cancer 

H360 - May damage fertility or the unborn child 

H361 - Suspected of damaging fertility or the unborn child 

H362 - May cause harm to breast-fed children 

H370 - Causes damage to organs 

H371 - May cause damage to organs 

H372 - Causes damage to organs through prolonged or repeated exposure 
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H373 - May cause damage to organs through prolonged or repeated exposure 

 

Hazard Statement – Physical 

 

HXXP - No physical hazard determined 

H200 - Unstable explosive 

H201 - Explosive; mass explosive hazard 

H202 - Explosive; severe projection hazard 

H203 - Explosive; fire, blast or projection hazard 

H204 - Fire or projection hazard 

H205 - May mass explode in fire 

H220 - Extremely flammable gas 

H221 - Flammable gas 

H222 - Extremely flammable aerosol 

H223 - Flammable aerosol 

H224 - Extremely flammable liquid and vapour 

H225 - Highly flammable liquid and vapour 

H226 - Flammable liquid and vapour 

H227 - Combustible liquid 

H228 - Flammable solid 

H240 - Heating may cause an explosion 

H241 - Heating may cause a fire or explosion 

H242 - Heating may cause a fire 

H250 - Catches fire spontaneously if exposed to air 

H251 - Self-heating;; may catch fire 

H252 - Self-heating; in large quantities; may catch fire 

H260 - In contact with water releases flammable gases which may ignite spontaneously 

H261 - In contact with water releases flammable gas 

H270 - May cause or intensify fire; oxidizer 

H271 - May cause fire or explosion; strong oxidizer 

H272 - May intensify fire; oxidizer 

H280 - Contains gas under pressure; may explode if heated 

H281 - Contains refrigerated gas; may cause cryogenic burns or injury 

H290 - May be corrosive to metals 

 

Hazard Statement - Environment 

HXXE - No environmental hazard determined 

H400 - Very toxic to aquatic life 

H401 - Toxic to aquatic life 

H402 - Harmful to aquatic life 
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H410 - Very toxic to aquatic life with long lasting effects 

H411 - Toxic to aquatic life with long lasting effects 

H412 - Harmful to aquatic life with long lasting effects 

H413 - May cause long lasting harmful effects to aquatic life 

 

Mass / Volume Units 

No mass/volume quantity determined 

kilograms 

tonnes 

litres 

 

Initiating Event 

 

IENA - None identified 

IEOT - Another initiating event not otherwise classified 

IE1 - Isolation valve failed closed 

IE2 - Isolation valve failed open 

IE3 - Control valve failure 

IE4 - Valve seal/body failure 

IE5 - Flange seal failure 

IE6 - Excess Vibration 

IE7 - Operator/driver delivered right product to wrong location 

IE8 - Operator/driver delivered wrong product to right location 

IE9 - Mechanical impact damage to plant item 

IE10 - Tank gauging system failed 

IE11 - Sampling port not closed by operator 

IE12 - Agitator not switched on by operator 

IE13 - Agitator not switched off by operator 

IE14 - Agitator electrical failure 

IE15 - Agitator mechanical failure 

IE16 - Utilities – electrical supply failure 

IE17 - Utilities – compressed air failure 

IE18 - Utilities – nitrogen supply failure 

IE19 - Utilities – steam supply failure 

IE20 - Utilities – process water failure 

IE21 - Utilities – cooling water failure 

IE22 - Filter blocked 

IE23 - Pressure regulator failure 

IE24 - Pipework corrosion 

IE25 - Pipework corrosion under insulation 

IE26 - Wrong feedstock added to batch reactor 
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IE27 - Feedstock added to batch reactor at wrong time 

IE28 - Plant item not properly isolated 

IE29 - Reinstatement after isolation not properly conducted 

IE30 - Basic Process Control System Failure – Sensors 

IE31 - Basic Process Control System Failure – Cabling / Auxillary 

IE32 - Basic Process Control System Failure – Logic Solver 

IE33 - Basic Process Control System Failure – Actuator 

IE34 - Basic Process Design Inadequate 

IE35 - Material from previous processing not removed effectively 

IE36 - Pump failure 

IE37 - Pump running when not intended 

IE38 - Blower/fan failure 

 
Enabling Event 
 
EENA - None identified 

EEOT - Another enabling event not otherwise classified 

EENO - No enabling event occurring 

EE1 - Road vehicle loading from fixed plant 

EE2 - Road vehicle unloading into fixed plant 

EE3 - Tank/vessel/IBC filling 

EE4 - Tank/vessel/IBC emptying 

EE5 - Purging/inerting 

EE6 - Increasing pressure 

EE7 - Decreasing pressure 

EE8 - Restart after process upset 

EE9 - Shutdown following process upset 

EE10 - Planned/normal plant startup 

EE11 - Planned/normal plant shutdown 

EE12 - Plant/equipment inspection activities 

EE13 - Plant/equipment sampling checks 

EE14 - Plant/equipment maintenance activities 

EE15 - Batch reaction underway 

EE16 - Reactor being charged with batch ingredients 

 

Deviation 

 

DVNA - None identified 

DVOT - Another deviation not otherwise classified 

DVNO - No deviation occurred 

DV1 - MORE PRESSURE 

DV2 - LESS PRESSURE 
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DV3 - MORE TEMPERATURE 

DV4 - LESS TEMPERATURE 

DV5 - HIGH FLOW 

DV6 - LOW FLOW 

DV7 - REVERSE FLOW 

DV8 - NO FLOW 

DV9 - OTHER THAN FLOW 

DV10 - AS WELL AS FLOW 

DV11 - OTHER THAN COMPOSITION 

DV12 - AS WELL AS COMPOSITION 

DV13 - TOO EARLY 

DV14 - TOO LATE 

DV15 - NO MIXING 

DV16 - LESS MIXING 

DV17 - MORE LEVEL 

DV18 - LESS LEVEL 

DV19 - MORE REACTION 

DV20 - LESS REACTION 

 

Prevention Barrier Effectiveness 

 

PBNA - None identified 

PBOT - Another prevention barrier not otherwise classified 

PBNO - No prevention barrier present 

PB1F - Pressure relief valve to safe location – Failed to operate 

PB1P - Pressure relief valve to safe location – Partially operated 

PB1C - Pressure relief valve to safe location – operated correctly 

PB2F - Temperature trip – failed to operate 

PB2P - Temperature trip – partially operated 

PB2C - Temperature trip – operated correctly 

PB3F - Pressure trip – failed to operate 

PB3P - Pressure trip – partially operated 

PB3C - Pressure trip – operated correctly 

PB4F - Operating procedure – major departures in practice or poorly effective at controlling risk 

PB4P - Operating procedure – not fully followed and/or partially effective at controlling risk 

PB4C - Operating procedure – followed and provided good risk control 

PB5F - High level alarm / trip – failed to operate 

PB5P - High level alarm / trip – partially effective 

PB5C - High level alarm / trip – operated effectively 
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Mitigation Barrier Effectiveness 

 

MBNA - None identified 

MBOT - Another mitigation barrier not otherwise classified 

MBNO - No mitigation barrier present 

MB1F - Lost substance entered bunded location - Failed to contain 

MB1P - Lost substance entered bunded location - Partially contained 

MB1C - Lost substance entered bunded location - Fully contained 

MB2F - Lost substance entered site tertiary containment – failed to contain 

MB2P - Lost substance entered site tertiary containment – partially contained 

MB2C - Lost substance entered site tertiary containment – fully contained 

MB3F - Bursting disc  – failed to operate 

MB3P - Bursting disc – partially effective 

MB3C - Bursting disc - operated correctly 

MB4F - Scrubber system – failed to operate 

MB4P - Scrubber system – partially operated 

MB4C - Scrubber system – operated correctly 

MB5F - Flammable detection – not effective 

MB5P - Flammable detection – partially effective 

MB5C - Flammable detection – operated effectively 

MB6F - Water deluge / curtain – not effective 

MB6P - Water deluge / curtain – partially effective 

MB6C - Water deluge / curtain – not effective 

MB7F - ATEX Rated Equipment – did not prevent ignition 

MB7P - ATEX Rated Equipment – prevented some escalation 

MB7C - ATEX Rated Equipment – prevented ignition 

MB8F - Reactor inhibition system – fails to activate or ineffective 

MB8P - Reactor inhibition system – partially effective 

MB8C - Reactor inhibition system – fails to activate or ineffective 

 

Loss Event 

 

LENA - None identified 

LEOT - Another loss event not otherwise classified 

LENO - No loss event occurred 

LE1 - Runaway exothermic reaction 

LE2 - Tank overfilled into secondary containment 

LE3 - Tank overfilled into tertiary containment 

LE4 - Vapour cloud explosion (confined) 

LE5 - Vapour cloud explosion (unconfined) 

LE6 - Release of toxic cloud (onsite) 
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LE7 - Release of toxic cloud (offsite) 

LE8 - Release of flammable cloud, rapidly dispersed 

LE9 - Release of flammable cloud, accumulating 

LE10 - Flash fire 

LE11 - Jet fire 

 

Impacts 

 

IM1 - None identified 

IMOT - Another impact not otherwise classified 

IMNO - No impact 

IM1 - Physical asset damage – minor 

IM2 - Physical asset damage – major 

IM3 - Minor injuries 

IM4 - Major injuries 

IM5 - Single fatalities 

IM6 - Multiple fatalities  
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Appendix C – Source Code 

B.1 – Source Code Limitations 

The source code shown in the following sections has been developed for research and prototyping reasons. 

It does not necessarily follow good development or code layout practices. No reproduction or use of this 

code may be undertaken without the express written permission of the author.  

B.2 – Package Source Code 

#' Document Processor 
#' 
#' This function takes a dataframe of documents with one row per document. It 
then processes 
#' each document into tagged text, extracts phrases and then phrase combinati
ons. It returns 
#' a list with the original dataframe, parts of speech tagged text, phrases e
xtracted and phrase 
#' combinations 
#' 
#' @param freetext A dataframe containing each documents plain text on each r
ow 
#' @param text_col The column containing the plain text from the document 
#' @param max_distance the maximum distance in characters to search for assoc
iated phrases 
#' (i.e. distance between a verb_phrase and noun_phrase), defaults to 10 
#' @return A list containing dataframes with original text dataframe, parts o
f speech tagged text, 
#' phrases extracted and phrase combinations 
#' @export 
 
 
doc_processor <- function(freetext, text_col = "text", max_distance = 10) { 
 
  # error handling 
  if(!is.data.frame(freetext)) { 
    stop("freetext must be a dataframe") 
  } 
 
 
 
  lossofcontainmenttools::run_annotators() 
 
  # set up fresh data frame with only the required column 
  to_process <- data.frame(plain_text = freetext[[text_col]]) 
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  cat(crayon::green("Tagging parts-of-speech...\n")) 
 
 
 
  pos_extracted <- data.frame(freetext = to_process$plain_text, 
                              pos_tagged_text = NA) 
 
  for (i in 1:nrow(to_process)) { 
    pos_extracted$pos_tagged_text[i] <- lossofcontainmenttools::pos_text_anno
tator(to_process$plain_text[i]) 
  } 
 
  cat(crayon::green("Extracting all phrases...\n")) 
 
  all_phrases_extracted <- data.frame() 
  for (i in 1:nrow(pos_extracted)) { 
    current_phrases_extracted <- lossofcontainmenttools::phrase_extractor(pos
_extracted$pos_tagged_text[i]) 
    current_phrases_extracted$doc_id <- i 
    all_phrases_extracted <- rbind(all_phrases_extracted, current_phrases_ext
racted) 
  } 
 
  cat(crayon::green("Processing all phrase combinations...\n")) 
 
  all_extracted_combs <- data.frame() 
  for (i in 1:max(current_phrases_extracted$doc_id)) { 
    current_phrases_dataframe <- all_phrases_extracted[all_phrases_extracted$
doc_id==i, ] 
    current_extracted_combs <- lossofcontainmenttools::np_vp_combiner(current
_phrases_dataframe, max_distance = max_distance) 
    current_extracted_combs$doc_id <- i 
    all_extracted_combs <- rbind(all_extracted_combs, current_extracted_combs
) 
    } 
 
  original_data <- freetext 
 
  output <- list(original_data = original_data, 
                 tagged_pos_text = pos_extracted, 
                 phrases_extracted = all_phrases_extracted, 
                 phase_combinations = all_extracted_combs, 
                 max_distance = max_distance) 
 
  return(output) 
  } 
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#' Run OpenNLP annotators. These create functions in the global environment f
or other functions to use 
#' 
#' There are no arguments or return values. 
#' 
#' @export 
 
 
run_annotators <- function() 
{ 
  #cat(crayon::green("Checking for functions in the Global Environment...\n\n
")) 
  if(!exists("parse_annotator",mode="function")) 
  { 
    cat(crayon::green("Adding parse_annotator...\n")) 
    parse_annotator <<- openNLP::Parse_Annotator()  # superassignment operato
r <<- used to put into global environment 
  } 
 
  if(!exists("sentence_token_annotator",mode="function")) 
  { 
    cat(crayon::green("Adding sentence_token_annotator...\n")) 
    sentence_token_annotator <<- openNLP::Maxent_Sent_Token_Annotator() 
  } 
 
  if(!exists("word_token_annotator",mode="function")) 
  { 
    cat(crayon::green("Adding word_token_annotator...\n")) 
    word_token_annotator <<- openNLP::Maxent_Word_Token_Annotator() 
  } 
} 
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#' Parts of Speech Text Annotator 
#' 
#' This function takes a block of text and annotates it with parts of speech 
using OpenNLP and NLP libraries 
#' It is essential that OpenNLP has been initialised first. 
#' 
#' @param text_to_annotate Contains the plain text to process 
#' @return A text block with the parts of speech tagged 
#' @export 
 
 
pos_text_annotator <- function(text_to_annotate) 
{ 
  if(!exists("parse_annotator",mode="function")) 
  { 
    base::stop("No parse annotator found. Run lossofcontainmenttools::run_ann
otators()") 
  } 
 
  if(!exists("sentence_token_annotator",mode="function")) 
  { 
    base::stop("No sentence token annotator found. Run lossofcontainmenttools
::run_annotators()") 
  } 
 
  if(!exists("word_token_annotator",mode="function")) 
  { 
    base::stop("No word token annotator found. Run lossofcontainmenttools::ru
n_annotators()") 
  } 
 
  text_to_annotate <- NLP::as.String(text_to_annotate)  ## this is a required 
step - errors without 
 
  sent_word_locations <- NLP::annotate(text_to_annotate, list(sentence_token_
annotator, word_token_annotator)) 
 
  pos_linked_to_sentences <- parse_annotator(text_to_annotate, sent_word_loca
tions) 
 
  pos_annotated_text <- base::sapply(pos_linked_to_sentences$features, `[[`, 
"parse") 
  pos_annotated_text <- paste(pos_annotated_text, collapse='') # Convert list 
to a single block of text 
 
  return(pos_annotated_text) 
} 
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#' Extract phrases from tagged text 
#' 
#' This function takes an annotated text block and creates a table of the 
#' noun phrases, verb phrases and prepositional phrases in the text. 
#' 
#' @param tagged_text A string containing parts of speech tagged text - for u
se with OpenNLP 
#' @return A dataframe containing the locations of the extracted part as well 
as the tagged and plain text 
#' @export 
 
phrase_extractor <- function(tagged_text) { 
 
# this was originally written to extract noun_phrases, hence the confusing te
rminology - needs reworking. 
# needs to be able to deal with text containing none of the phrase tags (or a
ll) 
 
phrase_tags <- c("[(]NP ","[(]VP ","[(]PP ","[(]ADVP ","[(]ADJP ","[(]WHADVP 
") 
all_phrases <- data.frame(start=NA, end=NA, tagged_text_extracted=NA, plain_t
ext_extracted=NA, phrase_type=NA) 
 
if (!stringr::str_detect(tagged_text,"[(]NP |[(]VP ")) { 
  base::warning("No verb or noun phrases detected in tagged text, returning s
ingle row dataframe with NAs") 
  return(all_phrases) 
} 
 
for (q in 1:length(phrase_tags)) { 
  phrase_tag <- phrase_tags[q] 
  phrase_tag_length <- base::nchar(phrase_tag) - 2 
  noun_phrases <- as.data.frame( 
  stringr::str_locate_all(tagged_text,phrase_tag)[[1]] 
  ) 
 
  noun_phrases$words <- stringr::str_sub(tagged_text, noun_phrases$start + ph
rase_tag_length, nchar(tagged_text)) 
 
  if(nrow(noun_phrases > 0)) { 
    noun_phrases$real_end <- NA 
  } 
 
  if(nrow(noun_phrases > 0)) { 
    for(i in 1:nrow(noun_phrases)) { 
    current_text <- noun_phrases$words[i] 
    brackets <- 1 #already have one in the NP tag 
    for (j in 1:nchar(current_text)) { 
      current_character <- stringr::str_sub(current_text,j,j) 
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      if(current_character=="(") { 
        brackets <- brackets + 1 
        } 
      if(current_character==")") { 
        brackets <- brackets - 1 
        } 
      if(brackets==0) { 
        noun_phrases$real_end[i] <- j 
        break 
      } 
    } 
    } 
  } 
 
  if(nrow(noun_phrases > 0)) { 
    noun_phrases$noun_phrases_extracted <- NA 
  for (k in 1:nrow(noun_phrases)) { 
    current_extracted_phrase <- stringr::str_sub(noun_phrases$words[k],1,noun
_phrases$real_end[k]) 
    noun_phrases$noun_phrases_extracted[k] <- current_extracted_phrase 
    } 
 
  noun_phrases$noun_phrases_extracted <- stringr::str_remove_all(noun_phrases
$noun_phrases_extracted,"[(][A-Z\\$]+\\s") 
  noun_phrases$noun_phrases_extracted <- stringr::str_remove_all(noun_phrases
$noun_phrases_extracted,"[)]") 
  noun_phrases$noun_phrases_extracted <- stringr::str_replace_all(noun_phrase
s$noun_phrases_extracted,"[(]\\-LRB\\-\\s\\-LRB\\-","(") 
  noun_phrases$noun_phrases_extracted <- stringr::str_replace_all(noun_phrase
s$noun_phrases_extracted,"[(]\\-RRB\\-\\s\\-RRB\\-",")") 
  noun_phrases$noun_phrases_extracted <- stringr::str_replace_all(noun_phrase
s$noun_phrases_extracted,"[(]\\,\\s\\,",",") 
 
  offset <-  stringr::str_count(phrase_tag,"[A-Z]") 
 
  noun_phrases$end <- noun_phrases$start + noun_phrases$real_end + offset + 1 
# real end refers to end of each string so needs to be added to start locatio
n in tagged_text 
  noun_phrases$real_end <- NULL 
  noun_phrases$tagged_text_extracted <- stringr::str_sub(tagged_text, noun_ph
rases$start, noun_phrases$end) 
  noun_phrases$plain_text_extracted <- noun_phrases$noun_phrases_extracted 
  noun_phrases$noun_phrases_extracted <- NULL 
  noun_phrases$words <- NULL 
  noun_phrases$phrase_type <- phrase_tag 
  all_phrases <- base::rbind(all_phrases, noun_phrases) 
  } 
  } 
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all_phrases <- stats::na.omit(all_phrases) 
all_phrases$phrase_type <- stringr::str_remove_all(all_phrases$phrase_type,"[
[:punct:]]|\\s") 
all_phrases <- all_phrases[order(all_phrases$start), ] 
 
if(nrow(all_phrases) > 0) { 
  rownames(all_phrases) <- 1:nrow(all_phrases) 
} 
 
all_phrases <- base::cbind(all_phrases$plain_text_extracted, all_phrases) 
all_phrases$plain_text_extracted <- NULL 
colnames(all_phrases) <- c("plain_text_extracted","start","end","tagged_text_
extracted","phrase_type") 
 
all_phrases$pre_text <- stringr::str_sub(tagged_text, 1, all_phrases$start) 
all_phrases$commence_brackets <- stringr::str_count(all_phrases$pre_text,"[(]
") 
all_phrases$conclude_brackets <- stringr::str_count(all_phrases$pre_text,"[)]
") 
 
all_phrases <- tibble::add_column(all_phrases, phrase_depth=NA, .before = "ta
gged_text_extracted") 
all_phrases$phrase_depth <- all_phrases$commence_brackets - all_phrases$concl
ude_brackets 
all_phrases$phrase_depth <- all_phrases$phrase_depth - base::min(all_phrases$
phrase_depth) + 1 
all_phrases$commence_brackets <- NULL 
all_phrases$conclude_brackets <- NULL 
all_phrases$pre_text <- NULL 
 
 
return(all_phrases) 
 
} 
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#' Verb Phrase and Noun Phrase Combiner 
#' 
#' This function takes phrases extracted from freetext and returns the combin
ations 
#' of noun and verb phrases, based on a maximum distance between them. It als
o returns the 
#' noun phrases and verb phrases individually, along with 'NA' values in the 
other category. 
#' This can be used to assess texts for combined frequencies which can then t
rain a 
#' neural network. 
#' 
#' @param phrases_to_process A dataframe containing the extracted phrases, lo
cations and type 
#' @param phrase_text_col The column containing the plain text version of the 
phrase, defaults to 'plain_text_extracted' 
#' @param start_col the column containing the phrase start location, defaults 
to 'start' 
#' @param end_col the column containing the phrase end location, defaults to 
'end' 
#' @param phrase_type_col the column containing the phrase type, defaults to 
'phrase_type' 
#' @param max_distance the maximum distance in characters to search for assoc
iated phrases 
#' (i.e. distance between a verb_phrase and noun_phrase), defaults to 10 
#' @return A dataframe containing the combinations of noun and verb phrases 
#' @export 
 
 
 
np_vp_combiner <- function(phrases_to_process, phrase_text_col = "plain_text_
extracted", start_col = "start", end_col = "end", phrase_type_col = "phrase_t
ype", max_distance = 10) { 
 
  # error handling 
 
  if(!is.data.frame(phrases_to_process)) { 
    stop("phrases_to_process must be a dataframe") 
  } 
 
  # set up fresh data frame with only the required columns 
 
  to_process <- data.frame(phrase_text = phrases_to_process[[phrase_text_col]
], 
                           start = phrases_to_process[[start_col]], 
                           end = phrases_to_process[[end_col]], 
                           phrase_type = phrases_to_process[[phrase_type_col]
] 
                           ) 
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  to_process <- to_process[(to_process$phrase_type == "VP") | (to_process$phr
ase_type == "NP"), ] 
 
  output <- data.frame(noun_phrase = character(0), 
                       verb_phrase = character(0) 
  ) 
 
  if (nrow(to_process) < 1) { 
    warning("No noun or verb phrases found, returning blank dataframe") 
    } 
 
 
 
 
  for (data_row in 1:(nrow(to_process) - 1)) { 
    current_analysis <- to_process[(data_row + 1):nrow(to_process), ] 
    search_limit <- to_process$end[data_row] + max_distance 
    current_analysis <- current_analysis[current_analysis$start < search_limi
t, ] 
    current_analysis <- current_analysis[current_analysis$start > to_process$
end[data_row], ] # newly added - remove if errors 
 
    if (nrow(to_process) > 1) { 
      if (to_process$phrase_type[data_row]=="NP") { 
        current_output <- current_analysis[current_analysis$phrase_type=="VP"
, ] 
        if (nrow(current_output)>0) { 
          current_output$noun_phrase <- to_process$phrase_text[data_row] 
          current_output$verb_phrase <- current_output$phrase_text 
          current_output$phrase_text <- NULL 
          current_output$start <- NULL 
          current_output$end <- NULL 
          current_output$phrase_type <- NULL 
          output <- rbind(output, current_output) 
        } 
    } 
      if (to_process$phrase_type[data_row]=="VP") { 
      current_output <- current_analysis[current_analysis$phrase_type=="NP", 
] 
      if (nrow(current_output)>0) { 
        current_output$noun_phrase <- current_output$phrase_text 
        current_output$verb_phrase <- to_process$phrase_text[data_row] 
        current_output$phrase_text <- NULL 
        current_output$start <- NULL 
        current_output$end <- NULL 
        current_output$phrase_type <- NULL 
        output <- rbind(output, current_output) 
        } 
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    } 
    } 
  } 
 
  noun_phrases_alone <- to_process[to_process$phrase_type=="NP", ] 
  if (nrow(noun_phrases_alone) > 0) { 
    noun_phrases_alone$noun_phrase <- noun_phrases_alone$phrase_text 
    noun_phrases_alone$verb_phrase <- NA 
    noun_phrases_alone$phrase_text <- NULL 
    noun_phrases_alone$start <- NULL 
    noun_phrases_alone$end <- NULL 
    noun_phrases_alone$phrase_type <- NULL 
    } 
 
  verb_phrases_alone <- to_process[to_process$phrase_type=="VP", ] 
  if (nrow(verb_phrases_alone) > 0) { 
    verb_phrases_alone$noun_phrase <- NA 
    verb_phrases_alone$verb_phrase <- verb_phrases_alone$phrase_text 
    verb_phrases_alone$phrase_text <- NULL 
    verb_phrases_alone$start <- NULL 
    verb_phrases_alone$end <- NULL 
    verb_phrases_alone$phrase_type <- NULL 
  } 
 
  output <- rbind(output, noun_phrases_alone) 
  output <- rbind(output, verb_phrases_alone) 
 
  return(output) 
  } 
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#' Determine frequencies of phrases 
#' 
#' This function takes a dataframe of noun and verb phrase combinations and a
ssesses the frequency of 
#' combinations within a separate lookup table dataframe. 
#' 
#' @param phrase_combinations A two column dataframe containing noun phrases 
and verb phrases as combinations 
#' or alone, with an NA value in the other column 
#' @param lookup_combinations A two column dataframe containing the noun phra
se and verb phrase 
#' combinations to search for 
#' @return A dataframe giving the frequencies of the combinations 
#' @export 
 
 
freq_analyser <- function(phrase_combinations, lookup_combinations) { 
 
  frequencies <- lookup_combinations 
  frequencies$frequency <- 0 
  lookup_combinations[, 1] <- tolower(lookup_combinations[, 1]) 
  lookup_combinations[, 2] <- tolower(lookup_combinations[, 2]) 
  phrase_combinations[, 1] <- tolower(phrase_combinations[, 1]) 
  phrase_combinations[, 2] <- tolower(phrase_combinations[, 2]) 
 
  for (i in 1:nrow(lookup_combinations)) { 
    for (j in 1:nrow(phrase_combinations)) { 
 
      # deal with noun phrase being NA 
      if (is.na(phrase_combinations[j, 1])) { 
        if (is.na(lookup_combinations[i, 1])) { 
          if (stringr::str_detect(phrase_combinations[j, 2], lookup_combinati
ons[i, 2])) { 
            frequencies$frequency[i] <- frequencies$frequency[i] + 1 
          } 
        } 
      } 
 
      # deal with verb phrase being NA 
      if (is.na(phrase_combinations[j, 2])) { 
        if (is.na(lookup_combinations[i, 2])) { 
          if (stringr::str_detect(phrase_combinations[j, 1], lookup_combinati
ons[i, 1])) { 
            frequencies$frequency[i] <- frequencies$frequency[i] + 1 
          } 
        } 
      } 
 
      # deal with standard combination 
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      if ((!is.na(phrase_combinations[j, 1])) && 
          (!is.na(phrase_combinations[j, 2])) && 
          (!is.na(lookup_combinations[i, 1])) && 
          (!is.na(lookup_combinations[i, 2])) 
      ) { 
        if (stringr::str_detect(phrase_combinations[j, 1], lookup_combination
s [i, 1])) { 
          if (stringr::str_detect(phrase_combinations[j, 2], lookup_combinati
ons[i, 2])) { 
            frequencies$frequency[i] <- frequencies$frequency[i] + 1 
          } 
        } 
      } 
    } 
  } 
  return(frequencies) 
} 
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#' Search from lookup table 
#' 
#' This function takes a dataframe and searches the text in the first column. 
#' It uses the first column of a second dataframe for the terms to search on. 
#' It returns the matches as a third dataframe which combines all columns fro
m 
#' the first two. 
#' 
#' @param search_text The dataframe containing the text to search in column 1 
#' @param lookup The lookup table containing the search terms in column 1 
#' @return A dataframe containing the matches, with all columns from both inp
ut dataframes 
#' @export 
 
 
 
search_from_lookup_table <- function(search_text, lookup, case_sensitive=FALS
E) { 
 
 
  if(base::is.data.frame(search_text)==FALSE) { 
      base::stop("searchtext must be a dataframe") 
    } 
 
  if(base::is.data.frame(lookup)==FALSE) { 
    base::stop("lookup must be a dataframe") 
  } 
 
  if(base::is.character(search_text[, 1])==FALSE) { 
    base::stop("search_text column 1 must contain text (and must be a datafra
me only)") 
  } 
 
  if(base::is.character(lookup[, 1])==FALSE) { 
    base::stop("lookup column 1 must contain text (and must be a dataframe on
ly)") 
  } 
 
  if(case_sensitive==FALSE) { 
    search_text_col_a_name <- base::colnames(search_text[1]) 
    lookup_col_a_name <- base::colnames(lookup[1]) 
 
    search_text$case_sensitive_search <- search_text[, 1] 
    lookup$case_sensitive_lookup <- lookup[, 1] 
 
    search_text[, 1] <- base::tolower(search_text[, 1]) 
    lookup[, 1] <- base::tolower(lookup[, 1]) 
  } 
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  search_text$serial_number <- 1:nrow(search_text) 
  search_text$to_search <- search_text[, 1] # search is based on first column 
only as per function documentation 
 
  lookup$search_with <- lookup[, 1] # lookup is based on first column only as 
per function documentation 
 
  search_text <- dplyr::mutate(search_text, search_tokens = stringr::str_spli
t(to_search, pattern = " ")) 
  search_text <- tidyr::unnest_longer(search_text, col = search_tokens) 
  search_text$search_tokens <- stringr::str_replace(search_text$search_tokens
,",$|\\.$","") ## need to remove commas and full stops at end of token or it 
doesn't work 
 
 
  lookup <- dplyr::mutate(lookup, lookup_tokens = stringr::str_split(search_w
ith, pattern = " ")) 
  lookup <- tidyr::unnest_longer(lookup, col = lookup_tokens) 
  lookup$lookup_tokens <- stringr::str_replace(lookup$lookup_tokens, ",$|\\.$
","") # need to remove commas and full stops to be consistent with search tex
t 
 
  results <- dplyr::full_join(search_text, lookup, by = c("search_tokens" = "
lookup_tokens")) 
 
  results <- na.omit(results) 
  results$match_count <- stringi::stri_count_fixed(results$to_search, results
$search_with) 
  results <- results[results$match_count>0, ] 
 
  fragment_locations <- as.data.frame( 
    stringi::stri_locate_first_fixed(results$to_search, results$search_with) 
  ) 
 
  fragment_locations <- dplyr::rename(fragment_locations, fragment_start = st
art) 
  fragment_locations <- dplyr::rename(fragment_locations, fragment_end = end) 
 
  results <- cbind(results, fragment_locations) 
 
  results$length_of_term <- nchar(results$search_with) 
 
  results$search_tokens <- NULL 
  results <- base::unique(results) 
 
 
  results <- dplyr::group_by(results, serial_number) 
  results <- dplyr::group_by(results, fragment_start, .add=TRUE) 
  results <- dplyr::slice_max(results, length_of_term) 
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  results <- dplyr::ungroup(results) 
 
  results <- dplyr::group_by(results, serial_number) 
  results <- dplyr::group_by(results, fragment_end, .add=TRUE) 
  results <- dplyr::slice_max(results, length_of_term) 
 
  results <- dplyr::ungroup(results) 
 
 
  results$length_of_term <- NULL 
  results$length_of_term <- NULL 
  results$match_count <- NULL 
  results$fragment_start <- NULL 
  results$fragment_end <- NULL 
  results$to_search <- NULL 
  results$serial_number <- NULL 
  results$search_with <- NULL 
  results$case_sensitive_lookup <- NULL 
 
  if(case_sensitive==FALSE) { 
    results[, 1] <- results$case_sensitive_search 
    results$case_sensitive_search <- NULL 
    } 
 
 
  return(results) 
} 
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#' Search from lookup table 
#' 
#' This function takes a dataframe and searches the text in the first column. 
#' It uses the first column of a second dataframe for the terms to search on. 
#' It returns the matches as a third dataframe which combines all columns fro
m 
#' the first two. 
#' 
#' @param search_text The dataframe containing the text to search in column 1 
#' @param lookup The lookup table containing the search terms in column 1 
#' @return A dataframe containing the matches, with all columns from both inp
ut dataframes 
#' @export 
 
 
 
search_from_lookup_table <- function(search_text, lookup, case_sensitive=FALS
E) { 
 
 
  if(base::is.data.frame(search_text)==FALSE) { 
      base::stop("searchtext must be a dataframe") 
    } 
 
  if(base::is.data.frame(lookup)==FALSE) { 
    base::stop("lookup must be a dataframe") 
  } 
 
  if(base::is.character(search_text[, 1])==FALSE) { 
    base::stop("search_text column 1 must contain text (and must be a datafra
me only)") 
  } 
 
  if(base::is.character(lookup[, 1])==FALSE) { 
    base::stop("lookup column 1 must contain text (and must be a dataframe on
ly)") 
  } 
 
  if(case_sensitive==FALSE) { 
    search_text_col_a_name <- base::colnames(search_text[1]) 
    lookup_col_a_name <- base::colnames(lookup[1]) 
 
    search_text$case_sensitive_search <- search_text[, 1] 
    lookup$case_sensitive_lookup <- lookup[, 1] 
 
    search_text[, 1] <- base::tolower(search_text[, 1]) 
    lookup[, 1] <- base::tolower(lookup[, 1]) 
  } 
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  search_text$serial_number <- 1:nrow(search_text) 
  search_text$to_search <- search_text[, 1] # search is based on first column 
only as per function documentation 
 
  lookup$search_with <- lookup[, 1] # lookup is based on first column only as 
per function documentation 
 
  search_text <- dplyr::mutate(search_text, search_tokens = stringr::str_spli
t(to_search, pattern = " ")) 
  search_text <- tidyr::unnest_longer(search_text, col = search_tokens) 
  search_text$search_tokens <- stringr::str_replace(search_text$search_tokens
,",$|\\.$","") ## need to remove commas and full stops at end of token or it 
doesn't work 
 
 
  lookup <- dplyr::mutate(lookup, lookup_tokens = stringr::str_split(search_w
ith, pattern = " ")) 
  lookup <- tidyr::unnest_longer(lookup, col = lookup_tokens) 
  lookup$lookup_tokens <- stringr::str_replace(lookup$lookup_tokens, ",$|\\.$
","") # need to remove commas and full stops to be consistent with search tex
t 
 
  results <- dplyr::full_join(search_text, lookup, by = c("search_tokens" = "
lookup_tokens")) 
 
  results <- na.omit(results) 
  results$match_count <- stringi::stri_count_fixed(results$to_search, results
$search_with) 
  results <- results[results$match_count>0, ] 
 
  fragment_locations <- as.data.frame( 
    stringi::stri_locate_first_fixed(results$to_search, results$search_with) 
  ) 
 
  fragment_locations <- dplyr::rename(fragment_locations, fragment_start = st
art) 
  fragment_locations <- dplyr::rename(fragment_locations, fragment_end = end) 
 
  results <- cbind(results, fragment_locations) 
 
  results$length_of_term <- nchar(results$search_with) 
 
  results$search_tokens <- NULL 
  results <- base::unique(results) 
 
 
  results <- dplyr::group_by(results, serial_number) 
  results <- dplyr::group_by(results, fragment_start, .add=TRUE) 
  results <- dplyr::slice_max(results, length_of_term) 
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  results <- dplyr::ungroup(results) 
 
  results <- dplyr::group_by(results, serial_number) 
  results <- dplyr::group_by(results, fragment_end, .add=TRUE) 
  results <- dplyr::slice_max(results, length_of_term) 
 
  results <- dplyr::ungroup(results) 
 
 
  results$length_of_term <- NULL 
  results$length_of_term <- NULL 
  results$match_count <- NULL 
  results$fragment_start <- NULL 
  results$fragment_end <- NULL 
  results$to_search <- NULL 
  results$serial_number <- NULL 
  results$search_with <- NULL 
  results$case_sensitive_lookup <- NULL 
 
  if(case_sensitive==FALSE) { 
    results[, 1] <- results$case_sensitive_search 
    results$case_sensitive_search <- NULL 
    } 
 
 
  return(results) 
} 
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#' Redact Freetext using a Whitelist 
#' 
#' This function takes an freetext block and then redacts (removes sensitive 
data) 
#' by only using a whitelist of acceptable words. It results in a highly cons
ervative 
#' approach which will tend to overredact 
#' 
#' 
#' @param freetext A single string containing the text to be redacted 
#' @param all_words_whitelist A dataframe containing all the words within the 
general whitelist as single words. These can be in multiple columns but all w
ords in the entire dataframe will be searched. These search at any location 
#' @param start_words_whitelist A dataframe containing only acceptable words 
which are only tested at the start of sentences, for example 'All', 'The', 'I
t' 
#' @return A string containing the redacted text with asterisks replacing the 
sensitive datadataframe with a table of the parts of speech and location 
#' @export 
#' 
#' 
 
redact_non_numeric_words_using_whitelist <- function(freetext, all_words_whit
elist, start_words_whitelist)  # whitelist must be single column character ve
ctor 
{ 
 
  # initial validation checks 
 
  if(base::is.character(freetext)==FALSE) { 
    base::stop("freetext must be a character") 
    } 
 
  if(base::is.data.frame(all_words_whitelist)==FALSE)  { 
    base::stop("the all_words_whitelist must be a dataframe") 
    } 
 
  if(base::length(freetext) > 1) { 
    base::stop("freetext must be provided as a single element character block
, not a character vector with multiple elements") 
    } 
 
  if(base::any(stringr::str_detect(all_words_whitelist[,1]," ")))  { 
    base::warning("there are spaces in your whitelist, these will be removed"
) 
  } 
 
  whitelist <- all_words_whitelist[all_words_whitelist!=""] # remove any blan
ks from the whitelist irrespective if found or not 
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  whitelist <- data.frame(safe_word=unlist(whitelist, use.names = FALSE)) # '
stacks' all columns containing words into a single column 
 
  if(base::any(stringr::str_detect(whitelist[,1],"-"))) { 
    base::warning("hyphenated words are not supported, but will be detected i
f each component of the word features in the whitelist") 
    } 
 
  if(base::any(base::is.na(whitelist[,1]))) { 
    base::warning("NA entries existing in your whitelist, these will be remov
ed") 
    } 
 
  whitelist <- stats::na.omit(whitelist) # remove NAs whether or not detected 
 
 
  sentence_first_words <- as.data.frame( 
    stringr::str_locate_all(freetext,"(?<=^|\\.)(\\s*)([A-Z][a-z]*)") # find 
location of words following a full stop or string-start and then optional spa
ce(s) which begin with a capital letter 
  ) 
 
  sentence_first_words$words <- stringr::str_sub(freetext, sentence_first_wor
ds$start, sentence_first_words$end) 
 
  sentence_first_words$offset <- stringr::str_count(sentence_first_words$word
s," ") 
 
  sentence_first_words$start <- sentence_first_words$start + sentence_first_w
ords$offset 
 
  sentence_first_words$words <- stringr::str_sub(freetext, sentence_first_wor
ds$start, sentence_first_words$end) 
 
  starting_words_to_redact <- dplyr::anti_join(sentence_first_words, start_wo
rds_whitelist, by="words") 
 
  redacted_first_words <- freetext 
 
  if(nrow(starting_words_to_redact)>0) {  # if to address bug when unacceptab
le words was empty 
    for(j in 1:nrow(starting_words_to_redact)) { 
      stringr::str_sub(redacted_first_words, start = starting_words_to_redact
$start[j], end = starting_words_to_redact$end[j], omit_na = FALSE) <- base::s
trrep("*",nchar(starting_words_to_redact$word[j])) 
    } 
  } 
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  base:: cat(crayon::yellow("Redacted sentence starting words:\n\n")) 
 
  to_user <- as.data.frame( 
    unique(starting_words_to_redact$words) 
    ) 
 
  to_user <- as.data.frame( 
    to_user[order(to_user[, 1]), ] 
    ) 
 
  for (z in 1:nrow(to_user)) { 
    base:: cat(crayon::yellow(to_user[z, 1],"\n")) 
    } 
 
 
  # move on to the rest of the text to extract words, numbers and punctuation 
from the freetext 
 
  tabulated_words <- as.data.frame( 
    stringr::str_locate_all( 
      redacted_first_words,"([A-Za-z']+)")[[1]]) ## locate words without punc
tuation except those with apostropes 
 
  tabulated_words$word <- stringr::str_sub(freetext,tabulated_words$start,tab
ulated_words$end) # add the words beside the locations 
 
  colnames(whitelist) <- "word" 
 
  unacceptable_words <- dplyr::anti_join(tabulated_words, whitelist, by=("wor
d")) 
 
  #unacceptable_words <- dplyr::anti_join(unacceptable_words, sentence_first_
words, by="start") 
 
 
  redacted_text <-redacted_first_words 
 
  if(nrow(unacceptable_words)>0) {  # if to address bug when unacceptable wor
ds was empty 
    for(k in 1:nrow(unacceptable_words)) { 
      stringr::str_sub(redacted_text, start = unacceptable_words$start[k], en
d = unacceptable_words$end[k], omit_na = FALSE) <- base::strrep("*",nchar(una
cceptable_words$word[k])) 
    } 
  } 
 
  base:: cat(crayon::yellow("Redacted words - any location:\n\n")) 
  user_notification_1 <- as.data.frame(unacceptable_words$word) 
  user_notification_2 <- as.data.frame(starting_words_to_redact$words) 
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  colnames(user_notification_1) <- "word" 
  colnames(user_notification_2) <- "word" 
 
  user_notification <- rbind(user_notification_1, user_notification_2) 
 
  user_notification <- as.data.frame( 
      unique(user_notification$word) 
    ) 
 
  colnames(user_notification) <- "word" 
 
  user_notification <- as.data.frame( 
    user_notification[order(user_notification$word), ] 
  ) 
 
  colnames(user_notification) <- "word" 
 
 
  for (z in 1:nrow(user_notification)) { 
    base:: cat(crayon::yellow(user_notification[z, ],"\n")) 
  } 
 
  return(redacted_text) 
} 
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#' Quantity Substance Extractor - Mass / Volume 
#' 
#' This function extracts mass and volume quantities with the associated subs
tance. 
#' It will also assess whether it was likely the substance was lost - e.g. sp
illed 
#' or released, or whether it was just a normal quantity, e.g. in normal stor
age. 
#' 
#' The quantity_preprocessor should be run on the freetext prior to attemptin
g to use 
#' this function. 
#' 
#' @param text_to_analyse Must be a dataframe with column 1 containing the te
xt to analyse 
#' @return A dataframe with details of the substance, its quantity and units 
as well as whether lost 
#' @export 
#' 
#' 
quantity_substance_loss_extractor <- function(text_to_analyse, sensitivity=40
) { 
 
  units_to_search <- data.frame(units=c("litres","ml","millilitres","gallons"
,"tonnes","kg","kilogram"), 
                                type=c("volume","volume","volume","volume","m
ass","mass","mass") 
                                ) 
 
  text_to_analyse$ser_number <- 1:nrow(text_to_analyse) 
 
  lines_with_units <- as.data.frame( 
    lossofcontainmenttools::search_from_lookup_table(text_to_analyse, units_t
o_search) 
  ) 
 
  substances_lookup <- as.data.frame( 
    lossofcontainmenttools:::generic_substances_cas_numbers # needs changing 
to avoid use of ::: considered bad practice 
  ) 
 
  lines_with_substances <- lossofcontainmenttools::search_from_lookup_table(t
ext_to_analyse, substances_lookup) 
 
  loss_words <- data.frame(problem_words=c("spill","spilt","release","release
d","lost","overfilled","loss")) 
  lines_with_losses <- lossofcontainmenttools::search_from_lookup_table(text_
to_analyse, loss_words) 
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  results <- dplyr::full_join(lines_with_substances, lines_with_losses, by=c(
"plain_text_extracted","start","end","tagged_text_extracted","phrase_type","s
er_number")) 
  results <- dplyr::full_join(results, lines_with_units, by=c("plain_text_ext
racted","start","end","tagged_text_extracted","phrase_type","ser_number")) 
 
  results_with_units <- results[!is.na(results$units),] 
  results_without_units <- results[is.na(results$units),] 
 
  results_with_units$search_regex <- "[0-9,.]+" 
  results_with_units$search <- paste(results_with_units$search_regex, results
_with_units$units) 
 
  results_with_units$quantities_extracted <- stringr::str_extract(results_wit
h_units$plain_text_extracted, results_with_units$search) 
  results_with_units$search_regex <- NULL 
  results_with_units$search <- NULL 
  results_with_units$quantities_extracted <- stringr::str_remove_all(results_
with_units$quantities_extracted,"[a-zA-Z,]") 
 
  results_without_units$quantities_extracted <- NA 
  results <- rbind(results_with_units, results_without_units) 
 
  for_checking <- data.frame(ser_number = results$ser_number, 
                             quantity=results$quantities_extracted, 
                             units=results$units, 
                             type=results$type, 
                             substance=results$substance, 
                             cas_number=results$cas_number, 
                             lost=results$problem_words, 
                             loss=TRUE, 
                             text=results$plain_text_extracted 
                             ) 
 
  for_checking <- base::unique(for_checking) 
 
  for_checking$loss[is.na(for_checking$lost)] <- FALSE 
  for_checking$lost <- NULL 
 
  new <- for_checking 
  new$ser_number <- NULL 
  new$text <- NULL 
  new <- unique(new) 
  # distance_matrix <- as.matrix(dist(to_process$mid)) 
 
 
  return(new) 
 
} 
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#' Quantity Preprocessor - Mass / Volume 
#' 
#' SI notation requires that there is a space between quantities and associat
ed units, e.g. "2 kg". 
#' Unfortunately common practice is for the space to be omitted, e.g. "2kg". 
This creates problems 
#' when trying to extract such quantities from freetext. 
#'  
#' This function takes a block of text and places a space between the quantit
y and units for several 
#' common mass/volume terms, e.g. kilogram, litre etc. 
#'  
#' This preprocessor should be run prior to any NLP techniques being applied. 
#' 
#' @param text_to_preprocess Contains the plain text to process 
#' @return A text block with mass/volume quantities properly formatted 
#' @export 
 
 
quantity_preprocessor <- function(text_to_preprocess) { 
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])kg", ignore_case = TRUE)," kg")  
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])kgs", ignore_case = TRUE)," kgs")  
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])kilogram", ignore_case = TRUE)," kilogram")  
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])kilograms", ignore_case = TRUE)," kilograms")  
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])litre", ignore_case = TRUE)," litre")  
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])litres", ignore_case = TRUE)," litres")  
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])l ", ignore_case = TRUE)," l") # space after as common lett
er 
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])tonne", ignore_case = TRUE)," tonne")  
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])tonnes", ignore_case = TRUE)," tonnes")  
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])ml", ignore_case = TRUE)," ml")  
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])millilitres", ignore_case = TRUE)," millilitres")  
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])barrels", ignore_case = TRUE)," barrels")  
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])pound", ignore_case = TRUE)," pound") 
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])pounds", ignore_case = TRUE)," pounds")  
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
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:regex("(?<=[0-9])ounce", ignore_case = TRUE)," ounce") 
  text_to_preprocess <- stringr::str_replace_all(text_to_preprocess, stringr:
:regex("(?<=[0-9])ounces", ignore_case = TRUE)," ounces")  
  return(text_to_preprocess) 
} 
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#' Neural Network Trainer 
#' 
#' This function constructs a neural network based on a dataframe of freetext 
#' entries and phrase combinations to extract. 
#' 
#' @param phrase_freqs A dataframe with the noun phrase and verb phrases as f
irst two columns, then frequencies of occurence 
#' in columns representing each source document. This dataframe is created au
tomatically by multi_doc_freq_analyser 
#' @param categories A dataframe with containing the dependent variables, one 
instance per document 
#' @return A list, comprising the phrases lookup and the neural network, desi
gned 
#' to be used with nnet_predicter 
#' @export 
 
 
 
 
nnet_trainer <- function(phrase_freqs, categories) { 
 
  nnet_numbers_only <- phrase_freqs 
  nnet_numbers_only [, 1:2] <- NULL 
 
  nnet_numbers_only <- as.data.frame( 
    t(nnet_numbers_only) 
  ) 
 
  nnet_data <- nnet_numbers_only 
 
  categories[, 1] <- factor(categories[, 1]) 
 
  nnet_data <- cbind(nnet_data, categories) 
 
  neural_network <- nnet::nnet(categories ~ ., data = nnet_data, size=10, dec
ay=1.0e-5, maxit=500) 
 
  package_to_return <- list(phrase_freqs[, 1:2], neural_network) 
  return(package_to_return) 
 
} 
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#' Neural Network Predicter 
#' 
#' This function takes a neural network trained previously with nnet_trainer 
and makes predictions 
#' based on a phrase frequency dataframe. 
#' 
#' @param phrase_freqs A dataframe with the noun phrase and verb phrases as f
irst two columns, then frequencies of occurence 
#' in columns representing each source document. This dataframe is created au
tomatically by multi_doc_freq_analyser 
#' @param nnet_package A list object created by nnet_trainer 
#' @return A dataframe with predictions 
#' @export 
 
 
 
nnet_predicter <- function(phrase_freqs, nnet_package) { 
 
  nnet_model_only <- nnet_package[[2]] 
  nnet_numbers_only <- phrase_freqs 
  nnet_numbers_only [, 1:2] <- NULL 
 
  nnet_numbers_only <- as.data.frame( 
    t(nnet_numbers_only) 
  ) 
 
  nnet_data <- nnet_numbers_only 
 
  predictions <- as.data.frame( 
    stats::predict(nnet_model_only, newdata = nnet_data) 
  ) 
 
  return(predictions) 
 
} 
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#' Extract Individual Parts of Speech 
#' 
#' This function takes an annotated text block and creates a table of the 
#' occurrences of individual parts of speech in the document, such as nouns 
#' and verbs. It will not extract phrases (e.g. verb phrases) - for this 
#' use phrase_extractor 
#' 
#' @param pos_annoted_text A dataframe containing the text in column 1 
#' @return A dataframe with a table of the parts of speech and location 
#' @export 
 
 
individual_pos_extractor <- function(pos_annotated_text) 
{ 
 
tags_and_text <- stringr::str_extract_all(pos_annotated_text, "\\([^()]+\\)")
[[1]] 
text_locations <- stringr::str_locate_all(pos_annotated_text, "\\([^()]+\\)")
[[1]] 
text_locations <- as.data.frame(text_locations) 
 
 
tags_extract <- unlist(stringr::str_sub(tags_and_text,1,4)) 
tags_extract <- substring(tags_extract, 2, nchar(tags_extract)) 
tags_extract <- stringr::str_remove(tags_extract," ") 
tags_extract <- as.data.frame(tags_extract) 
 
tags_and_text <- substring(tags_and_text, 5, nchar(tags_and_text)-1) 
tags_and_text <- stringr::str_remove(tags_and_text," ") 
tags_and_text <- stringr::str_remove(tags_and_text,"[)]") 
tags_and_text <- as.data.frame(tags_and_text) 
 
final_analysis <- cbind(tags_and_text,tags_extract) 
final_analysis <- cbind(final_analysis,text_locations) 
 
# Remove non-standard tags 
 
legitimate_tags <- c("CC","CD","DT","EX","IN","JJ","JJR","JJS","LS","MD","NN"
,"NNS","NNP","PDT","POS","PRP","RB","RBR","RBS","RP","SYM","VB","VBD","VBG","
VBN","VBP","VBZ","WDT","WP","WP$","WRB") 
 
final_analysis <- final_analysis[final_analysis$tags_extract %in% legitimate_
tags,] 
 
return(final_analysis) 
} 
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#' Search from lookup table 
#' 
#' This function takes a dataframe and searches the text in the first column. 
#' It uses the first column of a second dataframe for the terms to search on. 
#' It returns the matches as a third dataframe which combines all columns fro
m 
#' the first two. 
#' 
#' @param search_text The dataframe containing the text to search in column 1 
#' @param lookup The lookup table containing the search terms in column 1 
#' @return A dataframe containing the matches, with all columns from both inp
ut dataframes 
#' @export 
 
 
 
search_from_lookup_table <- function(search_text, lookup, case_sensitive=FALS
E) { 
 
 
  if(base::is.data.frame(search_text)==FALSE) { 
      base::stop("searchtext must be a dataframe") 
    } 
 
  if(base::is.data.frame(lookup)==FALSE) { 
    base::stop("lookup must be a dataframe") 
  } 
 
  if(base::is.character(search_text[, 1])==FALSE) { 
    base::stop("search_text column 1 must contain text (and must be a datafra
me only)") 
  } 
 
  if(base::is.character(lookup[, 1])==FALSE) { 
    base::stop("lookup column 1 must contain text (and must be a dataframe on
ly)") 
  } 
 
  if(case_sensitive==FALSE) { 
    search_text_col_a_name <- base::colnames(search_text[1]) 
    lookup_col_a_name <- base::colnames(lookup[1]) 
 
    search_text$case_sensitive_search <- search_text[, 1] 
    lookup$case_sensitive_lookup <- lookup[, 1] 
 
    search_text[, 1] <- base::tolower(search_text[, 1]) 
    lookup[, 1] <- base::tolower(lookup[, 1]) 
  } 
 



243 
 

  search_text$serial_number <- 1:nrow(search_text) 
  search_text$to_search <- search_text[, 1] # search is based on first column 
only as per function documentation 
 
  lookup$search_with <- lookup[, 1] # lookup is based on first column only as 
per function documentation 
 
  search_text <- dplyr::mutate(search_text, search_tokens = stringr::str_spli
t(to_search, pattern = " ")) 
  search_text <- tidyr::unnest_longer(search_text, col = search_tokens) 
  search_text$search_tokens <- stringr::str_replace(search_text$search_tokens
,",$|\\.$","") ## need to remove commas and full stops at end of token or it 
doesn't work 
 
 
  lookup <- dplyr::mutate(lookup, lookup_tokens = stringr::str_split(search_w
ith, pattern = " ")) 
  lookup <- tidyr::unnest_longer(lookup, col = lookup_tokens) 
  lookup$lookup_tokens <- stringr::str_replace(lookup$lookup_tokens, ",$|\\.$
","") # need to remove commas and full stops to be consistent with search tex
t 
 
  results <- dplyr::full_join(search_text, lookup, by = c("search_tokens" = "
lookup_tokens")) 
 
  results <- na.omit(results) 
  results$match_count <- stringi::stri_count_fixed(results$to_search, results
$search_with) 
  results <- results[results$match_count>0, ] 
 
  fragment_locations <- as.data.frame( 
    stringi::stri_locate_first_fixed(results$to_search, results$search_with) 
  ) 
 
  fragment_locations <- dplyr::rename(fragment_locations, fragment_start = st
art) 
  fragment_locations <- dplyr::rename(fragment_locations, fragment_end = end) 
 
  results <- cbind(results, fragment_locations) 
 
  results$length_of_term <- nchar(results$search_with) 
 
  results$search_tokens <- NULL 
  results <- base::unique(results) 
 
 
  results <- dplyr::group_by(results, serial_number) 
  results <- dplyr::group_by(results, fragment_start, .add=TRUE) 
  results <- dplyr::slice_max(results, length_of_term) 
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  results <- dplyr::ungroup(results) 
 
  results <- dplyr::group_by(results, serial_number) 
  results <- dplyr::group_by(results, fragment_end, .add=TRUE) 
  results <- dplyr::slice_max(results, length_of_term) 
 
  results <- dplyr::ungroup(results) 
 
 
  results$length_of_term <- NULL 
  results$length_of_term <- NULL 
  results$match_count <- NULL 
  results$fragment_start <- NULL 
  results$fragment_end <- NULL 
  results$to_search <- NULL 
  results$serial_number <- NULL 
  results$search_with <- NULL 
  results$case_sensitive_lookup <- NULL 
 
  if(case_sensitive==FALSE) { 
    results[, 1] <- results$case_sensitive_search 
    results$case_sensitive_search <- NULL 
    } 
 
 
  return(results) 
} 

 

B.3 – Working Source Code 

coded_incident_data <- read.csv("L:/2023-24/Matt/R Coding Work/Data (case stu
dies and examples)/icheme_marked_deviations_binary.csv") 
coded_incident_data <- na.omit(coded_incident_data) 
list_coded_incident_data <- lossofcontainmenttools::doc_processor(coded_incid
ent_data) 
lookup <- read.csv("L:/2023-24/Matt/R Coding Work/Data (for functions and tec
hniques)/noun_verb_phrase_list_deviations_feature_extraction.csv") 
phrase_combinations <- list_coded_incident_data$phase_combinations 
 
 
docs <- unique(phrase_combinations$doc_id) 
 
 
remove(all_phrase_freqs) 
for (i in docs) { 
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  current_combinations <- phrase_combinations[phrase_combinations$doc_id==i, 
] 
  current_phrase_freqs <- lossofcontainmenttools::freq_analyser(current_combi
nations, lookup) 
  if (!exists("all_phrase_freqs")) { 
    all_phrase_freqs <- current_phrase_freqs 
  } else { 
    all_phrase_freqs <- cbind(all_phrase_freqs, current_phrase_freqs$frequenc
y) 
  } 
} 
 
 
independent_vars <- all_phrase_freqs[, 3:ncol(all_phrase_freqs)] 
colnames(independent_vars) <- paste0("freq_doc_",1:ncol(independent_vars)) 
independent_vars <- as.data.frame( 
  t(independent_vars) 
) 
colnames(independent_vars) <- paste0("phrase_combination_",1:ncol(independent
_vars)) 
 
# trying without normalisation independent_vars <- independent_vars / max (in
dependent_vars) # normalise the data 
 
dependent_vars <- coded_incident_data$other_than_utilities   # changed manual
ly each time 
 
# Load the required libraries 
library(keras) 
 
 
 
training_sample <- sample(98, 50) 
train_data <- as.matrix(independent_vars[training_sample, ]) 
test_data <- as.matrix(independent_vars[-training_sample, ]) 
new_data <- test_data 
train_labels <- dependent_vars[training_sample] 
test_labels <- dependent_vars[-training_sample] 
 
# Define the model architecture 
model <- keras_model_sequential() 
model %>% 
  layer_dense(units = 200, activation = "relu", input_shape = c(311)) %>% 
  layer_dense(units = 200, activation = "relu") %>% 
  layer_dense(units = 200, activation = "relu") %>% 
  layer_dense(units = 1, activation = "sigmoid") 
# above change layers manually by adding further hidden layers 
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# Compile the model 
model %>% compile( 
  loss = "binary_crossentropy", 
  optimizer = "adam", 
  metrics = c("accuracy") 
) 
 
# Train the model 
model %>% fit( 
  x = train_data, 
  y = train_labels, 
  epochs = 100, 
  batch_size = 32 
) 
 
# Evaluate the model on test data 
#accuracy <- model %>% evaluate( 
#  x = test_data, 
#  y = test_labels 
#) 
 
# Make predictions on new data 
predictions <- predict(model, new_data) 
 
# Print the model summary 
#summary(model) 
 
output <- data.frame(probability = predictions, 
           outcome = NA) 
 
output$outcome <- output$probability > 0.5 
output$actual <- test_labels 
output$actual <- output$actual==1 
output$comparison <- output$outcome==output$actual 
print((sum(output$comparison) / nrow(output)*100)) 
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raw_data <- readxl::read_xlsx("c:/Users/mclay/OneDrive - Health and Safety Ex
ecutive/2023-24/LoC Work/RawTextLoC.xlsx") 
 
raw_data <- raw_data[stringr::str_detect(raw_data$text, "pump|valve|vessel|pi
pe|pipework|tank|drum"), ] 
raw_data <- raw_data[!is.na(raw_data$text), ] 
raw_data <- raw_data[(nchar(raw_data$text) < 3000), ] 
 
 
sample_ids <- sample(nrow(raw_data), 300) 
sampled_data <- raw_data[sample_ids, ] 
 
start_words_whitelist <- lossofcontainmenttools:::start_words_whitelist 
whitelist <- lossofcontainmenttools:::english_process_safety_whitelist 
 
sampled_data$redacted_text <- NA 
for (i in 1:nrow(sampled_data)) { 
  sampled_data$redacted_text[i] <- lossofcontainmenttools::redact_non_numeric
_words_using_whitelist(sampled_data$text[i], 
                                                                 all_words_wh
itelist = whitelist, 
                                                                 start_words_
whitelist = start_words_whitelist 
                                                                  ) 
} 
 
unredacted_processed <- lossofcontainmenttools::doc_processor(sampled_data) 
redacted_processed <- lossofcontainmenttools::doc_processor(sampled_data, tex
t_col = "redacted_text") 
 
unredacted_phrases <- unredacted_processed$phrases_extracted 
redacted_phrases <- redacted_processed$phrases_extracted 
 
test <- dplyr::full_join(unredacted_phrases, redacted_phrases, by = c("doc_id
","start","end")) 
to_check <- test[,c(1,8)] 
to_check <- na.omit(to_check) 
to_check <- to_check[sample(nrow(to_check),200), ] 
 
sum(to_check$plain_text_extracted.x==to_check$plain_text_extracted.y) 
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raw_data <- readxl::read_xlsx("c:/Users/mclay/OneDrive - Health and Safety Ex
ecutive/2023-24/LoC Work/RawTextLoC.xlsx") 
 
raw_data <- raw_data[stringr::str_detect(raw_data$text, "pump|valve|vessel|pi
pe|pipework|tank|drum"), ] 
raw_data <- raw_data[!is.na(raw_data$text), ] 
raw_data <- raw_data[(nchar(raw_data$text) < 3000), ] 
 
 
sample_ids <- sample(nrow(raw_data), 30) 
sampled_data <- raw_data[sample_ids, ] 
 
icheme_data <- read.csv("c:/Users/mclay/OneDrive - Health and Safety Executiv
e/Desktop/icheme_marked_impacts_binary.csv") 
lookup <- read.csv("c:/Users/mclay/OneDrive - Health and Safety Executive/Des
ktop/noun_verb_phrase_list_deviations_feature_extraction.csv") 
 
lossofcontainmenttools::run_annotators() 
icheme_list <- lossofcontainmenttools::doc_processor(icheme_data) 
phrase_combinations <- icheme_list$phase_combinations 
 
coin_list <- lossofcontainmenttools::doc_processor(sampled_data) 
coin_phrase_combinations <- coin_list$phase_combinations 
 
 
docs <- unique(phrase_combinations$doc_id) 
 
 
remove(all_phrase_freqs) 
for (i in docs) { 
  current_combinations <- phrase_combinations[phrase_combinations$doc_id==i, 
] 
  current_phrase_freqs <- lossofcontainmenttools::freq_analyser(current_combi
nations, lookup) 
  if (!exists("all_phrase_freqs")) { 
    all_phrase_freqs <- current_phrase_freqs 
  } else { 
    all_phrase_freqs <- cbind(all_phrase_freqs, current_phrase_freqs$frequenc
y) 
  } 
} 
 
 
independent_vars <- all_phrase_freqs[, 3:ncol(all_phrase_freqs)] 
colnames(independent_vars) <- paste0("freq_doc_",1:ncol(independent_vars)) 
independent_vars <- as.data.frame( 
  t(independent_vars) 
) 
colnames(independent_vars) <- paste0("phrase_combination_",1:ncol(independent
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_vars)) 
 
# trying without normalisation independent_vars <- independent_vars / max (in
dependent_vars) # normalise the data 
 
dependent_vars <- icheme_data$fatalities_occured    # changed manually each t
ime 
 
# Load the required libraries 
library(keras) 
 
 
 
training_sample <- 1:nrow(icheme_data) # use all for training 
train_data <- as.matrix(independent_vars[training_sample, ]) 
test_data <- as.matrix(independent_vars[-training_sample, ]) 
new_data <- test_data 
train_labels <- dependent_vars[training_sample] 
test_labels <- dependent_vars[-training_sample] 
 
# Define the model architecture 
model <- keras_model_sequential() 
model %>% 
  layer_dense(units = 200, activation = "relu", input_shape = c(311)) %>% 
  layer_dense(units = 200, activation = "relu") %>% 
  layer_dense(units = 200, activation = "relu") %>% 
  layer_dense(units = 1, activation = "sigmoid") 
# above change layers manually by adding further hidden layers 
 
 
# Compile the model 
model %>% compile( 
  loss = "binary_crossentropy", 
  optimizer = "adam", 
  metrics = c("accuracy") 
) 
 
# Train the model 
model %>% fit( 
  x = train_data, 
  y = train_labels, 
  epochs = 100, 
  batch_size = 32 
) 
 
# Evaluate the model on test data 
#accuracy <- model %>% evaluate( 
#  x = test_data, 
#  y = test_labels 
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#) 
 
remove(all_coin_phrase_freqs) 
for (i in docs) { 
  current_combinations <- coin_phrase_combinations[coin_phrase_combinations$d
oc_id==i, ] 
  current_phrase_freqs <- lossofcontainmenttools::freq_analyser(current_combi
nations, lookup) 
  if (!exists("all_coin_phrase_freqs")) { 
    all_coin_phrase_freqs <- current_phrase_freqs 
  } else { 
    all_coin_phrase_freqs <- cbind(all_coin_phrase_freqs, current_phrase_freq
s$frequency) 
  } 
} 
 
 
coin_independent_vars <- all_coin_phrase_freqs[, 3:ncol(all_coin_phrase_freqs
)] 
colnames(coin_independent_vars) <- paste0("freq_doc_",1:ncol(coin_independent
_vars)) 
coin_independent_vars <- as.data.frame( 
  t(coin_independent_vars) 
) 
colnames(coin_independent_vars) <- paste0("phrase_combination_",1:ncol(coin_i
ndependent_vars)) 
coin_independent_vars <- as.matrix(coin_independent_vars) 
 
# Make predictions on new data 
predictions <- predict(model, coin_independent_vars) 
 
# Print the model summary 
#summary(model) 
 
output <- data.frame(probability = predictions, 
                     outcome = NA) 
 
output$outcome <- output$probability > 0.5 
coin_manual_check <- cbind(sampled_data$text, output$probability, output$outc
ome) 
write.csv(coin_manual_check, "c:/Users/mclay/OneDrive - Health and Safety Exe
cutive/Desktop/coin_manual_check.csv") 

 

 


