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Abstract

The measurement of differential cross-sections of the production of four
charged leptons in association with two jets, using 140 fb−1 of high-energy
collision data recorded by the ATLAS experiment at

√
s = 13 TeV, is pre-

sented in this thesis. The cross-sections are measured in two phase space
regions where the strong and electroweak production mechanisms are re-
spectively enhanced. The results are unfolded to remove detector-induced
effects and extrapolate the cross-sections at a fiducial-level. These are com-
pared with theory predictions obtained from state-of-the-art Monte Carlo
simulations and are found to be in reasonable agreement with the Standard
Model expectations. An Effective Field Theory interpretation of the results
is given, searching for anomalous weak boson self-couplings provided by
several dimension-6 and dimension-8 operators.

The ITk is a new silicon tracker which will substitute the current ATLAS
Inner Detector for the High-Luminosity phase of the Large Hadron Collider.
Before building the detector, it is essential to assess that each local support
has good thermal performance to avoid failures during operation. A non-
destructive technique to evaluate the thermal performance of thermo-active
structures was developed at the University of Manchester. Its application
for the quality control of the ATLAS ITk pixel outer end-caps local supports
is illustrated. The technique’s capability to spot potential structural defects,
and identify poorly performing local supports, has been tested with mea-
surements on several prototypes. The results are presented in this thesis and
show the technique’s suitability for the quality control of the local supports
during serial production.
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Chapter 1.

Introduction

Formulating a unified theory to describe Nature’s laws is one of the ultimate
quests of modern physics. The formulation of the Standard Model (SM) of particle
physics represents the most successful and experimentally proven attempt in this
direction, accurately describing and predicting the interactions of fundamental
particles under the action of the electromagnetic, weak and strong forces. The
theory postulates the unification of the electromagnetic and weak forces under
the gauge symmetry described by the combined SU(2)×U(1) group [3–5]. Spon-
taneous breaking of this symmetry provides masses to the elementary particles
via their interaction with the Higgs field [6–8]. The existence of a corresponding
scalar boson, the Higgs boson, was predicted far before its experimental obser-
vation by the ATLAS and CMS experiments in 2012 [9, 10], representing one of
the most important successes of the SM. The theory, however, is far from being a
complete one, as it does not include gravitational interactions, and there are small
inconsistencies which hint at potential effects of New Physics.

In the SM, the Z boson is one of the mediators of the weak force and is respon-
sible for the so-called neutral current processes where the interacting particles
do not change their flavour. The Z boson was discovered in 1983 with the UA1
and UA2 detectors at the CERN Super Proton Synchrotron (SPS) [11, 12]. Since
then, it has been subject to many precise measurements, including its mass of
approximately 91 GeV, today known with a precision of the MeV order. The main
topic of this thesis is the measurement of production cross-sections1 of pp→ 4`jj,
a process that, at high energy, is largely dominated by the combined production

1The cross-section denotes the rate at which a process occurs. See section 2.3 and section 3.1 for
more detail.
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of two Z bosons that consecutively decay into lepton pairs of opposite charge.
The measurement utilises 140 fb−1 of high-energy proton-proton collision data at
a centre-of-mass energy of

√
s = 13 TeV provided by the Large Hadron Collider

(LHC) and recorded by the ATLAS experiment. The emission of two massive
vector bosons significantly suppresses the production rate, thus constituting one
of the rarest processes observed at the LHC. ZZjj production occurs via strong
and Electroweak (EW) interactions, making it a particularly interesting process
to study both mechanisms. The pure EW production, through the Vector Boson
Scattering (VBS) process, is sensitive to weak boson self-interactions, allowing to
test further the Electroweak Symmetry Breaking (EWSB) mechanism and search
for New Physics effects which could produce anomalous couplings. Differential
cross-sections are measured for several observables characterising the kinematic
properties of the ZZjj system. Of particular interest, observables sensitive to the
VBS process are considered, such as the invariant mass of the two jets in the final
state. Others also include variables sensitive to the CP (simultaneous charge and
parity transformation) nature of the interaction and variables related to the polari-
sation of the weak bosons. The author was heavily involved in developing almost
every aspect of the analysis, with leading contributions to the event selection and
binning optimisation, unfolding implementation and evaluation of the systematic
uncertainties.

A second study is linked with the Phase-II upgrade of the ATLAS detector
for the High-Luminosity phase of the LHC, particularly for the installation of a
new Inner Tracker (ITk). The ITk, a silicon-based detector, will operate in a very
harsh radiation environment, requiring an optimal cooling system to deliver good
performance and prevent the damaging of the components. In the ITk pixel outer
end-caps, the cooling is provided by the local supports, a carbon-based structure
which holds the pixel sensors in place. The supports’ thermal performance and
cooling capabilities are evaluated with a technique developed at the University
of Manchester, which involves the infrared thermography of the supporting
structures. The non-invasive nature of the method is essential, as it allows us
to use it for the Quality Control (QC) of the local supports during the serial
production without impairing them. The author was involved in optimising the
procedure and personally led an extensive program of measurements with local
support prototypes, whose results were used to assess the technique’s sensitivity
and consolidate the local supports’ assembly procedure.
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The structure of the thesis is outlined below. Chapter 2 introduces the theo-
retical framework behind the SM and outlines the procedure used to simulate
hadron-hadron collisions and predict cross-section values. The LHC and the
ATLAS experiment are described in chapter 3. The chapter includes a discussion
on the method used to experimentally measure the cross-sections and a summary
of the procedures used in ATLAS to reconstruct physical objects from the detector
signals. Continuing the discussion on the ATLAS detector, chapter 4 follows
with an overview of the ITk upgrade and the technique used for the thermal
characterisation of the pixel outer end-caps local supports. The chapter reports
several measurements carried out with three different local support prototypes, all
performed by the author, and it discusses the results from the perspective of the
ITk design’s requirements. The measurement of differential 4`jj cross-sections is
presented in chapter 5. Particular emphasis is given to the implementation of the
unfolding procedure and its optimisation. Unfolded differential cross-sections are
reported for several observables of interest and are used to constrain the couplings
of higher-dimension operators in an Effective Field Theory (EFT) interpretation of
the results. Lastly, conclusions on the two measurements presented in the thesis
are summarised in chapter 6.
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Chapter 2.

Theory

This chapter summarises the theoretical framework that describes the interactions
of elementary particles and is used to obtain the predictions for the measurements
described in this thesis. After a brief introduction to the mathematical formalism,
given in section 2.1, the Standard Model (SM) of particle physics is introduced in
section 2.2. Section 2.3 follows with a discussion of the physics of hadron colliders,
along with a description of the procedure used to simulate particle interactions
with Monte Carlo generators, in section 2.4. A brief introductions to jets is given
in section 2.5.

2.1. Formalism

The SM formulation relies on Quantum Field Theory (QFT) to describe the
dynamics of particles. QFT is a broad topic, and its formalism and development
are extensively covered in literature, for example in Refs. [13–15]. Only a brief
introduction is given here, mainly inspired by [13, 16]. Following [13], we use a
covariant relativistic notation, where a particle is determined by its space-time
four-vector xµ = (ct,~x) = (ct, x, y, z). Natural units, corresponding to c = h̄ = 1,
will be hereafter assumed unless otherwise specified. The covariant form of the
four-vector (xµ) is obtained by the relation

xµ = gµνxν, (2.1)

33



34 Theory

where the contracted indexes imply the summation over the four components and
gµν is the metric tensor defined as

gµν =


1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 −1

 . (2.2)

Let us consider, for simplicity, a system described by a single field φ(x). In
analogy with the classical approach, we can determine the system’s dynamics
from the principle of least action. The action is defined as the time integral of the
system’s Lagrangian (L), namely

S =
∫

L dt =
∫

Ω
L(φ, ∂µφ) d4x. (2.3)

The term L(φ, ∂µφ) corresponds to the Lagrangian density, which depends on the
field and its partial derivatives1, and is trivially related to the Lagrangian by an
integral over the spatial volume. Imposing a null variation of the action δS = 0,
eq. (2.3) leads to the Euler-Lagrange equation,

∂L
∂φ
− ∂µ

∂L
∂(∂µφ)

= 0, (2.4)

thus determining the equation of motion of the system. Similarly, we can introduce
the conjugate momentum field

π(x) =
∂L
∂φ̇

, (2.5)

where φ̇ represents the time derivative of the field. The Hamiltonian density (H)
is then defined as

H = π(x)φ̇(x)−L(φ, ∂µφ), (2.6)

1The partial derivative ∂µ is equivalent to d
dxµ and corresponds to the covariant four-vector

generalisation of the gradient operator.
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in a way that, as for the Lagrangian, the density is related to the Hamiltonian (H)
of the system by a volume integral over the spatial coordinates.

In analogy with quantum mechanics, we can interpret the field and its conju-
gate as operators and apply the canonical quantisation via the imposition of the
commutator relations[

φ̂(x, t), π̂(y, t)
]
= iδ(x− y),[

φ̂(x, t), φ̂(y, t)
]
= [π̂(x, t), π̂(y, t)] = 0.

(2.7)

Without going into details of the computation, the quantisation of the field op-
erators gives rise to creation and annihilation operators, which add or remove
particles of given momenta to a Fock state |ψ〉. The operators’ actions lead to a
state characterised by an occupancy of integer value, thus obeying Bose-Einstein
statistics. In this context, a particle corresponds to the excitation of a particular
Fourier mode of the field, which, in turn, is the superposition of all possible
modes [16]. When measuring the energy of the ground state E0 = 〈0|H|0〉, one
could find the quantity to be divergent. This problem can be circumvented with
the so-called renormalisation procedure, changing the energy scale such that
E0 = 0. The scale variation is justified as measuring an absolute energy value
experimentally is impossible. Using the Schrödinger picture, where the time
dependence is uniquely carried by the Fock states, the temporal evolution of a
state |ψ(t)〉 from the initial configuration |ψ(t0)〉 is expressed as

|ψ, t〉 = Û(t, t0)|ψ, t0〉, (2.8)

where Û(t, t0) = e−iH(t−t0) is the time evolution operator.

Consider now the case where the particles in a system interact with each other,
e.g. scattering, which is more closely related to the physics of particle colliders
studied in this thesis. We can think of the Hamiltonian density of the system as
being composed of two different terms, one related to the free fields (H0) and the
other purely describing the interaction process (HI), namely

H = H0 +HI . (2.9)

The interactions typically happen in a short time-scale −∞� t� +∞, and the
initial (|i, t = −∞〉) and final (| f , t = +∞〉) states can be asymptotically described
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by the free field theory. The transition between the two states is probabilistic and
is governed by the unitary operator S-matrix of elements

S f i = 〈 f , t = +∞|Û(t, t0)|i, t0 = −∞〉. (2.10)

The cross-section of the process i→ f is proportional to the scattering amplitude
squared, |S f i|2, which indicates the transition probability between the two states.
The unitarity condition ∑ f |S f i|2 = 1 ensures the probability is well-defined. Pro-
vided the energy scale at whichHI operates is small, a perturbative approach is
possible, and eq. (2.10) can be expressed in the Dirac picture2 as a series expansion
in powers of the interaction Hamiltonian. If the interaction strength (i.e. the
coefficient of the expansion) is smaller than unity, the series can be truncated,
approximating S f i at a finite order. An example is the electromagnetic electron-
photon interactions, where the coupling strength is given by the fine structure
constant αEM ≈ 1

137 . The S-matrix expansion and truncation is equivalent to the
computation of the scattering amplitude via the Feynman rules3, where one sums
the contributions from all the possible diagrams describing the i→ f process, up
to a given order.

2.2. The Standard Model

The Standard Model of particle physics is a unified theory which describes
the interactions caused by three out of the four fundamental forces, the electro-
magnetic, weak and strong forces. The three forces are mediated by integer-spin4

gauge bosons, corresponding to the photon (γ), the gluon5 and the W±, Z bosons.
The photon mediates electromagnetic interactions, the gluon is responsible for the

2In the Dirac picture, also known as the Interaction picture, the time dependence of the operators
relies only on the free field Hamiltonian, while the time evolution of the states depends on the
perturbative Hamiltonian. The operators in the two pictures are related by the transformation
φI(t) = eiH0tφSe−iH0t, where the indexes I and S denote the Interaction and Schrödinger
pictures respectively.

3The Feynman diagrams are a pictorial representation of the interaction processes which allow
to directly compute the scattering amplitudes from a defined set of rules (see, for example,
chapter 7 of Ref. [13]).

4The spin of a particle denotes its intrinsic angular momentum.
5As described in section 2.2.2, there are eight different types of gluonic fields. However, since

they are experimentally indistinguishable, it is more convenient to refer to them as a single
entity.
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strong interactions, and the W± and Z bosons are the mediators of the weak force.
The principal properties of the gauge bosons are summarised in table 2.1.

Along with the vector bosons, there are additional 12 fermions with half-
integer spin, subdivided into six leptons and six quarks and arranged into three
generations of particles with an increasing mass scale. They are listed in table 2.2.
For each fermion, there exists an identical anti-particle with opposite quantum
number values. Both leptons and quarks carry an electrical charge (Q) and a weak
isospin charge (I), while only quarks also present a colour charge (C). The electric
and isospin charges can be combined in the so-called weak hypercharge (Y) via
the relation Q = Iz + Y/2, where Iz denotes the third component of the isospin.
Colour-charged free states have not been observed in nature, giving rise to the
concept of colour confinement, where quarks of different colours combine to form
neutral bound states. The combination of a qq̄ pair forms a class of particles called
mesons, while three quarks create a baryon. The most common baryons are the
protons (p) and neutrons (n), which are the basic constituents of the atoms’ nuclei
and correspond respectively to a uud and udd state.

Interaction Particle Symbol Charge Spin Mass [GeV]

Electromagnetic Photon γ 0 1 0

Weak
W-boson W± ±1 1 80.377± 0.012
Z-boson Z 0 1 91.1876± 0.0021

Strong Gluon g 0 1 0

Table 2.1.: Summary of the force-mediator gauge bosons in the SM. The electric charge is
given in units of elementary charge, and the mass values are taken from the
summary tables provided by the 2022 Particle Data Group review [17].

The SM Lagrangian describes the interactions between the different fermionic
and bosonic fields and is invariant under gauge transformations of the combined
group

SU(3)C × SU(2)L ×U(1)Y, (2.11)



38 Theory

Family Generation Particle Symbol Charge Spin Mass

Quarks

I
up u 2/3 1/2 2.16 MeV
down d −1/3 1/2 4.67 MeV

II
charm c 2/3 1/2 1.27 GeV
strange s −1/3 1/2 93.4 MeV

III
top t 2/3 1/2 172.7 GeV
bottom b −1/3 1/2 4.18 GeV

Leptons

I
electron e −1 1/2 0.511 MeV
electron neutrino νe 0 1/2 < 1.1 eV

II
muon µ −1 1/2 105.66 MeV
muon neutrino νµ 0 1/2 < 0.19 MeV

III
tau τ −1 1/2 1776.9 MeV
tau neutrino ντ 0 1/2 < 18.2 MeV

Table 2.2.: Summary of the different fermions present in the SM. The electric charge is
given in units of elementary charge, and the mass values are taken from the
summary tables provided by the 2022 Particle Data Group review [17].

where U stand for unitary, S for special6, and the number in brackets is the
dimension of the group. The subscripts C, L and Y respectively denote the colour
charge, left-handedness (see section 2.2.3) and weak hypercharge. The concept
of symmetry is fundamental in QFT. Noether’s theorem [18] tells us that, if the
Lagrangian is invariant under some continuous transformation, there must be a
conserved current which leads to the existence of a conserved scalar quantity that
is constant over time. In the SM Lagrangian, the symmetry described by eq. (2.11)
directly corresponds to the conservation of the quantum numbers associated with
the colour charge, electric charge and the third component of the weak isospin.
The different terms in eq. (2.11) are discussed in more detail in the following
sections.

2.2.1. Quantum Electrodynamics

Quantum Electrodynamics (QED) describes the interactions between electri-
cally charged fermions and massless photons and can be considered as a prolon-
gation of the classic electromagnetic theory in a QFT framework. Fermions with
half-integer spin satisfy the Pauli exclusion principle and, thus, obey Fermi-Dirac

6In a special group, the matrix representation of a generic element has a determinant equal to
unity.
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statistics. We discussed in section 2.1 that quantised field operators, which sat-
isfy the commutation relation given in eq. (2.7), lead to the creation of bosons.
Fermions, on the other hand, can be produced by replacing the commutation
rules in eq. (2.7) with anti-commutation relations. The equation of motion for a
fermion of rest mass m corresponds to the Dirac equation7, which is derived from
the Lagrangian density

LDirac = ψ̄(iγµ∂µ −m)ψ + h.c., (2.12)

where γµ are the 4× 4 Dirac matrices, ψ is the four-vector spinor wave-function
corresponding to the fermionic field, and ψ̄ = ψ†γ0 is the adjoint field. The
hermitian conjugate h.c. will be henceforth omitted for the sake of brevity.

The unitary group U(1)Q is associated with a gauge transformation corre-
sponding to a change in phase

L′ = eiα(x)L, (2.13)

with α(x) real. The Lagrangian density in eq. (2.12) is invariant under a global
phase transformation, which coincides with the special case of a constant α(x).
According to Noether’s theorem, the symmetry leads to a conserved quantity
corresponding to the electric charge. The invariance under a local phase transfor-
mation, however, is not preserved, as an additional term proportional to ∂µα(x)
would appear when substituting eq. (2.13) in eq. (2.12). To restore the symmetry
at a local level, we introduce a four-component vector field (Aµ) which transforms
according to

A′µ(x) = Aµ(x) +
1
qe

∂µα(x), (2.14)

where the term qe represents the coupling constant of the interaction. In terms of
Aµ, we can define the covariant derivative (Dµ) thorough the minimal substitution

Dµ = ∂µ − iqe Aµ(x). (2.15)

7The Dirac equation for a fermionic field (ψ(x)) is expressed as iγµ∂µψ(x)−mψ(x) = 0, where
the different terms are the same ones described in eq. (2.12).
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This allows us to write the QED Lagrangian in a gauge invariant form, as

LQED = −1
4

FµνFµν + ψ̄(i /D−m)ψ, (2.16)

indicating with a slashed notation the index contraction with the Dirac matrices
/D = γµDµ. The additional term −1

4 FµνFµν is a gauge invariant kinetic term for
the newly introduced field. Fµν corresponds to the electromagnetic field strength
tensor, which, in the classical theory, describes Maxwell’s equations in a relativistic
covariant form

Fµν = ∂µ Aν − ∂ν Aµ. (2.17)

In eq. (2.16) there is no mass term for the Aµ field, which would otherwise break
the gauge invariance. This is consistent with the observation of a massless photon.
Self-interactions of the photon are also not allowed, as the boson is not electrically
charged.

2.2.2. Quantum Chromodynamics

Quantum Chromodynamics (QCD) is a branch of QFT that describes the
strong interactions between colour-charged particles. In the SM, this is related
to the gauge symmetry corresponding to the SU(3)C group, which leads to the
conservation of the colour charge. This charge has three degrees of freedom,
corresponding to three colour spinors of type red (R), blue (B) or green (G). The
algebra of a generic special unitary group, SU(N), has dimension N2 − 1. For
SU(3), this implies that a generic element of the group can be represented by a
linear combination of eight traceless hermitian generators ta, with a ∈ {1, 2, ..., 8}.
They are defined with the 3× 3 Gell-Mann matrices8 (λa), as ta = 1

2 λa. The group

8The eight Gell-Mann matrices correspond to

λ1 =

0 1 0
1 0 0
0 0 0

 , λ2 =

0 −i 0
i 0 0
0 0 0

 , λ3 =

1 0 0
0 −1 0
0 0 0

 , λ4 =

0 0 1
0 0 0
1 0 0

 ,

λ5 =

0 0 −i
0 0 0
i 0 0

 , λ6 =

0 0 0
0 0 1
0 1 0

 , λ7 =

0 0 0
0 0 −i
0 i 0

 , λ8 =
1√
3

1 0 0
0 1 0
0 0 −2

 .
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is non-abelian, and the generators satisfy the commutation relation

[ta, tb] = i f abctc, (2.18)

where f abc are the totally asymmetric structure constants, and repeated Latin
indexes imply summation.

Similarly to the U(1)Q case, a set of bosonic fields Ga
µ(x) is introduced in the

Lagrangian to preserve the SU(3)C gauge symmetry. The multiplicity of the fields
matches the algebraic structure of the group, thus resulting in eight different
gluonic fields with covariant derivative

Dµ = ∂µ − igStaGa
µ(x), (2.19)

where gS is the coupling constant of the strong interaction. In analogy with the
electromagnetic field strength tensor in QED, we also introduce a kinetic term for
Ga

µ(x) of the form

Ga
µν = ∂µGa

ν − ∂νGa
µ + gS f abcGb

µGc
ν. (2.20)

The QCD Lagrangian density can now be written as

LQCD = −1
4

Ga
µνGµν

a + ∑
f∈{u,d,c,s,t,b}

ψ̄ f (i /D−m f )ψ f , (2.21)

where the gluon octet index a is vertically displaced only to improve the read-
ability. The Dirac field ψ f (x), describing a quark of specific flavour f , and its
corresponding adjoint ψ̄ f (x) are expressed by the 3-dimensional colour wave-
functions

ψ f (x) =


ψ f ,R(x)

ψ f ,B(x)

ψ f ,G(x)

 , ψ̄ f (x) =
(

ψ̄ f ,R(x) ψ̄ f ,B(x) ψ̄ f ,G(x)
)

. (2.22)

Differently from the photon in the QED theory, the gluons present a colour
charge themselves. The presence of a charge allows for a self-coupling of the
gluons, generating 3 and 4-point interaction vertices in perturbative QCD. The

non-linear gluon coupling reflects in the running of the coupling strength, αS ≡ g2
S

4π ,
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which exhibits a (ln Q2)−1 dependence on the energy scale, Q2. For small energy
values, the coupling strength increases and perturbative QCD can no longer be
applied. In nature, this phenomenon corresponds to the colour confinement prin-
ciple introduced in section 2.2, for which only colour-neutral states are observed.
At high energy, αS becomes small (αS(mZ) = 0.118 at the Z boson mass scale), and
a perturbative approach is possible. As the coupling strength decreases with the
transferred momentum, at high enough energy quarks are no longer confined in a
bound state, and they can be described with the free fields theory. This behaviour
is known as asymptotic freedom [19].

2.2.3. Electroweak interactions and unification

The SU(2) gauge symmetry is related to weak interactions and leads to the con-
servation of the weak isospin. In analogy with SU(3), the group is characterised
by an algebra of dimension N2 − 1 = 3. Its fundamental representation can be
identified with the three 2× 2 Pauli matrices9 (σi), which satisfy the commutation
and anti-commutation relations

[σi, σj] = 2iεijkσk, {σi, σj} = 2δijI , (2.23)

where εijk is the totally anti-symmetric Levi-Civita symbol, δij is the Kronecker
delta and I is the 2-dimensional identity matrix.

Weak interactions are known to violate invariance under parity transfor-
mation, corresponding to a sign change of the spatial coordinates of a vector
(t, x, y, z)→ (t,−x,−y,−z). The concept of parity violation in weak interactions
dates back to 1956, theoretically introduced by Lee and Yang [20] and later verified
experimentally [21]. In the QFT formalism, this leads to the introduction of a
chirality operator γ5 = iγ0γ1γ2γ3γ4 with eigenvalues +1 and −1. The fermionic
fields can then be expressed, in the basis of the chirality eigenstates, as the combi-
nation of a left-handed (negative chirality) and right-handed (positive chirality)

9The three Pauli matrices correspond to

σ1 =

(
0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
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state

ψ = ψL + ψR = P̂Lψ + P̂Rψ =
1
2
(1− γ5)ψ +

1
2
(1 + γ5)ψ, (2.24)

where we introduced the projection operators P̂L = 1
2(1− γ5) and P̂R = 1

2(1 + γ5).

The parity violation principle is described in the theory by considering a
different transformation rule for the opposite-chirality fields. In particular, a
SU(2) gauge transformation rotates left-handed fields while leaving the right-
handed component untouched. Namely,ψL(x)→ ψL′(x) = e

i
2 αj(x)σj ψL(x),

ψR(x)→ ψR′(x) = ψR(x),
(2.25)

where j ∈ {1, 2, 3} and αj(x) are three real angles. The global transformation
αj(x) = constant leads to the aforementioned isospin charge conservation. We
can write the left and right-handed fields respectively as an isospin doublet with
Iz = ±1

2 and a singlet with Iz = 0. For the leptons, this corresponds to

ψL
` =

νL
`

`L

 , ψR
` ∈ {`R}, (2.26)

where ` = e, µ, τ, and we neglected right-handed neutrinos νR
` as they are not

present in the SM. The same applies to quarks, with the up(down)-type field
corresponding to a positive (negative) Iz. The down-type quark isospin eigenstates
are, however, different from the mass eigenstates introduced in table 2.2. They can
be interpreted as a mixture of the mass eigenstates and can be retrieved via the
unitary transformation described by the so-called Cabibbo-Kobayashi-Maskawa
(CKM) matrix [22, 23], as

d′

s′

b′

 =


Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb




d

s

b

 . (2.27)

The nine parameters of the CKM matrix have four degrees of freedom and can
be interpreted in terms of three rotation angles and a complex phase. The latter



44 Theory

is responsible for the phenomenon of CP (simultaneous charge conjugation and
parity) symmetry violation in the SM.

Using the same argument as in QED and QCD, the invariance under a local
transformation is restored by introducing three gauge fields W i

µ. The non-abelian
nature of the SU(2) group reflects in the field strength tensor, which, in analogy
with the gluon fields, can be expressed as

W i
µν = ∂µW i

ν − ∂νW i
µ + gWεijkW j

µWk
ν . (2.28)

The W1,2
µ gauge fields can be re-written in a different basis to form the fields W−µ

and W+
µ ,

W∓µ =
1√
2
(W1

µ ± iW2
µ) (2.29)

With this representation, the quantised fields manifest via the charged W± vector
bosons and are responsible for flavour-changing processes. The third field W3

µ is
related to the Z boson, as described below.

The simultaneous SU(2)×U(1)Y symmetry corresponds to a unified theory
describing electromagnetic and weak interactions [3–5]. The addition of the
chirality-independent U(1)Y rotation invariance provides the conservation of the
weak hypercharge, which relates the electric charge and the third component of
the weak isospin (section 2.2). Introducing the Bµ real field to preserve the U(1)Y

gauge invariance, we can write the covariant derivatives which act on the left and
right-handed fields as

DµψL = (∂µ +
i
2

gWσjW
j
µ +

i
2

gYYBµ)ψ
L,

DµψR = (∂µ + igYYBµ)ψ
R,

(2.30)

with Y = −1,−2 respectively for ψL
` and `R.

The unified Electroweak (EW) Lagrangian density, restricted to the first lepton
generation for simplicity and in the massless approximation, results

LEW,massless = −
1
4

W j
µνWµν

j −
1
4

BµνBµν + iψ̄L
e /DψL

e + iēR /DeR + iν̄R
e /DνR

e . (2.31)
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The Lagrangian density can be extended to include all lepton and quark genera-
tions by including the corresponding terms for each left and right-handed flavour.
The gauge fields Bµ and W3

µ can be combined in a different basis to represent the
electromagnetic field Aµ of section 2.2.1 and a field Zµ associated with the neutral
Z boson. This is achieved with a rotation defined by the Weinberg angle (θW),
which can be expressed asAµ

Zµ

 =

 cos θW sin θW

− sin θW cos θW

 Bµ

W3
µ

 , (2.32)

with sin θW = gY√
g2

W+g2
Y

and such that gY cos θW = gW sin θW = qe.

2.2.4. Electroweak symmetry breaking

Adding an explicit mass term for the gauge bosons, such as m2
WW−µ W+µ

+
1
2 m2

ZZµZµ, would make the Lagrangian no longer invariant under a SU(2) ×
U(1) transformation. A similar argument holds for the fermions. Substituting
eq. (2.24) into the Dirac Lagrangian would give a mass term −m f (ψ̄

L
f ψR

f + ψ̄R
f ψL

f )

which mixes the left-handed isospinors with the right-handed isoscalars, and
the SU(2)L gauge transformation acts differently on the two. Therefore, the
bosons and fermions must acquire their masses through a different mechanism.
In the SM theory, this is obtained with the spontaneous breaking of the EW
symmetry, a process also known as the Higgs mechanism [6–8]. The concept of
spontaneous symmetry breaking is related to a system that is invariant under
a given transformation and is characterised by a degenerate ground state. The
lowest-energy level of such a system is not uniquely identified but presents
multiple eigenstates of the same energy, which transform according to the system’s
symmetry. Arbitrarily choosing one of the eigenstates to represent the ground
state would, therefore, break the symmetry, as that particular solution would no
longer be invariant.

For the W±, Z bosons to get mass, we have to break the SU(2)L × U(1)Y

symmetry while preserving the U(1)Q invariance, in such a way that the photon
remains massless. This is achieved with the Higgs mechanism by introducing a
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complex scalar field in the form of an isospin doublet with I = 1
2 and Y = 1,

φ =

φ1 + iφ2

φ3 + iφ4

 , (2.33)

with φ1, φ2, φ3, φ4 real fields. The Lagrangian density associated with φ has the
form

Lφ = (∂µφ)†(∂µφ)−V(φ), (2.34)

with the potential being

V(φ) = µ2φ†φ + λ|φ † φ|2. (2.35)

The parameters λ, µ regulate the form of the potential. Choosing λ > 0 and
µ2 < 0 produces a potential with a degenerate minimum10 at φ 6= 0. The covariant
derivative in eq. (2.35) is determined by the SU(2)L×U(1)Y gauge symmetry and
resembles the first term of eq. (2.30), modified accordingly with the hypercharge
of the field. Without loss of generality, we can choose a vacuum11 in which three
of the four fields composing the Higgs doublet are null, such as

< 0|φ|0 >=

 0
υ√
2
,

 (2.36)

with υ =
√
−µ2/λ. Equation (2.36) can be used to parametrise the Higgs field in

terms of its distance from the vacuum expectation value. Introducing four generic
real fields η1(x), η2(x), η3(x) and H(x), it can be written

φ(x) =
1√
2

 η1(x) + iη2(x)

υ + H(x) + iη3(x)

 . (2.37)

10Considering a complex scalar singlet of the type φ(x) = φ1(x) + iφ2(x), the potential in eq. (2.35)
for λ > 0 and µ2 < 0 assumes the shape of a Mexican hat with an unstable local maximum at

φ = 0 and a continuous, infinitely degenerate, minimum at |φ| =
√
−µ2/2λ.

11In QFT the ground state corresponds to the vacuum.
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The three ηi(x) fields are often referred to as Goldstone fields and represent non-
physical massless bosons. The Goldstone fields can be eliminated from eq. (2.37)
with a gauge transformation12, also called unitary gauge. This leaves

φ(x) =
1√
2

 0

υ + H(x)

 . (2.38)

When substituting eq. (2.38) into the Higgs field Lagrangian density of eq. (2.34),
one obtains explicit mass terms for the gauge bosons. These have the form

LV,mass = m2
WW−µ W+µ

+
1
2

m2
ZZµZµ − 1

2
m2

H H2, (2.39)

with mW = 1
2 υgW , mZ = mW

cos θW
= 1

2 υ

√
g2

W + g2
Y and mH =

√
−2µ2. The Higgs

field manifests through the neutral scalar boson H0 of mass around 125 GeV. The
observation of the Higgs boson had been a missing piece of the SM for many
years, until its discovery by ATLAS and CMS in 2012 [9, 10].

The spontaneous EW symmetry breaking through the interaction with the
Higgs field can also be used to provide masses to the fermions. This is done in the
form of a Yukawa-type coupling, which, for a given lepton flavour, is expressed
by the Lagrangian density

LYukawa = g`(ψ
L
` ψR

` φ + ψR
` ψL

` φ†), (2.40)

where g` is a coupling constant and we considered the neutrino massless, as
originally postulated in the SM theory. With a similar procedure used for the
gauge bosons, it can be shown that the leptons acquire a mass m` = υg`√

2
. The

argument can be generalised to the different quark flavours with analogous results.

2.2.5. The SM Lagrangian

The different Lagrangian densities discussed in sections 2.2.1 to 2.2.4 can be
combined to form the SM Lagrangian. Without explicitly writing the terms, we
can express the SM Lagrangian as the sum of several contributions describing

12Equation (2.37) can be interpreted as the result of a gauge transformation φ′ = UφU−1, with

U = e
iησ
2υ . The Goldstone bosons thus vanish from the expression of φ′ and are re-absorbed by

the gauge bosons in the transformation σW′µ = UσWµU−1.
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different interactions13, namely

LSM = LGauge + LFermions + LHiggs + LYukawa. (2.41)

LGauge corresponds to the kinetic and interaction terms of the gauge bosons and
is related to the field strength tensors. LFermions contains the fermionic fields
with Dirac-like terms of the form iψ̄ /Dψ, which describe the interactions between
fermions and between fermions and gauge bosons through the covariant deriva-
tives. These refer to both electroweak and strong interactions and include a
summation over all quark and lepton flavours. LHiggs is the Higgs Lagrangian
discussed in section 2.2.4 from which the gauge bosons acquire their masses.
LYukawa, also discussed in section 2.2.4, describes the Yukawa-type interactions
between the fermions and the Higgs field, which result in a mass term for the
fermions proportional to the coupling strength.

The SM theory has been extensively tested and accurately describes the physics
of particle interactions observed so far, such as at lepton and hadron colliders.
As an example, production cross-sections for a plethora of different processes, as
measured by the ATLAS experiment at different proton-proton collision energy,
are shown in fig. 2.1. The observed values are found to be consistent with the
SM predictions, also shown in the figure. Of particular relevance for this thesis,
it is worth pointing out that the EW production of two Z bosons in association
with two jets (see section 5.1) lies in the far end of the right side of the plot,
corresponding to a very small cross-section value.

2.2.6. SM limitations and beyond

Despite being a very successful theory, the SM doesn’t completely describe
Nature’s laws. The SM describes three fundamental forces by means of a gauge
theory. However, it completely eludes the description of gravitational interac-
tions due to the very different scale at which these become relevant. Gravity is
described by Einstein’s General Relativity, which is also a gauge theory. However,
despite sharing a similar mathematical framework, it is considered to be incom-
patible with the SM, especially at the small scale where a quantum mechanical

13In addition to those listed in eq. (2.41), the complete SM Lagrangian necessitates other two extra
terms, a gauge fixing term and a ghost term. The first is related to the choice of the gauge
to uniquely identify the fields, and the second removes non-physical contributions from the
gauge bosons, such as from quantised gluons. The origin of these terms is mathematical and
exceeds the scope of this thesis. Therefore, they are not discussed here.
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Figure 2.1.: Standard Model production cross-sections measured with the ATLAS exper-
iment in proton-proton collisions at a centre of mass energy corresponding
to
√

s = 5 TeV (green), 7 TeV (blue), 8 TeV (orange) and 13 TeV (fuchsia). The
measurements are corrected for the branching ratios and confronted with
the theoretical predictions, shown in grey. Uncertainties are plotted with a
band. Figure sourced from [24]. References for the single measurements are
available at the same source.

approach is necessary. Moreover, astrophysical observations suggest the existence
of an additional type of matter, referred to as dark matter, which only interacts
gravitationally and can’t be described by the SM particles.

One of the most significant pieces of evidence of the incompleteness of the
SM is the problem of the neutrino mass. In the SM, the Yukawa coupling of the
neutrinos is set to zero, which originates massless particles. This conflicts with
the observation of neutrino oscillations [25, 26], corresponding to a change in
flavour, for which they are required to have a non-zero mass. The small neutrino
mass constitutes a tiny deviation from the SM, which still accurately describes
the physics of particle colliders, but points towards a possible extension of the
theory. The explanation for the mass hierarchy of the different fermions, with
very large mass scale difference between neutrinos and other particles, but also
within the different generations of fermions, is another open problem. This is
linked to the counter-intuitive idea that a single mechanism, namely the Higgs
field, is responsible for the generation of particles’ masses ranging over several



50 Theory

orders of magnitude. It also leads to the problem of naturalness, corresponding to
the necessity to fine-tune the many free parameters of the SM theory to match the
observations.

Another experimental hint to a possible Beyond the Standard Model (BSM)
physics is given by the asymmetry between matter and anti-matter in the Universe,
also referred to as baryon asymmetry. According to the cosmological inflation
theory, the Big Bang should have created an equal amount of matter and anti-
matter, with its consequential annihilation. Therefore, there must exist some
mechanism due to which one is preferred. The so-called Sakharov conditions [27]
denote three requirements needed for an asymmetric production of matter and
anti-matter. Among them, there is the condition of CP symmetry violation. In
the SM, this is introduced by a non-zero imaginary phase in the CKM matrix, as
described in section 2.2.3. However, this is not sufficient to describe the large
observed baryon asymmetry.

Similarly to the unification of the electromagnetic and weak interactions, one
could think of a more comprehensive theory which, at the appropriate energy
scale, unifies also QCD interactions and, ultimately, gravity. This concept is called
Global Unified Theory (GUT), and a naive example would be to consider a larger
group which contains the SU(3)× SU(2)×U(1) description of the SM. This thesis
will not describe any particular GUT (e.g. supersymmetry), as these models are
not particularly relevant for the presented measurements. A summary of the
most-known theories can be found, for example, in chapter 19 of Ref. [15].

2.3. Physics of Hadron Colliders

The measurement described in chapter 5 utilises data collected in high-energy
proton-proton collisions provided by the LHC accelerator. Differently from its
lepton collider predecessor, where the scattering involved elementary particles,
protons are composite objects, made of three valence quarks (uud), which are
held together by their interactions with gluons. These gluons can additionally
produce virtual qq̄ pairs, not necessarily of u or d flavour, that add to the mixture
and could participate in the pp scattering. The valence quarks, gluons and virtual
"sea" quarks are referred to as partons. The probability that a particular final
state originates from the collision is given by the cross-section. An accurate
calculation of the cross-section is essential to faithfully reproduce the data that



Theory 51

are observed experimentally. At the LHC, the presence of additional partons due
to the compositeness of the protons complicates the physics modelling of the
interaction and makes it more challenging to calculate cross-section values. This
section briefly describes the procedure used to evaluate such cross-sections.

2.3.1. Parton Distribution Functions

Parton distribution functions (PDFs) describe the momentum distribution of
the partons composing the protons and are a key ingredient for the computation of
cross-sections. A generic parton (a) carries a fraction xa of the total proton momen-
tum (pp), namely pa = xa pp. The PDF fa(xa, Q2) denotes the probability to find
the same parton a with a specific fractional momentum corresponding to xa. The
PDF depends on the momentum transfer (Q2) of the scattering process, indicating
the scale at which the proton is probed. The values of the PDFs are not known a
priori, and they cannot be exactly calculated using a perturbation theory approach.
Therefore, they must be constrained experimentally with high-energy collision
data that can probe the internal structure of the protons. The PDFs do not depend
on the interaction processes but only convey the underlying composite structure
of the proton. Thus, they can be evaluated from global fits applied to multiple
measurements involving the collision of protons at a desired Q2 scale. A minimum
scale is typically chosen at the GeV order to ensure the interactions occur in a
perturbative regime. A non-exhaustive list of data employed in the PDF fits in-
cludes measurements of deep inelastic scattering, like those provided by the SLAC
accelerator or the HERA collider, measurements of different Drell-Yan processes,
or more recent vector bosons production cross-sections obtained at the LHC. Sev-
eral sets of PDFs are provided by different collaborations, each obtained with a
specific input dataset and fit model. These include the NNPDF3.0 [28], CT14 [29],
MMHT2014 [30] and PDF4LHC15 [31] sets. The CT14 PDFs at Q = 2 GeV are
shown in fig. 2.2. Once the PDFs for a given initial scale Q2

0 are known, their
evolution at different Q2 values can be determined analytically. This is com-
monly performed with the DGLAP (Dokshitzer–Gribov–Lipatov–Altarelli–Parisi)
equations [32–35].

2.3.2. Matrix elements and cross-sections

The inelastic pp collisions at the LHC, occurring at a high centre of mass en-
ergy (

√
s), are predominantly characterised by the two-body scattering of the

type 2 → N, where N denotes the multiplicity of the final state. The interac-
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Figure 2.2.: The CT14 parton distribution functions at Q = 2 GeV. The distributions
for u, d, s quarks are shown in blue, red and green respectively. The PDFs
for anti-quarks ū, d̄, s̄ = s are displayed in darker colours and with dashed
lines. The gluon PDF (black) is suppressed by a factor of 5. Plot sourced from
Ref. [29].

tion can be described as the hard scattering of two isolated partons, while the
remaining constituents of the colliding protons are spectators. The collisions are
characterised by a set of short and long-distance interactions. The first case is
associated with a large momentum transfer and can be described perturbatively
due to the asymptotic freedom property of QCD. On the other hand, long-distance
interactions involve large couplings and are not in a perturbative regime. The
computation of the cross-section for a generic process pp→ X, where X denotes
the chosen final state, relies on the factorisation theorem to separate the contri-
butions from perturbative and non-perturbative interactions [36]. In particular,
the (non-perturbative) effects happening below a chosen factorisation scale µF are
absorbed into the PDF description. The differential cross-section of the pp→ X
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process can then be computed as

dσpp→X(µF, µR)

dΩ
= ∑

a,b

∫
dxa fa(xa, µF)

∫
dxb fb(xb, µF)

dσ̂ab→X(xa, xb, µF, µR)

dΩ
,

(2.42)

where a, b are the colliding initial state partons with their respective PDFs fa,b, and
σ̂ab→X is the parton-level cross-section corresponding to a centre of mass energy
of
√

ŝ =
√

xaxbs. The total cross-section is obtained by summing over all the
initial state flavours and integrating over the allowed momenta. The scale µR is a
parameter introduced to ensure the theory is renormalisable. The choice of µR and
µF is arbitrary, and they are commonly set to the same scale of the momentum
transfer in the hard scatter process, e.g. µR = µF = Q2. Variations of these
parameters in the cross-section computation can be one of the leading sources
of uncertainty in the theory predictions, as is the case for the ZZjj measurement
discussed in this thesis.

The partonic differential cross-section in eq. (2.42) can be analytically computed
in perturbation theory. As mentioned in section 2.1, its value is directly related to
the matrix elements of the S-matrix operator. Specifically, the cross-section can
be computed by summing the scattering amplitudes of all the allowed Feynman
diagrams relating the initial and final states. Namely,

σ̂ ∝ |∑
i
Mi|2, (2.43)

whereMi is the scattering amplitude corresponding to the i-th Feynman diagram,
and an average is performed over the initial particles’ spin states and colour de-
grees of freedom. Diagrams can be included up to a certain order of the coupling
constant. The lowest order is commonly referred to as Leading Order (LO) and
represents the most straightforward approximation of the cross-section, which
only considers the simplest diagrams. Each subsequent order increases the accu-
racy and complexity of the calculation, inserting an additional vertex in the form
of real particle emission or virtual loop correction into the allowed diagrams. The
higher-order calculations are labelled as Next-to-Leading Order (NLO), Next-to-
Next-to-Leading Order (NNLO) and so on. Virtual corrections typically introduce
ultraviolet divergences when integrating over the momentum. These are removed
with the introduction of the renormalisation scale µR in eq. (2.42).
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2.4. Physics modelling and event simulation

Once differential cross-sections are calculated to a specific order in perturbation
theory, Monte Carlo (MC) event generators are used to make predictions for the
fully hadronic final state. Inelastic pp collisions, such as those at the LHC, can
lead to the formation of hundreds and hundreds of particles in the final state
of an event. Charged particles in the initial and final states can emit additional
photons or quarks and gluons (depending if they carry an electric or colour charge),
which modify the energy distribution in the event and can also contribute to the
formation of additional products in the final state. Quarks and gluons arising
from the hard scatter or additional overlapping interactions cannot remain as free
particles but need to form bound states of hadrons, thus increasing the particle
multiplicity in the final state. As an example to demonstrate the complexity of
such interactions, an illustration of a simulated hadron-hadron collision is shown
in fig. 2.3. This section summarises the different procedures used to simulate
final state events originating from inelastic hadron collisions. A more detailed
description of the working principles of MC event generators in particle physics
can be found, for example, in Ref. [37].

MC simulations take advantage of a factorisation approach to simplify the
difficult computations necessary to obtain the predictions, meaning the simulation
proceeds in consecutive steps, each describing a different part of the overall
interaction. The different steps are outlined below.

• Matrix elements computation. First, the cross-section of the hard scattering
is computed perturbatively with the procedure described previously in sec-
tion 2.3.2, after choosing the appropriate factorisation and renormalisation
scales. The desired accuracy (LO, NLO, etc.) is achieved by including matrix
elements corresponding to diagrams containing up to a certain number of
couplings. The computation is now automated for LO and NLO processes
but rapidly becomes more challenging when including higher-order correc-
tions. In the case of high-multiplicity final states, dedicated matrix element
generators can be employed along with the main event generator. The dif-
ferential cross-section must be integrated over the allowed phase space, a
procedure that is often not solvable analytically due to its complexity and
for the presence of large logarithms. Therefore, MC techniques are used to
compute the integral numerically.
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Figure 2.3.: Drawing of a simulated hadron-hadron collision. Different types of inter-
actions are highlighted with different colours and shapes. The hard scatter
of the colliding partons is depicted in red, accompanied by Bremsstrahlung
and additional quark/gluon emissions as simulated by the parton shower.
A secondary hard scattering interaction (underlying event) is depicted with
a purple blob. Light and dark green blobs represent parton-to-hadrons and
hadron decays, respectively. The radiation of soft photons is shown in yellow.
Figure sourced from Ref. [38].

• Parton shower. As described above, charged particles can emit additional
radiation that adds to the event. Depending on whether the emission occurs
in the initial or final state, this phenomenon is referred to as Initial State
Radiation (ISR) and Final State Radiation (FSR). The emission of additional
particles through ISR and FSR is modelled using parton shower algorithms.
These can simulate both the QED radiation (photons) emitted by electrically
charged quarks14 and the QCD radiation stemming from the splitting of
quarks and gluons. The parton shower is applied only above a cut-off energy
scale, below which the partons can no longer be considered free and colour
confinement must be accounted for. Parton shower is described in more
detail in section 2.4.1.

14Some event generator prefer to use a different approach to simulate the electromagnetic emission,
based on the YFS formalism [39], particularly in cases where additional QCD radiation is not
possible.
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• Hadronisation. After the parton shower has been developed down to the
threshold scale, typically a few GeV, hadronisation takes over. This cor-
responds to the process by means of which colour-charged particles are
grouped to form hadrons. Being a non-perturbative process, hadronisa-
tion has to be described with phenomenological models, as described in
section 2.4.2.

• Unstable hadron and τ-leptons decays. After the hadronisation step, the
final state of an event can contain a certain number of unstable particles
characterised by a very short lifetime, e.g. τ-leptons or excited mesons and
baryons containing heavy quark flavours. In a collider experiment, such
particles decay before reaching the active material of the detector. The decays
of unstable particles are therefore included in the simulation, using either
experimental-constrained models or theoretical assumptions, like simplified
matrix elements. The decays’ simulation is closely connected with the hadro-
nisation procedure and typically needs to be configured accordingly with the
tuning of the latter.

• Underlying event. The underlying event refers to the additional activity
from the spectator partons which accompany the main hard scatter process.
Such interactions typically occur at a smaller energy scale, as most of the
initial momentum is transferred in the hard scatter process. They can stem
from additional radiation and fragmentation of the beam remnants or interac-
tions between colliding spectators, the latter being referred to as multi-parton
interactions (MPIs). The majority of MPIs are constituted by soft 2 → 2
partonic states, which then undergo parton showering and hadronisation.
Event generators use different models to simulate MPIs. One of the most
established procedures is based on the Sjöstrand and van Zijl model [40]. The
model assumes that the semi-hard parton-parton interactions are described
in average by the perturbative 2 → 2 matrix element, and uses Poisson
statistic to correct the cross-section for the multiplicity of the interactions.

2.4.1. Parton shower

Quarks possess a colour charge and, consequently, can emit gluons, e.g. q→ qg.
The gluons can further split into a quark-antiquark pair or a pair of gluons, namely
g→ qq̄ and g→ gg. The splitting of gluons and quarks can generate a cascade of
strongly interacting particles. This cascade is simulated in MC event generators by
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the parton shower, using an iterative procedure. The radiated particles become the
new initial state for a consecutive emission until the partons’ momenta are below a
cut-off threshold, below which the partons are bound into colour-neutral hadrons.
An upper threshold is also introduced to avoid double-counting configurations
already included in the computation of the matrix elements, and is typically set
to the momentum transfer of the hard scatter. The simulation of ISR and FSR
is performed with a common procedure, but a different direction of execution.
While the FSR trivially follows from the splitting of the hard scatter final state
products, the showering of the initial state is obtained with a backward evolution,
starting from the hard scatter. In particular, one computes the probability that a
parton has originated from one with larger fractional momentum and at a lower
scale. This is achieved thanks to the capability of evolving the PDFs at specific
values of x and Q2 with the DGLAP equations.

2.4.2. Hadronisation

After the partons have been showered down to a small momentum scale,
typically of the order O(1 GeV), hadronisation takes over, marking the transition
between the partonic final state and the hadronic final state that is experimentally
observed. The mechanism through which the partons are combined into hadrons
has to be described by a model, due to the non-perturbative nature of the interac-
tions. The two most common models used in MC generators are the Lund string
model [41, 42] and the cluster model [43, 44].

• In the string model, the field lines between a quark and an antiquark are
considered as a string. In the massless approximation, a qq̄ at a time t = 0
and position z = 0 moves on the light-cone t2 − z2 = 0 [45]. The string is
characterised by a potential V = kz, with a tension k ≈ 1 GeV fm−1, which
increases as the q and q̄ move apart from each other. If the initial energy is
high enough, an additional qq̄ pair can be created on the string. In case the
new quark and anti-quark form a colour-neutral singlet with the original
ones, the strong attraction overcomes the tension of the string, which gets
split into two disconnected parts. The process is repeated iteratively until
the stored energy is too low to create additional pairs. In this picture, a gluon
is represented as a kink in the string connecting the qq̄ pair, which leads to
an asymmetric hadron production in the two newly created strings.
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• The cluster model is based on the concept of preconfinement [46–48], which
describes the tendency of the parton shower products to form colourless clus-
ters. In the model, virtual gluons below the parton shower cut-off scale are
forced to convert into a quark-antiquark pair. All the products are combined
to form colour-neutral qq̄′ pairs based on their proximity (clusters), which
decay into masons or baryons of a specific flavour and spin.

Both hadronisation models are empirical models and require a tuning of their
parameters, which are constrained by experimental observations. However, these
tend to be less abundant in the cluster model.

2.4.3. Matching and merging

The production of multiple partons represents one of the most common pro-
cesses in proton-proton collisions at the LHC. As described above, the 2 → N
cross-section can be perturbatively computed using matrix elements and inter-
faced with parton shower, hadronisation and underlying event algorithms to
simulate the complete hadronic final state. However, the final state’s multiplicity
may vary with the emission of additional hard partons (e.g. 2→ N + 1, 2→ N + 2,
etc.), which should be simulated accordingly to provide a faithful description of
the interactions. Although this can be simulated by the parton shower, the compu-
tation accuracy for the wide-angle parton emission is limited (leading logarithm
in QCD). Therefore, it is preferred to include the additional parton emission in the
matrix elements computation before the parton shower stage. In this procedure,
the new matrix elements have to be matched (or merged) with the parton shower
to provide a single prediction. Matching and merging procedures ensure there
is no double-counting of emissions between the matrix elements calculations
and the parton shower, and no overlapping or uncovered phase space regions.
Specifically, matching refers to corrections applied to the finite-order calculation to
integrate the parton shower at the targeted accuracy. Standard implementations
of matching algorithms at NLO accuracy used in modern MC event generators
follow the MC@NLO [49] or POWHEG [50, 51] prescriptions. Differently, merging
refers to the combination of finite-order matrix elements and parton shower via
the introduction of a merging scale which defines the transition between the two
production mechanisms, ensuring no phase-space overlap. An example of LO
merging algorithm is given by the CKKW method [52, 53], and its NLO extension
provided by the MEPS@NLO prescription [54]. More details on the different
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matching and merging algorithms employed by event generators can be found in
Refs. [37, 55].

2.4.4. Monte Carlo event generators

Several MC events generators are employed in particle physics analyses to
simulate inelastic pp collisions, differing in the approaches used to calculate ma-
trix elements or model the different components of the interactions discussed
above in this section. Matrix elements and parton shower matching and match-
ing techniques also vary across the different event generators. Multi-purpose
event generators can simulate both the hard scatter process and the concomi-
tant soft interactions, while specialised generators focus on the computation of
matrix elements or in the modelling of parton shower and hadronisation. The
relevant multi-purpose generators for the measurement described in this thesis
are SHERPA [56] and PYTHIA [57]. Although PYTHIA can generate LO-accurate
matrix elements, it is often used in conjunction with other matrix element gen-
erators, to simulate the parton shower and hadronisation. This is the case, for
example, for hard processes generated with MADGRAPH5_AMC@NLO [58] and
POWHEG BOX [50, 51, 59, 60]. A summary of these event generators is given below.

• PYTHIA is a multi-purpose generator which can simulate both the hard and
soft interactions in a hadron-hadron collision. The simulation of the hard scat-
ter is accomplished by LO-accurate matrix elements calculations, internally
provided for a set of hard-coded processes, mainly of the 2→ 2 type. PYTHIA

is more commonly interfaced with different matrix element generators to
provide modelling of the parton shower, hadronisation and underlying event.
The default parton shower algorithm consists of a decreasing-pT shower de-
velopment [61], which simultaneously simulates the ISR and FSR branchings.
PYTHIA is very versatile regarding the matching and merging of matrix ele-
ments and parton showers, with several algorithms available. They include,
but are not limited to, the MC@NLO and POWHEG matching methods, and
CKKW-L [62] and FXFX [63] merging methods. The simulation of MPIs is
based on the Sjöstrand and van Zijl model. The Lund string model is used to
simulate the hadronisation process.

• SHERPA is a multi-purpose generator capable of calculating matrix elements
with a LO and NLO accuracy, using two embedded matrix element genera-
tors, AMEGIC++ [64] and COMIX [65]. AMEGIC++ is the default matrix
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elements generator, whose calculations are based on a Feynman diagram
approach. COMIX is an alternative generator specialised in the computation
of matrix elements for high-multiplicity final states. SHERPA employs an
integrated parton shower that is based on the Catani–Seymour dipole factori-
sation [66, 67]. Matrix elements and parton shower matching and merging
are performed following the MC@NLO and MEPS@NLO prescriptions,
respectively. In this scope, AMEGIC++ is also employed to calculate parton
shower subtraction terms to provide NLO predictions for the emission of one
parton in the final state. Virtual corrections to the NLO calculations are typi-
cally obtained from the OPENLOOPS library [68–70]. The simulation of MPIs
is similar to the Sjöstrand and van Zijl model implementation in PYTHIA.
The hadronisation is simulated using the SHERPA’s native AHADIC++ [71]
implementation of the cluster model discussed in section 2.4.2.

• MADGRAPH5_AMC@NLO is the successor of MADGRAPH 5 [72]. It is a
matrix element generator that performs calculations at LO and NLO accuracy
for an arbitrary process. Tree-level computations are based on Feynman
diagrams, with rules provided by the FEYNRULES [73] toolbox. Virtual
one-loop QCD corrections are provided by the MADLOOP [74] library. Match-
ing and merging to the parton shower is fully automated when interfacing
the matrix elements to PYTHIA. Still, other generators could potentially
be used for the parton shower modelling, like HERWIG [75, 76]. Different
matching and merging algorithms are implemented in the generator’s frame-
work. At NLO, matching is performed with the MC@NLO method, while
merging follows the FXFX prescription. The MC samples generated with
MADGRAPH5_AMC@NLO used in the pp → ZZjj cross-section measure-
ment described in this thesis were all interfaced to PYTHIA for the simulation
of the parton shower, hadronisation and underlying event.

• POWHEG BOX is a framework that implements the POWHEG procedure to
match NLO matrix elements to the parton shower. One of the main features of
this method is the reduction of the fraction of negative event weights that are
commonly produced when using the MC@NLO method [77]. For example,
some of these negative weights can originate from the subtraction procedure
used to correct the NLO computation with the parton shower contribution.
The matrix elements obtained from POWHEG BOX are then interfaced with
a second generator that provides the parton shower implementation, such
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as PYTHIA or HERWIG. NLO calculation for many SM processes are imple-
mented within the POWHEG BOX framework. These include the EW ZZjj
production [78], one of the signal processes targeted by the cross-section mea-
surement described in chapter 5. Also in this case, the MC samples employed
in the measurement used PYTHIA to obtain the hadronic final state.

2.5. Jet reconstruction
A direct consequence of the parton shower fragmentation and hadronisation

discussed in section 2.4 is the formation of a series of different particles that are
emitted nearly collinear to each other. Experimentally, this is observed as a stream
of collimated hadrons, which are collectively referred to as jets. A jet is an abstract
object, defined by clustering close-by hadrons in an attempt to trace back the
properties of the single particle which initiated the showering process. In this
sense, the momentum of a jet, obtained by summing the contributions of all its
single components, directly corresponds to the momentum of the original parton.
Jets represent one of the most frequent experimental signatures in pp collision
events at the LHC. This is the case for the measurement presented in this thesis,
where two jets (dijet) are present in the final state.

Several jet algorithms have been implemented, which combine the final state
particles using different clustering techniques. An example is given by cone
clustering algorithms, where a jet is formed by all the particles whose trajectories
fall within a cone of a predefined radius that is centred on a selected particle
(typically of greater transverse momentum pT). A different procedure is used
in the anti-kT algorithm [79], one of the most widely used jet reconstruction
techniques, also used to obtain the jets in the measurement discussed in chapter 5.
The anti-kT algorithm is a combinatorial procedure that forms conglomerates from
a set of initial objects based on a minimum distance metric. The distance between
entries i and j is defined as

di,j = min

(
1

p2
T,i

,
1

p2
T,j

)
∆R2

i,j

R
, (2.44)

where ∆Ri,j is the angular separation15 between the two objects, and R is a radius
parameter, usually set to 0.4. This quantity is then compared to the distance from
15See eq. (3.7) in section 3.2.1 for a definition of this variable as done in ATLAS.
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the beam remnants, defined as di,B = 1
p2

T,i
. If di,j < di,B, the two objects i and j are

combined. Otherwise, if di,B < di,j, the object i is defined as a jet and removed
from the list. The process is then repeated until no entries are left. Among the
algorithm’s properties, we emphasise that it is infrared and collinear safe. This
means that additional splitting at small angles and soft emissions do not change
the jet structure of the final state.



Chapter 3.

The ATLAS experiment

This chapter discusses the ATLAS experiment at the Large Hadron Collider (LHC).
Section 3.1 introduces the LHC accelerator complex and the main experiments
operating at the CERN facilities. A technical description of the ATLAS detector
and its subsystems is given in section 3.2. Section 3.3 follows with a review of the
techniques employed to reconstruct physical objects from the raw data acquired
by the detector.

3.1. The Large Hadron Collider

The LHC is a world-leading particle accelerator built at CERN, on the France
and Switzerland border. It was designed to accelerate and collide beams of protons
up to a maximum centre-of-mass energy of

√
s = 14 TeV [80–82]. During its first

running period, also referred to as Run 1 (2011-2012), the accelerator operated at a
lower capacity, reaching an energy of

√
s = 7 TeV in the first year and

√
s = 8 TeV

in the second. After a technical stop (Long Shut-down 1), the LHC resumed
its operation in 2015 at an increased energy equal to

√
s = 13 TeV. A second

data-taking period, called Run 2, lasted from 2015 to 2018, and it was followed
by another shutdown. The year 2022 marked the beginning of Run 3, with an
even higher energy of

√
s = 13.6 TeV. Run 3 is expected to last until 2025 and is

foreseen to deliver more collision data than the two previous runs combined.

The energy of protons is increased in steps, through a chain of different particle
accelerators, until it reaches the target value for collisions. Protons are initially
extracted from a bottle of hydrogen gas. The atoms are ionised and injected into a
linear accelerator, Linac2, which increases their energy to 50 MeV. They are then

63
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accelerated by the Proton Synchrotron Booster (PSB) to an energy of 1.4 GeV and
by the Proton Synchrotron (PS) to an energy of 26 GeV. A further acceleration
up to an energy of 450 GeV occurs in the Super Proton Synchrotron (SPS) before
the protons are injected in the main LHC ring and reach their final energy. The
main ring of the accelerator is 26.7 km long and occupies the same tunnel which
previously hosted the Large Electron-Positron (LEP) collider [83, 84]. A schematic
of the accelerator complex at CERN is illustrated in fig. 3.1. In 2020, before the
start of Run 3, Linac2 was replaced by a new linear accelerator Linac4 [85], which
increases the proton energy at the end of the first acceleration stage to 160 MeV.

Figure 3.1.: Schematic of the accelerator complex at CERN. Figure from [86].

In the main ring of the LHC, two beams of protons travel in opposite directions,
in separate beam pipes, and are made to collide at four different interaction points.
The LHC ring is segmented into eight arcs, with eight additional straight sections
to inject or dump the beam. The trajectory of the particles is carefully adjusted
by different magnet systems. More than 1200 dipole magnets provide a 8 T
magnetic field to maintain the particles in a circular trajectory. These 15 m-long
electromagnets are made of superconducting coils (NbTi) driving a current of over
11 kA to generate the magnetic field. Liquid helium cools down the magnets below
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2 K to ensure they operate in a superconducting state. Quadrupole magnets are
used to focus the beam and regulate its vertical and horizontal spread. Sextupole,
octupole and decapole magnets are also employed for smaller corrections to the
trajectory. The particles are accelerated with 16 Radio Frequency (RF) cavities
(8 per beam) providing an electromagnetic field, which is made to oscillate at
nearly 400 MHz. Each cavity can reach a voltage of 2 MV, corresponding to a
total of 16 MV per beam. The oscillating field has a synchronising effect on the
particles, in such a way that they are not accelerated if they have the right energy
and revolution frequency, but are either sped up or slowed down otherwise. As a
consequence, the beams become segmented into bunches. In normal conditions,
there are up to ≈ 2800 proton bunches per beam, each temporally separated by
25 ns from the consecutive one.

Nine experiments operate at the LHC to measure the properties of particles
arising from the collisions. The largest ones, ATLAS, CMS, LHCb and ALICE, are
placed at the four interaction points. They are:

ATLAS (A Toroidal LHC ApparatuS) [87] is a general-purpose detector, designed to
maximise the acceptance and hermeticity to detect different particles with a
typical energy in the GeV and TeV scale. Its vast physics program involves
measurements of SM processes and searches for new physics, including extra
dimensions and dark matter. The apparatus is fully described in section 3.2.

CMS (Compact Muon Solenoid) [88] is another general purpose detector with
similar intent and performance of ATLAS. Differently from the latter, it
utilises a single magnetic field provided by a superconducting solenoid from
which it takes its name. Measurements performed with the CMS detector are
expected to be compatible with the ones provided by ATLAS, thus ensuring
the reproducibility of the results.

LHCb (Large Hadron Collider beauty) [89] is a specialised detector which focuses
on the measurements of b quarks to investigate flavour physics and study
the matter-antimatter asymmetry in the universe. The detector is a single-
arm spectrometer composed of several sub-detector layers arranged in the
forward direction.

ALICE (A Large Ion Collider Experiment) [90] specialises in the study of heavy-ion
interactions. In special runs of the LHC, lead ions are made to collide to
form a quark-gluon plasma, a mixture of quarks and gluons freed from their
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confinement due to the extreme temperatures reached in the collisions. A
general-purpose detector is used to study the quark-gluon plasma to better
understand QCD interactions and the nature of confinement.

TOTEM (TOTal cross section, Elastic scattering and diffraction dissociation Measure-
ment at the LHC) [91] is the longest experiment at the LHC, with several small
sub-detectors scattered over more than 400 m along the beam line near the
CMS interaction point. This experiment aims to perform precision measure-
ments of the total pp cross-section by detecting protons which emerge from
the collision in the very forward direction, an area which is not accessible by
the larger experiments.

LHCf (Large Hadron Collider forward) [92] is also a forward-physics experiment,
made of two detectors placed 140 m far from ATLAS on both sides. It aims
to study particles that mimic cosmic rays’ behaviour, thus allowing to better
constrain shower models and help to calibrate larger scale experiments.

MoEDAL (the Monopole and Exotics Detector at the LHC) [93] is a small detector close
to the LHCb interaction point. It aims to search for magnetic monopoles and
other exotic particles that would indicate new physics beyond the SM.

FASER (ForwArd Search ExpeRiment) [94] is a new detector, placed 480 m down-
stream of ATLAS, which started its operation in Run 3. The experiment
aims to study light and weakly interacting particles that can escape from
the ATLAS detector, such as neutrinos and muons, in a region where the
background from well-known SM processes is suppressed.

SND@LHC (Scattering and Neutrino Detector at the LHC) [95] also started operations in
Run 3 and consists of a neutrino and muon detector. It is located near ATLAS,
slightly off the LHC beamline, to measure particles emerging at low angles.

The interaction rate at the LHC depends on the beam dimensions and dynam-
ics, and it can be expressed in terms of the instantaneous luminosity (L). For
head-on collisions, the per-bunch instantaneous luminosity is defined as

Lb =
fRN1N2
2πΣxΣy

=
fRµ

σinel
, (3.1)
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where N1 and N2 are the number of particles in the two colliding bunches, fR is the

LHC revolution frequency and Σj =
√

σ2
j,1 + σ2

j,2 represents the convolved beam
dimensions in the j = (x, y) direction (transverse plane). In the case of non-head-
on collisions, the longitudinal spread of the beam contributes to the value of Σ,
thus leading to a degradation of the luminosity [96]. Assuming the beams collide
with a half-crossing angle (α), without any beam displacement in the transverse
plane, the luminosity can be written as Lb = FL(head−on)

b , with F ∝ cos(α). At
the LHC, the beams collide with a crossing angle of about 285 µm [80], resulting
in a geometrical attenuation factor of F ≈ 0.84. As indicated in eq. (3.1), the
instantaneous luminosity can also be related to the average number of interactions
per bunch crossing (µ), also called pile-up term, and to the inelastic proton-proton
cross-section (σinel).

The total instantaneous luminosity is obtained from eq. (3.1) by summing over
the nb colliding bunch pairs

L =
nb

∑Lb = nb〈Lb〉 =
nbfR〈µ〉

σinel
, (3.2)

having indicated the average per-bunch luminosity with 〈Lb〉 and the average
pile-up coefficient with 〈µ〉. The LHC was designed to operate with a peak instan-
taneous luminosity of L = 1× 1034 cm−2 s−1. The peak instantaneous luminosity
delivered by the LHC saw a continuous ramp-up from its first operation. Dur-
ing Run 1, it increased from 2.0× 1032 cm−2 s−1 in 2010 to 3.6× 1033 cm−2 s−1 by
the end of 2011 [97]. Similarly, Run 2 started in 2015 with a peak luminosity of
5× 1033 cm−2 s−1, raised to 19× 1033 cm−2 s−1 in 2018 [98].

The interaction rate for a given process can be written as

R = Lσ, (3.3)

with σ being the cross-section of the process. The total number of events occurring
over a specific period is obtained by integrating eq. (3.3):

N = σ
∫
L = Lintσ. (3.4)

The integrated luminosity Lint is used to quantify the amount of data collected
during a period of data acquisition. In Run 2, ATLAS recorded about 140.1 fb−1 of
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data with quality good enough to perform physics analyses. Figure 3.2 shows a
plot of the integrated luminosity delivered by the LHC and recorded by ATLAS
after different periods of Run2. The luminosity-weighted distribution of the
pile-up in Run 2 is also shown in fig. 3.3.
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Figure 3.2.: Cumulative of the luminosity delivered by the LHC in Run2 (green). The
corresponding amount of data recorded by ATLAS is shown in yellow, of
which the subset having good quality for physics analyses is shown in blue.
In a more recent and more precise measurement, the total Run 2 luminosity
value was found to be 140.1 fb−1 [98]. Figure sourced from [99].

0 10 20 30 40 50 60 70 80

Mean Number of Interactions per Crossing

0

100

200

300

400

500

600

/0
.1

]
-1

R
ec

or
de

d 
Lu

m
in

os
ity

 [p
b

Online, 13 TeVATLAS -1Ldt=146.9 fb∫
> = 13.4µ2015: <
> = 25.1µ2016: <
> = 37.8µ2017: <
> = 36.1µ2018: <
> = 33.7µTotal: <

2/19 calibration
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3.2. The ATLAS detector

A general-purpose detector such as ATLAS does not target a specific physics
process but is rather designed and optimised to identify the plethora of different
particles that emerge from proton collisions. The detector is massive, with a length
of about 46 m and a radius of 25 m. It is located underground, in a cavern 100 m
below the surface, to reduce the background induced by cosmic rays. The detector
is composed of different sub-systems arranged in layers, each specialised in
detecting different types of particles. A tracking detector, also referred to as Inner
Detector (ID), is responsible for reconstructing the charge and momenta of charged
particles travelling through it. The ID is enclosed in a solenoid magnet providing
an axial field of 2 T [100] which bends the trajectory of the charged particles, thus
allowing the measurement of their momentum. The following layer consists of
two calorimeters, one electromagnetic and one hadronic, to measure the energy of
photons, electrons and hadrons which are usually completely absorbed by them.
Conversely, muons escape from the calorimeter due to their low interaction rate
with matter. A dedicated Muon Spectrometer (MS) is placed after the calorimeters
to measure their momenta. The spectrometer is immersed in a magnetic field up
to 3.5 T produced by a toroidal magnet. In the central part of the detector, the
magnet is composed of eight coils which are about 25.3 m long and arranged to
form a toroid with an outer diameter of 20.1 m [101]. The forward regions of the
detector are covered by two additional toroids that are placed on each side [102].

The sub-detectors of ATLAS are described in more detail in sections 3.2.2
to 3.2.4. The layered structure of ATLAS allows to discriminate between different
types of particles by looking at their characteristic signatures in each sub-detector.
Electrons interact with the active material of the ID, before they are absorbed
in the electromagnetic calorimeter. Similarly, photons deposit their energy in
the calorimeter, but leave no trace in the ID. Hadrons can also deposit a small
fraction of their energy in the electromagnetic calorimeter, with the remaining
part being absorbed by the hadronic calorimeter. They can also be detected by the
ID depending on their electrical charge. As explained above, muons escape the
detector after passing through both the ID and the MS. When they collide, protons
have close to zero transverse momentum, which is a conserved quantity of the
process. A non-closure of the total transverse momentum in the final state would
indicate the presence of particles which were not detected. Neutrinos, and other
weakly interacting particles which have a small probability of interacting with the
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detector material, are therefore indirectly observed by searching for a momentum
imbalance in the events.

3.2.1. Coordinate system

A conventional coordinate system is used for all the measurements performed
within ATLAS. A right-handed three-dimensional Cartesian system is adopted,
with origin (x = 0, y = 0, z = 0) corresponding to the nominal interaction point
at the centre of the detector. The xy plane corresponds to the transverse plane,
and the two axes x̂ and ŷ are respectively oriented toward the centre of the LHC
ring and upward. The ẑ axis is parallel to the beam direction, and its sign defines
two opposite regions of the detector, "side-A" for positive values of z and "side-C"
for negative z values. Angles θ and φ correspond to the angle with respect to
the beamline and the azimuthal angle in the transverse plane, respectively. A
schematic of the reference system is given in fig. 3.4.

The kinematics of a particle is described by its momentum ~p = (px, py, pz) and
energy E. Due to the momentum conservation, physics analyses typically use the

corresponding quantities projected on the transverse plane: pT =
√

p2
x + p2

y and
ET = E sin θ. The rapidity of a particle is defined as

y =
1
2

ln
(

E + pz
E− pz

)
. (3.5)

For particles with momentum much larger than their mass, eq. (3.5) can be ap-
proximated by the pseudorapidity,

η = − ln
(

tan
(

θ

2

))
. (3.6)

Small (large) values of η correspond to a position in the central (forward) region
of the detector. The pseudorapidity sign follows the same A/C-side convention of
the z axis. Along with φ, y and η are also used to quantify the angular separation
∆R between two particles, expressed as

∆R(y, φ) =

√
(∆y)2 + (∆φ)2, (3.7)

∆R(η, φ) =

√
(∆η)2 + (∆φ)2, (3.8)
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with ∆y, ∆η and ∆φ being the corresponding y, η, φ difference between the two
particles.
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Figure 3.4.: Schematics of the reference system used in ATLAS. The detector is depicted
in blue, with the LHC beamline in a lighter tone. The x̂ axis is parallel to the
ground and points toward the LHC centre. The ŷ axis is vertically oriented
and pointing upward, while the ẑ axis is parallel to the beamline.

3.2.2. Inner Detector

The Inner Detector [103, 104] occupies the closest region to the nominal inter-
action point. With a length of about 7 m and a radius of 2.3 m, it provides full
coverage in the azimuthal angle φ within |η| < 2.5. The ID comprises three sub-
systems that employ different technologies to detect charge particles travelling in
their volume. A pixel detector is placed next to the interaction point, where the
track density is larger and a greater granularity is required for the vertex detection.
Moving outward, the pixel detector is surrounded by a SemiConductor tracker
(SCT) and a Transition Radiation Tracker (TRT). When a charged particle passes
through the active material of the detector, it produces an electric signal that is reg-
istered as a hit. All the sub-systems present a layered structure, in such a way that
the track of a particle can be reconstructed from a collection of hits as described in
section 3.3.1. The structure of the ID can be observed in figs. 3.5 and 3.6, which
show respectively a 3D visualisation of a cross-section of the central part of the
ID (barrel) and a schematic of the whole detector. To achieve the physics goals of
the ATLAS experiment, the ID was designed to measure the momenta of charged
particles with a resolution of [87]

σpT

pT
= 0.05% · pT ⊕ 1%, (3.9)
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where σpT
is the resolution of the pT measurement.

Figure 3.5.: 3D model of the cross section of the Inner Detector barrel region [105]. Dif-
ferent sub-systems composing the ID are placed with increasing radii from
the nominal interaction point: the pixel detector (including the IBL), the
SemiConductor tracker and the Transition Radiation Tracker.

Figure 3.6.: Design of a quadrant of the Inner Detector sourced from [106]. Tracking
coverage spans the full azimuthal angle and up to |η| < 2.5.

The pixel detector [107] occupies the region closest to the interaction point
defined with a radius r < 242 mm, and comprises a barrel and two end-caps. The
barrel consists of three co-axial cylinders of increasing radii (50.5 mm, 88.5 mm
and 122.5 mm) enclosing the beamline and centred on the nominal interaction
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point. The end-caps are placed at the sides of the barrel, each made of three
identical disks placed at |z| = 495 mm, |z| = 580 mm and |z| = 650 mm. Charged
particles are detected with planar silicon pixel sensors of average dimension
50 µm× 400 µm [108]. The sensors are arranged over 1744 modules, for a total of
more than 80 million channels. In the barrel, the modules are attached to long
staves which are inclined 20◦ with respect to the azimuthal angle. In the end-caps,
they are attached to the disks and subdivided into eight sectors per disk to provide
adequate mechanical support and cooling. The total active area covered by the
pixels amounts to around 1.7 m2.

After the successful completion of Run 1, during the first long shut-down, an
additional layer of pixel sensors was inserted in the space between the beam pipe
and the innermost layer of the pre-existing pixel detector. This Insertable B-Layer
(IBL) [109, 110] complements the pixel system with around 12 million additional
channels. The IBL employs sensors with smaller dimensions of 50 µm× 250 µm
to improve the tracking performance and to cope with the larger interaction rate
and track density caused by the increased Run 2 luminosity. Both planar and 3D
pixels are used. The planar pixels are an improved design of the sensors used in
Run 1, while the 3D pixels are a new technology which grants greater radiation
hardness.

The SCT [111, 112] is a semiconductor strip detector which surrounds the
pixels in the region 242 mm < r < 560 mm. It has a barrel and end-caps structure
with a total of 63 m2 of silicon micro-strips covering a region up to |η| < 2.5.
Four cylindrical layers compose the barrel part, while nine disks are present in
each end-cap. The barrel has 2112 modules of silicon micro-strips of uniform
design. Each module is made of four rectangular-shaped sensors, two on the
top and two on the bottom glued back to back, which have 768 readout channels
at a constant pitch of 80 µm and are arranged in parallel to the ẑ direction. The
sensors’ geometry in the end-caps is more complex and driven by the necessity
of achieving full coverage within the area of the disks. There are five trapezoidal
sensors of different dimensions and variable pitch sizes (from approximately
57 µm to 94 µm) that are grouped to form 988 modules per end-cap.

The TRT [113–115] is the outermost system of the ATLAS ID, occupying the
region up to around 1066 mm from the centre. In contrast to from the previous
sub-systems, the TRT does not use silicon-based detectors but gaseous ones. The
key element of the detector is the strawtube (straw), a proportional drift tube
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which acts both as a tracking device and an electron identification device (via the
absorption of the transition radiation generated in its multi-layered walls). The
straws have an axial structure, with a diameter of 4 mm, and a 31 µm-diameter
gold-plated tungsten wire anode. The tubes are filled with a mixture of different
gases (70% Xe, 27% CO2 and 3% O2) and typically operate at a high-voltage of
about 1530 V. The length and orientation of the straws differ in the barrel and the
end-caps. In the first case, 52544 144 cm-long straws are placed in parallel to the
beam direction. Each end-cap has 122880 straws of approximately 37 cm length
arranged in the radial direction.

3.2.3. Electromagnetic and Hadronic Calorimeters

The calorimeters in ATLAS are placed outside the solenoid magnet and are
responsible for measuring the position and energy of particles that interact electro-
magnetically or strongly with their material. High-energy photons, electrons and
positrons interact with the material of the electromagnetic calorimeter, initiating
a shower of particles through pair production and bremsstrahlung. Similarly,
hadrons produce a cascade of secondary particles in strong interactions with the
material of the hadronic calorimeter. In a sampling calorimeter, like the ones
used in ATLAS, multiple layers of active and absorber material are interleaved to
measure the energy lost by the incoming particles in the interactions. The energy
resolution of a calorimeter (σE) can be typically expressed as

σE
E

=
a√
E
⊕ b

E
⊕ c, (3.10)

where a is the stochastic term accounting for fluctuations of the produced particles,
lateral containment of the shower and the sampling nature of the measurement, b
is a noise term, and c is related to inhomogeneities of the material composing the
detector. The calorimeters’ design performance goals are summarised in table 3.1.

Figure 3.7 illustrates the different components of the calorimeter system in
ATLAS. The electromagnetic calorimeter [116], composed of a barrel and two
end-caps, is made of liquid Argon (LAr) and lead-stainless-steel absorber. The use
of LAr as the active material benefits from its linear energy response and radiation
hardness. Furthermore, the liquid state assists in reaching perfect coverage. The
electromagnetic barrel reaches a pseudo-rapidity of |η| < 1.475 and is divided into
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Calorimeter σE/E
Electromagnetic 10%/

√
E⊕ 0.7%

Hadronic (barrel and end-caps) 50%/
√

E⊕ 3%
Hadronic (forward) 100%/

√
E⊕ 10%

Table 3.1.: Design resolution of different calorimeter systems in ATLAS after noise sub-
traction [87].

Figure 3.7.: Layout of the ATLAS calorimeter system. Figure sourced from [87].

two identical cylinders separated at z = 0 with a 4 mm-gap, each composed of
1024 accordion-shaped layers of Pb absorber and readout boards. The accordion
shape ensures a continuous acceptance in φ without any gap. The barrel modules
are radially segmented into three layers, as shown in fig. 3.8a. A first layer with
a fine granularity allows to measure the position of incoming particles with a
precision of ∆η × ∆φ = 0.0031× 0.098. The central layer is the thickest one, with
cells of dimensions ∆η × ∆φ = 0.025× 0.0245 and a radiation length of around
16 X0, thus containing most of the electromagnetic shower1. A coarser third layer

1The radiation length X0 is a characteristic of the material and indicates the distance after which
an electron loses in average a factor

(
1− 1

e

)
of its energy by bremsstrahlung.
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(∆η × ∆φ = 0.05 × 0.0245) is placed on top to measure the energy in case of
longitudinal shower leakage.

The electromagnetic end-caps (EMEC) [116] expand coverage in the range
1.375 < |η| < 3.2 and consist of two LAr-Pb wheels, each placed alongside the bar-
rel at positive and negative pseudorapidity values. The wheels are subsequently
divided into an inner and outer coaxial wheel separated at |η| = 2.5. The EMEC
modules are similar to the barrel ones, made of the same materials and with
the characteristic accordion shape. The outer wheel has a total of 768 absorber
layers, while the inner has 256. An additional active layer of LAr, 1 cm-wide and
5 mm-wide respectively in the barrel and end-caps, is placed in front of the elec-
tromagnetic calorimeter up to |η| < 1.8. This presampler is necessary to measure
the energy lost by the incoming particles when interacting with the dead material
before the calorimeter (ID, coil, etc.).

The Tile calorimeter [117] measures the position and energy of hadrons in the
barrel region |η| < 1.7. It has an inner and outer radius of 2280 mm and 4230 mm
respectively, and is subdivided into three cylinders. The central barrel is 5640 mm
long and spans the pseudorapidity range |η| < 1, while the two extended barrels
are 2910 mm long and occupy the regions 0.8 < |η| < 1.7. A 60 cm gap is allocated
between each cylinder to host the electronics and services of the ID and LAr
calorimeter. The building blocks of the Tile calorimeter are its wedge-shaped
modules, an assembly of several plates of plastic scintillator and steel absorber,
illustrated in fig. 3.8b. Each barrel cylinder contains 64 modules radially arranged,
corresponding to a φ segmentation of 0.1 rad. The scintillating tiles are placed
perpendicular to the beam direction and are staggered in depth. The light pro-
duced by the scintillators is collected by wavelength-shifting fibres and delivered
to a photomultiplier for signal extraction. The modules are longitudinally seg-
mented into three layers with a transverse readout cell of ∆η × ∆φ = 0.1× 0.1.
The combined interaction length2 amounts to a total of 7.4 λ.

The hadronic end-caps (HEC) calorimeter [116] is placed right after the EMEC,
of which it shares the same cryostat. Each end-cap covers the range 1.5 < |η| < 3.2
and is composed of two identical, independent wheels. Similarly to the EMEC,
the HEC uses LAr as its active material, while copper is used as the absorber.
The sampling is achieved through layers of copper plates separated by a 8.5 mm

2The interaction length λ denotes the average distance hadrons travel in a medium before a
nuclear interaction occurs.
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Figure 3.8.: Drawings of an electromagnetic LAr barrel (a) and a Tile (b) module. Figures
sourced from [87].

gap filled with LAr. The plate’s width is 25 mm in the inner wheel and 50 mm
in the outer. The wheels are assembled from 32 identical modules providing a
granularity of ∆η × ∆φ = 0.1× 0.1 up to |η| < 2.5, and ∆η × ∆φ = 0.2× 0.2
elsewhere.

A further calorimeter, the FCal [116, 118], covers the forward region of the
detector at 3.1 < |η| < 4.9. FCal is placed nearly 5 m upstream (downstream) of
the interaction point, in the space between the pipe and the HEC, housed in the
same cryostat. The calorimeter is segmented into three longitudinal sections, or
modules, (FCal 1 to FCal 3) which provide both electromagnetic and hadronic
measurements. The innermost section (electromagnetic) is composed of LAr
and copper absorber, while the remaining two (hadronic) are based on LAr and
tungsten. The module’s geometry is the same for all three components and consists
of a metallic cylinder, roughly 44 cm deep with a 45 cm outer radius, inside of
which a series of concentric rods and tubes are inserted to form a matrix. The
rods are as long as the module and act as electrodes. LAr fills a gap between
the rod and its tube, thus establishing the sampling nature of the calorimeter.
LAr gaps are smaller than in the electromagnetic barrel and end-caps, getting as
small as 250 µm in FCal 1, and provide a very fast signal. FCal 1 is about 28 X0

deep, and the three sections reach a combined interaction length of around 10 λ.
This structure yields a high-density calorimeter, thus reducing potential shower
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leakage in the neighbouring detectors. The very forward positioning also helps in
reaching good calorimetric hermeticity.

3.2.4. Muon spectrometer

Muons typically escape the volume of the calorimeters as their electromagnetic
interactions are suppressed by a factor (me/mµ)

2 ≈ (1/200)2. A dedicated sub-
system, the Muon Spectrometer [119], is placed in the outer region of ATLAS
to independently determine the momentum of charged particles escaping the
inner sub-systems. The toroid magnet is incorporated into the MS, providing the
necessary bending power for the momentum and charge measurement. Like the
ID and the calorimeters, the MS also presents a barrel plus end-caps structure and
uses several technologies to achieve good physics performance in different parts of
the detector. The design resolution for the transverse momentum of 1 TeV-tracks
amounts to

σpT
pT

= 10%. The layout of the spectrometer is shown in fig. 3.9.

Precision tracking is achieved with monitored drift tube (MDT) chambers,
used in most of the MS, up to |η| < 2.7. The chambers are rectangular in the barrel
and trapezoidal in the end-caps. They consist of a series of 3 cm-diameter drift
tubes containing a pressurised gas mixture. Ar and O2 in a 93 : 7 ratio are used,
due to the mixture’s resistance to ageing phenomena. An axial tungsten-rhenium
wire is placed at a potential of 3080 V to collect the ionised charges. The average
spatial resolution for a tube is 80 µm, corresponding to 35 µm per chamber. In
the barrel, the chambers are arranged in three concentric layers centred on the
beamline, roughly at r = 5 m, 7.5 m, and 10 m. In the end-caps, the chambers
form wheels in the transverse plane, displaced by 7.4 m, 10.8 m, 14 m, and 21.5 m
from the interaction point at positive and negative z. The innermost layer of
the end-caps (2 < |η| < 2.7) hosts cathode-strip chambers (CSCs) instead of
MDTs, due to the larger flux of particles expected in this region. Despite having
a slightly worse spatial resolution, the CSCs can operate at a higher rate, thus
ensuring a good efficiency is maintained in this region of the detector. The CSCs
are multiwire proportional chambers filled with 80% Ar and 20% O2. The wires
(anodes) are stretched in the radial direction and work at a potential of 1900 V.
The wire-wire and anode-cathode spacings are constant and equal to 2.5 mm.
Both cathodes are segmented into strips, one in parallel to the wire and the other
perpendicularly. The orientation of the strips provides a measurement of the
position in two dimensions, with the spatial resolution dependent on the readout
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pitch size. A fine segmentation in the bending plane achieves a resolution of
40 µm, increasing to 5 mm in the orthogonal plane. In the azimuthal plane, both
barrel and end-caps are configured in eight octants, reflecting the symmetry of
the magnet system. The chambers are then allocated into the octants, arranged in
a short and a long layer, as shown in fig. 3.9a. The two layers partially overlap,
ensuring a complete φ hermeticity. A small acceptance gap toward the centre
of the detector, up to |η| < 0.08(0.04) for large (short) sectors, is uncovered by
the chambers to leave space for services and cables. To achieve the desired pT

resolution, the position of the chambers must be known with a precision < 30 µm.
A dedicated optical alignment system is used for this purpose and also to monitor
the chambers’ planarity.

Resistive plate chambers (RPCs) and thin-gap chambers (TGCs) augment the
precision tracking chambers in the barrel and end-caps. The purpose of these
additional detectors is to provide a fast measurement, with a response time of the
order of tens of ns, to trigger on muons and tag the bunch crossing. They are also
used to complement the MDT’s measurement with a second spatial coordinate
in the non-bending (transverse) plane. Three trigger stations are located in the
barrel, in the form of three concentric cylinders placed next to the MDT layers.
Two of the RPCs layers are placed respectively on top and on the bottom of the
middle MDT layer, while the third one is located above (below) the outer MDT
layer in the long (short) sectors. Each station comprises two parallel detectors,
giving a total of six hits for a track passing all the trigger stations. The RPCs are
gaseous detectors made of two equidistant resistive plates (phenolic-melaminic
plastic laminate) separated by a 2 mm-gap filled with C2H2F4, Iso-C4H10 and SF6

(94.7 : 5 : 0.3). An electric field of about 4.9 kV mm−1 is formed between the
plates inducing ionised charges to produce avalanches of electrons toward the
anode. Metallic strips arranged in η and φ are placed on the external surface of
the plates to read the signal and provide a 2D measurement of the position. In
the end-caps, there are 2 and 7 layers of TGCs respectively next to the inner and
middle layer of MDTs arranged in a doublet or triplet module. The TGCs are
multiwire proportional chambers, consisting of a series of parallel anodes placed
between two cathode plates. The wires are placed 1.8 mm apart from each other
and 1.4 mm from the cathodes. The volume between the two plates is filled with a
gas mixture of 55% CO2 and 45% n-C5H12 (n-pentane). Doublets and triplets units
are then formed by a series of two or three chambers separated by a honeycomb
spacer.
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Figure 3.9.: (a) Transversal section of the MS barrel detectors in the xy plane. (b) Schematic
of the MS in one quadrant of the yz plane. The MDT chambers in the barrel
(end-cap) are displayed in green (blue). The TGCs, RPCs, and CSCs are shown
in red, white and yellow. Figures sourced from [120].

3.2.5. Trigger and Data Acquisition system

In a standard data-taking configuration, with a bunch separation of 25 ns and
an instantaneous luminosity of L = 1× 1034 cm−2 s−1, ATLAS is expected to see
around 109 interactions each second. This enormous quantity of data would
be impossible to store and process with the current technology limitations. A
trigger system is, therefore, necessary to parse the stream of data acquired by the
detectors and select only those events which can be of interest for physics analysis.
The triggering in ATLAS is performed in a multi-staged process which performs
an online data analysis to support the algorithms’ decision-making.

The Level 1 (L1) trigger [121] uses custom-made electronics and is designed to
operate at the bunch crossing rate of 40 MHz. L1 has an accept rate up to 100 kHz
and must deliver its decisions to the front-end electronics within 2.5 µs from the
bunch crossing3. To make fast decisions, L1 only uses partial information acquired
by a subset of the detector, such as coarse data from the calorimeters (with a
reduced granularity) and the muon trigger towers (RPCs and TGCs). Energy
deposits and partial muon tracks are used for an online reconstruction of the
events and to tag high-energy electrons, photons, muons, jets and hadronically
decaying τ leptons. Isolation requirements on calorimetry-tagged objects can also
be applied, ensuring the energy deposits are separated by a minimum ∆R. L1

3The limit depends on the front-end buffers’ capacity.
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decisions are made by the Central Trigger Processor (CTP), which compares the
multiplicity of the tagged objects to a predefined set of up to 256 combinations. In
case of a match, the spatial coordinates of the objects are also saved and passed to
the following trigger stage. L1 also defines the luminosity blocks (LBs), namely
short periods of data taking time (typically about 60 s each) characterised by stable
beam conditions and for which an average luminosity value is computed.

The second triggering stage is performed by the High Level Trigger (HLT) [122,
123], a software-based trigger running on highly-performing processing farms.
The HLT operates on the Regions of Interest (RoI’s), a portion of the event re-
stricted to the geometrical region in close proximity to the candidate objects seeded
by the L1 trigger. The HLT performs a more accurate online reconstruction using
full-granularity detector information within the RoI’s, which typically takes about
200 µs. To speed up the process, the reconstruction is performed in different steps
with a hypothesis test in between, leading to an early rejection of the event if it
does not meet the requirements. The final data rate recorded by ATLAS in Run 2
was in average around 1 kHz in 2016 and 2017 [124, 125] and 1.2 kHz in 2018 [126].

The Data Acquisition (DAQ) system [122] manages the data flow from the de-
tector interface to the storage system and is an integrated part of the HLT. Initially,
the event data is temporarily buffered in the on-detector front-end electronics
accessible by the L1 trigger. Upon acceptance from L1, over 1500 optical fibres
transfer the data to the readout system and its buffers, from which the data can
be requested by the HLT based o the RoI information. The outcome of the HLT
selection, including a classification of the event, is stored within the data structure
and sent to the output nodes for storage. The DAQ system also monitors the
detector-specific hardware and software necessary for data taking.

3.2.6. Luminosity detector

A precise knowledge of the luminosity is essential for the success of ATLAS’s
physics program, particularly for the measurements of cross-sections directly
affected by it. Several methods are employed to evaluate and consolidate the
instantaneous luminosity value, including dedicated detectors and algorithms
which use the information from other parts of ATLAS (e.g. track multiplicity or
calorimeter-seeded algorithms). The primary luminosity-sensitive detector used
in Run 2 is the LUminosity measurement using Cherenkov Integrating Detector
(LUCID). The Beam Conditions Monitor (BCM) also provides a complementary
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bunch-by-bunch measurement, and it was primarily used to estimate the luminos-
ity during Run 1.

LUCID [127] is a Cherenkov detector consisting of photomultiplier tubes
(PMTs) placed on both side A and C of ATLAS, nearly 17 m far from the interaction
point. The PMTs are placed around the beam pipe, covering the very forward
region 5.561 < |η| < 5.641. In its original design, the detector was filled with
C4F10 gas to produce Cherenkov radiation at the passage of electrically charged
particles. After an upgrade of the detector for Run 2 [128], the gas was removed
to prevent saturation and migrations of secondary particles that would occur
with the increased Run 2 pile-up. In the new configuration, Cherenkov light is
instead produced by the 10 mm-diameter quartz window of the PMTs. There are
16 PMTs per side, grouped in four arrays that are placed at different angles along
the pipe. Four additional quartz fibre bundles are connected to PMTs that are
located 2 m apart and shielded from the magnetic field in a metallic box. The PMTs
are calibrated either with a LED or with a radioactive 207Bi source to monitor their
gain and correct for any ageing effect. The PMTs are equipped with fast electronics
capable of both registering hits, whenever they receive a signal above a certain
threshold, and performing a charge integration over the single bunch crossings.
The probability of registering a hit is related to the pile-up term µ of eq. (3.2),
and the instantaneous luminosity can be obtained by counting the hits in each
luminosity block. More than 100 algorithms that use different logic combinations
of the PMTs are employed to precisely determine the luminosity value.

The BCM [129] is a diamond detector designed to monitor the status of the
beams and provide a beam abort signal in case of an event that could compromise
the safety of ATLAS. Particularly, it searches for lost protons that could interact
with the collimators that protect the inner systems and could initiate a particle
shower potentially hazardous for the detectors. It also monitors the interactions
between the beam and the gas. The BCM detector comprises 2 × 4 diamond
sensors (8× 8 mm2) which are placed at |z| = ±1.84 m around the beam pipe. On
each side, the four sensors are arranged in a cross pattern at a radius r = 55 mm,
corresponding to |η| ≈ 4.2. The sensors are connected to readout amplifiers,
whose signal is then sent to a digitiser for analysis. The distance in z of the two
modules corresponds to a time of flight which is about half of the beam separation
(≈ 12.5 ns), allowing to discriminate between interactions occurring in a bunch
crossing and secondary showers originating upstream or downstream the centre of
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ATLAS. Similarly to LUCID, several algorithms use different combinations of the
hits registered by the BCM to provide a complementary luminosity measurement.

The LUCID and BCM detectors are calibrated to the absolute luminosity scale
in the so-called van der Meer (vdM) scans [98, 130]. The scans are performed
in special LHC runs, where the colliding beams are horizontally or vertically
displaced in opposite directions. Starting from an initial configuration, which
optimises the delivered luminosity, the beam separation is gradually increased
to provide scans in the x and y directions. The measurement of the uncalibrated
luminosity as a function of the displacement permits to measure the Σx and Σy

parameters of eq. (3.1), thus providing a reference for the calibration.

3.3. Object reconstruction in ATLAS

The raw data collected by ATLAS consists of fragmented pieces of information
coming from all the signals registered by the different detectors. A reconstruction
procedure is needed to associate them with a physical object before they can be
used in physics analyses. The offline reconstruction of different objects, including
tracks, vertices, electrons, muons, photons, jets, tau leptons and missing transverse
momentum, is described in this section.

3.3.1. Tracks and vertices

An electrically charged particle moving in a magnetic field is subject to the
Lorentz force, resulting in a centripetal acceleration in the plane orthogonal to
the magnetic field. In the case of a homogeneous field, the particle presents a
helicoidal trajectory with a circumference projected in the transverse plane. The
trajectory can be described by five parameters, or degrees of freedom, which, in
the reference system used by ATLAS, correspond to (d0, z0, θ0, φ0, q

p ). The impact
parameters d0 and z0 are the distances of the perigee, the point of closest approach
to the beam axis, from the xy plane and the z axis respectively. The angles (θ0, φ0)

correspond to the angular coordinates of the perigee and q
p is the ratio of the

particle’s charge to its momentum.

In ATLAS, the momentum reconstruction of charged particles, henceforth
referred to as tracks, is performed by combining different hits registered in the
layers of the Pixel, SCT and TRT detectors. Tracks associated with muons also
exploit information gathered by the MS, as described in section 3.3.3. Tracking in
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the ID starts by forming clusters of hits in the Pixel and SCT. Particles traversing
a single tracker layer can interact with the active material of different close-by
sensors, thus producing multiple signals. Adjacent hits, sharing a side or a
corner of different sensors, are grouped to form a so-called space-point, a three-
dimensional spatial coordinate describing the point where the particle interacted
with the pixels or the strips. In the latter case, two clusters from opposite faces of
the strip are needed to form a space point.

Track candidates are found from the space points using an iterative algo-
rithm [131]. Each track candidate is seeded by a set of three space points, in
such a way as to maximise the total number of possible tracks with the minimum
number of points needed for an estimate of the momentum. A loose kinematic
selection, with requirements on the momentum and impact parameters of the
track, is applied to the seeds to improve the purity4. The selected seeds are then
passed to a Kalman filter [132] which extrapolates the track through the subse-
quent layers of the ID in the outward direction, up to the SCT border. Given the
very large hit multiplicity, it is not uncommon to find different track candidates
sharing space points. A selection criterion is therefore necessary to choose only
tracks of good quality. First, the different clusters associated with a track are
weighted in such a way that hits in the detector regions with better resolution
have a better score. Track candidates with missing expected space points (holes)
or large χ2 are penalised. Lastly, tracks with a higher momentum are preferred.
An ambiguity solver algorithm successively deals with cluster-sharing tracks,
discarding candidates failing basic quality criteria and removing clusters from
tracks which contains more than two shared clusters. The parameters of these
stripped tracks are re-evaluated, and the new tracks go again through the ranking
selection.

A high-resolution fit is performed on accepted track candidates using artificial
neural networks to estimate the cluster’s position and its uncertainty. Tracks are
then extended toward the TRT region with a similar procedure. Trajectories of
particles arising from secondary interactions may not be found with this "inside-
out" approach, as they could miss hits in the innermost layers of the ID. An
additional "outside-in" search is carried out starting from track segments in the
TRT which are backtracked to the inner region [133].

4The purity is defined as the fraction of seeds from which a good-quality track is found.
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Primary Vertices (PVs) are reconstructed from the final tracks with an iterative
procedure [134, 135]. The first stage, also referred to as vertex finding, consists
in applying a pattern recognition algorithm to the reconstructed tracks to search
for vertex candidates. A vertex seed is identified depending on the reconstructed
beam spot position and the corresponding point of closest approach of the tracks.
The vertex position is consequently estimated with a fit to the beam spot coor-
dinates and the tracks’ parameters, through an iterative χ2 minimisation. The
associated tracks are then weighted based on their compatibility with the vertex
position, and the fit is performed a second time. Incompatible tracks are eventu-
ally discarded and reused to find additional vertex candidates. A PV candidate
is considered valid if connected to at least two separate tracks. Pile-up events5

often contribute with additional vertices that are reconstructed together with the
hard-scatter interaction vertex. The usual method to distinguish between the
two is to order the vertices depending on the pT of the associated tracks, as the
hard-scatter process is more likely to present a wider transverse spread. With
this logic, the hard-scatter PV is determined to be the one with the largest sum of
squared transverse momenta ∑(tracks) p2

T.

3.3.2. Electrons and photons

Electrons (positrons) and photons are reconstructed by combining information
from the tracker and the electromagnetic calorimeters. Electrons interact with
both sub-detectors, thus showing a characteristic signature which consists of a
track geometrically matched to an energy deposit in the calorimeter. Photons,
on the other hand, do not leave a signal in the ID unless they convert mid-flight
in a e+e− pair before reaching the calorimeter. In this case, they are identified
as an energy deposit connected to either a partial track in the outer region of
the ID or a two-track conversion vertex6. Energy deposits in the electromagnetic
calorimeter that are not matched with any track or conversion vertex are identified
as unconverted photons.

Due to their low mass, electrons lose a significant fraction of their energy via
bremsstrahlung, an energy that is also spread along the bending direction of the
magnetic field. The emitted photons are typically emitted at small angles from
the electron’s trajectory, resulting in multiple signals sampled across different

5Additional interactions that are concomitant to the hard-scatter process.
6A vertex associated to two opposite-charge tracks and compatible with the hypothesis of a

massless particle.
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close-by cells of the calorimeter. A clustering algorithm allows to recover some
of this energy loss and also accounts for particles whose electromagnetic shower
develops over multiple cells [136]. Electron and photon reconstruction begins by
forming topologically-connected clusters (topo-clusters) in the electromagnetic
and hadronic calorimeter cells. The energy measured in hadronic cells is not
used in the reconstruction process but serves as a selection criterion to reject
clusters with considerable hadronic leakage and reduce the contamination from
misidentified hadrons. Topo-clusters are seeded by a single cell registering a
signal well above the expected noise value. The cluster seed is then merged
with neighbouring cells that also present an SNR (signal-to-noise ratio) larger
than a distance-dependant threshold. The algorithm matches topo-clusters to
ID tracks or conversion vertices and performs a new track fitting to account for
radiative energy losses. An improved description of the bremsstrahlung radiation
is obtained with a Gaussian Sum Filter (GSF) [137], an extension of the Kalman
filter described in section 3.3.1 which uses a weighted sum of Gaussian functions to
approximate the Bethe-Heitler distribution. Matched topo-clusters are later used
to build super-clusters: a seed cluster is selected, and satellite clusters are added
to it if they fall within a specific ∆η × ∆φ window or if they show a converted
photon topology (e.g. a shared conversion vertex).

The final electrons and photons used in physics analyses are reconstructed
from the identified super-clusters. Tracks and conversion vertices are matched
to the super-cluster, after a position correction and energy calibration. Tracks
parameters and shower observables are used to calibrate the object’s energy
further. The calibration includes the use of a multivariate analysis trained on
simulated data to better constrain the energy resolution and reduce the influence
of the material budget present in the detector. An inter-calibration of the different
layers of the calorimeter is also performed to ensure a uniform energy response.
A global energy scale correction, reflecting differences in data and simulation, was
measured with Z → e+e− events collected in a partial Run 2 dataset [136] between
2015 and 2017, and it is applied to the reconstructed electrons and photons. The
total systematic uncertainty in the energy scale was evaluated to be 4 × 10−4

(2× 10−3) in the barrel (end-caps).

Track and shower properties are used to establish a set of criteria to select
good-quality electrons and photons and reduce the contribution from hadronic
jets depositing a fraction of their energy in the electromagnetic calorimeter. Two
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different approaches are used for the identification of prompt electrons and pho-
tons. Electrons are identified with a likelihood discriminant [138] relying on both
tracker and calorimeter information. The track requirements include selection
cuts applied to impact parameters and their significance, the number of hits in the
innermost tracking layers and the fraction of momentum loss. Shower shape ob-
servables account for the longitudinal and lateral spread and the fraction of energy
deposited in subsequent calorimeter layers. Different working point selections are
defined with a target efficiency. Loose, medium and tight selections respectively
correspond to about 93%, 88%, and 80% efficiency [136, 138], with tighter working
points corresponding to greater purity. The significance of the transverse impact
parameter is defined as the ratio between d0 and its uncertainty, corresponding to
d0,sig =

|d0|
σ(d0)

. Besides its usage in the likelihood discriminant, a requirement on
d0,sig < 5 is typically applied to select good-quality electrons. Similarly, a require-
ment on the longitudinal impact parameter (z0), e.g. |z0 sin θ| < 0.5 mm, can be
used to select electrons originating from the PV and reduce pile-up contributions.
Electron identification efficiencies were measured with the same dataset described
above for the energy scale correction. The measurement relies on a tag and probe
method applied to Z → e+e− events, which provides a set of unbiased electrons
from which the efficiencies can be estimated. Identification efficiencies were mea-
sured in bins of ET and |η|, and vary accordingly with the corresponding selection
working point. The uncertainties in the identification efficiency correspond to
7% at ET = 4.5 GeV, decreasing to less than 1% for higher-ET electrons (up to
30 < ET < 250 GeV) [136]. Photon identification is performed with a cut-based
selection on similar shower shape observables. As for electrons, loose, medium
and tight working points are built [136, 139]. Loose and medium selections are
the same for converted and unconverted photons, while tight identification in-
cludes a multivariate analysis separately tuned for the two classes. Along with
the identification criteria, isolation requirements are often imposed to electrons
and photons to further improve the selection purity. Isolation is computed at the
tracker or calorimeter level by summing the contribution of contiguous tracks or
energy deposit (pT for tracks and ET otherwise) falling within a cone of size ∆R
centred on the particle’s trajectory [136].

3.3.3. Muons

Muons are reconstructed using information from the different ATLAS sub-
systems. At their passage, muons produce tracks in the ID and the MS, allowing
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for two independent momentum measurements. Calorimeters can also be used to
tag muons which deposit a fraction of their energy in them. Track candidates in
the MS are identified by looking for short linear segments of hits in a single muon
station. The segments are found with a Hough transform [140] and later merged
with an extrapolation based on the interaction point position and the hypothesis
of a parabolic trajectory. Three-dimensional coordinates, obtained by associating
position measurements in the precision chambers and the trigger towers, are used
in a global fit to estimate the track’s parameters. Incompatible hits are discarded
from the track candidate, while aligned hits not initially included in the fit are
added. Ambiguities may rise if multiple tracks share a large fraction of hits. In
this case, redundant tracks are discarded based on their quality, with the poorest
ones being rejected.

Inputs from different detectors are combined to form five classes of global
reconstructed muons [141]:

• Combined muons are reconstructed by associating a track in the MS with one
in the ID. A global fit is performed on the selected hits from both detectors,
also correcting for energy loss in the calorimeters.

• Inside-out combined muons follow a similar approach as the previous class,
but the track-matching direction is inverted, starting from the ID to the MS.

• MS extrapolated muons correspond to the case of standalone MS tracks
with no associated counterpart in the ID. This class of muons is particularly
relevant in the forward region (2.5 < |η| < 2.7), which lies outside of the ID
acceptance.

• Segment-tagged muons are those with an ID track associated with at least
one segment in the MS. They describe low-pT muons, which can only reach
the first layers of the MS, or those muons escaping the MS acceptance. In this
case, the track’s parameters are directly measured in the ID.

• Calorimeter-tagged muons are based on ID tracks matched to an energy
deposit in the calorimeter compatible with the expected energy loss profile
of a minimum ionising particle. These muons help to recover an acceptance
loss at small pseudorapidity values caused by a gap in the MS layout.

Identification criteria are applied to the good-quality muons to reduce the
non-prompt background. This mainly originates from light hadrons decaying
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mid-flight into muons, whose reconstructed tracks turn out to be degraded due to
the modified trajectory. Similarly to the electrons and photons case, loose, medium
and tight working point selections are defined. Additionally, two special working
points are tuned for low-pT and high-pT muons to be used in physics analyses
dedicated to more exotic phase spaces, such as searches for heavy resonances or
supersymmetry. All muon classes, except for MS extrapolated, are required to
have at least one hit in the ID, five hits in the MS and no more than two missing
hits in the combined track. The different working points accept specific classes
depending on the muon (pT, η) and also impose some constraints on the track
quality measured in the two detectors7. A track-to-vertex association (TTVA)
ensures muons are compatible with the PV and reduces the contribution from
hadron decays, pile-up events and cosmic rays. The TTVA requires the PV to be
as close to the muon track as |z0| sin θ < 0.5 mm in the longitudinal direction. A
requirement on the transverse track parameter significance can also be applied,
usually with a cut-off value of |d0|

σd0
< 3. Background muons originating from

heavy-flavour hadron decays can be suppressed by selecting isolated muons. The
isolation is computed similarly to the electron case, looking for additional tracks or
topo-clusters in a cone around the muon. Different working points are established,
which rely on either track or calorimeter-based isolation or on a combination of
the two.

The muon reconstruction efficiency was measured with a tag and probe method
applied to Z → µ+µ− and J/ψ→ µ+µ− events [141]. In the range 0.1 < |η| <
2.5, both Loose and Medium working points present an efficiency above 98%,
decreasing to about 95% for the tight selection. The performance of the momentum
reconstruction was evaluated with a complete Run 2 dataset, again from the
leptonic decay channel of the above resonances [142]. The transverse momentum
resolution was measured to be up to 2.3% and 3.4% in the barrel and end-caps
regions respectively. The momentum scale was measured in the same Z → µ+µ−

sample with an accuracy of 0.05%− 0.15% increasing with pseudorapidity [142].

7The agreement between ID and MS tracks is evaluated from the q/p compatibility, defined
as |q/pID−q/pMS |√

σ2
q/p,ID+σ2

q/p,MS

, and from the ratio of the detector-dependent pT difference divided by the

outcome of the combined fit:
|pT,ID−pT,MS |

pT,CB
.
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3.3.4. Jets

Jets are one of the most frequent final state signatures in proton-proton inter-
actions at the LHC. They consist of a stream of quasi-collinear hadrons. These
hadrons can be either electrically charged or neutral, thus being detected by the
tracker and/or the calorimeter. The common procedure of reconstructing jets
utilises the anti-kT clustering algorithm [79], described earlier in section 2.5, with
a typical radius parameter of R = 0.4. The inputs used by the jet clustering
algorithm can be either tracks or the topo-clusters introduced in section 3.3.2. A
third option, introduced during Run 2, consists in using a combination of the
two to better reconstruct the contribution of soft interactions to the energy of
the jet [143]. Jets reconstructed with this method are referred to as particle-flow
jets. The procedure aims to correct the energy deposits in the calorimeter with ID
information, to take advantage of its better resolution. Good quality tracks are
selected by requiring at least 9 hits in the silicon detector and no missing hits in the
pixel region. They must also fall within the tracker acceptance |η| < 2.5 and have
a minimum transverse momentum of pT > 0.5 GeV. The momentum resolution in
the ID decreases with the particle’s energy, in which case the particle-flow proce-
dure would not improve the results obtained from topo-clusters. Therefore, tracks
whose transverse momentum exceeds pT > 40 GeV are not considered8. The se-
lected tracks are then geometrically matched to the topo-clusters depending on the
angular separation and the cluster’s width. An energy subtraction procedure is
performed on matched tracks to avoid double-counting of the signal in the tracker
and the calorimeter. The expected energy deposit that a track would leave in
the calorimeter is extrapolated from ID information and consequently subtracted
cell-by-cell in the corresponding topo-cluster. The algorithm also accounts for the
cases where the energy is split between different clusters and decides whether to
merge them. If the remaining energy in a cell after the subtraction procedure is
compatible with the hypothesis of shower fluctuation, the cell is removed. The
final output of the particle-flow algorithm corresponds to the set of selected tracks
and the surviving topo-clusters, which can later be used to reconstruct jets with
the aforementioned anti-kT method.

The energy of the reconstructed jets needs to be corrected and calibrated.

8This requirement was later replaced by a more sophisticated cut depending on both the track pT
and the energy deposits in a cone of aperture ∆R < 0.15 around the particle [144]. This cut
prevents the subtraction procedure from being executed in case of a very dense environment,
where the selected track is not isolated.
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• Energy deposits from pile-up interactions occurring during the same or
consecutive bunch-crossings can add to the reconstructed energy of a jet.
This contribution is subtracted with an energy correction based on the jet
area, evaluated from the ghost association [145, 146] of soft particles to the
jet, and the momentum density. A residual correction depending on < µ >

and the number of primary vertices is also applied at this stage.

• A Jet Energy Scale (JES) calibration accounts for detector effects, such as
different calorimeter response and energy loss in non-active material, to
restore the energy scale to that of the truth particles. This is done by applying
a correction for the jet energy response determined using simulations.

• An absolute η calibration is necessary to correct a bias in the measured jet
pseudorapidity caused by shape and material differences of the sub-detectors,
particularly in the barrel, end-caps and forward transition regions [144].
Similarly to JES, the η calibration is also based on a simulation.

• Because jets are composite objects, the energy response and shower devel-
opment depend on their structure. For example, the hadronic shower of
gluon-initiated jets tends to be wider and shorter than quark-initiated ones.
The so-called global sequential calibration (GSC) uses information from the
different detectors to improve the jet energy resolution without altering the
average response. The GSC is applied through a series of multiplicative
corrections derived from jet observables, such as shower shape, tracking
information and activity in the MS.

• The final set of corrections corresponds to the in situ calibration, which sup-
presses the remaining differences between data and simulation. Dijet events
are used for an η intercalibration of central and forward jets, to equalise the
response across the two regions of the detector. The pT balance of hadronic
events is measured in Z/γ + jet events and compared to the well-calibrated
boson’s. Lastly, multijet events are used to cross-calibrate high-pT jets with a
set of low-pT ones.

The Jet Energy Resolution (JER) was measured with a partial Run 2 dataset of
dijet events [144]. The JER for particle-flow jets was found to be varying between
25% and 4% depending on the jet pT, with an absolute uncertainty decreasing
from 1.5% to 0.5%. The same study also provided an evaluation of the systematic
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uncertainties related to the JES, which were measured to be between 1% and 5%
for central jets.

In addition to the low-pT particles that add to the jets, described above, pile-up
interactions can also produce high-pT jets directly, which are reconstructed along
with the hard-scatter products. To reduce the number of pile-up jets, ATLAS uses
a likelihood discriminant called the Jet Vertex Tagger (JVT) [147], which is based
on tracking and vertex information. The discriminant is constructed using two
different jet variables, described below.

• For each jet, the JVF (Jet Vertex Fraction) expresses the pT fraction of matched
tracks associated with a specific reconstructed PV. It can be computed for any
desired PV but typically refers to the hard-scatter one. The JVF is defined as

JVF(ji, PVk) =
∑l pT(track(ji)

l , PVk)

∑m ∑n pT(track(ji)
n , PVm)

, (3.11)

where ji and PVk are respectively the selected jet and PV, the numerator is
the scalar pT sum of the tracks matched to both ji and PVk, and the sum in the
denominator runs over all the tracks matched to ji and all the reconstructed
PVs. The JVF can assume a value between 0 and 1, with hard-scatter jets
typically showing larger values. The denominator of eq. (3.11) depends on
the luminosity of the collisions and shows a linear increment with the number
of pile-up tracks. A correction is applied to the denominator to remove this
dependence before using JVF for the JVT evaluation.

• The variable RpT
denotes the pT fraction of the tracks in a jet that are associ-

ated with the hard-scatter PV, namely

RpT
(ji) =

∑k(track(ji)
k , PV0)

pT,ji
, (3.12)

where the scalar pT sum is performed over the tracks matched to ji and the
hard-scatter vertex, PV0, and pT,ji is the fully calibrated transverse momen-
tum of ji. RpT

has a similar trend as JVF, with hard-scatter jets presenting a
large value, while pile-up jets peak at zero.

A k-nearest neighbour algorithm [148] is employed to evaluate a 2D likelihood
from a set of simulated dijet events, combining the JVF and RpT

variables.



The ATLAS experiment 93

The JVT relies on tracking information, which is not available for jets in the for-
ward region of the detector. Outside of the ID acceptance, a different discriminant,
the forward-JVT (fJVT) [149], is used to reduce the contribution from pile-up jets.
The JVT and RpT

variables are used to identify central pile-up jets originating from
secondary strong interactions from a background of stochastic pile-up jets9. These
are then associated to the pile-up vertex PVi 6=0 which yields the largest R(i)

pT
. For

any pile-up vertex the missing transverse momentum vector (〈pmiss
T,i 〉) is computed

as

〈pmiss
T,i 〉 = −

1
2

(
∑

track∈PVi

kpT,track + ∑
j∈PVi

pT,j

)
, (3.13)

where pT = (pT,x, pT,y) denotes the vectorial expression for the transverse mo-
mentum, and the weight k = 2.5 accounts for differences between the pT of jets
and tracks, optimised to reject forward pile-up jets [149]. A forward pile-up jet
of transverse momentum vector pT,j is expected to show a significant fraction of
missing transverse momentum aligned in the same direction of pT,j. The fJVT
discriminant is therefore constructed as the projection

fJVTi =
〈pmiss

T,i 〉 · pT,j

|pT,j|
, (3.14)

with the index i referring to a specific pile-up vertex. fJVT is computed for all ver-
tices, and the forward jet is considered a pile-up jet if the maximum value is larger
than a certain threshold. Different thresholds of the JVT and fJVT discriminants
are used to define a medium and a tight selection working points. The thresholds
vary for EMTopo and PFlow jets and depend on their η and pT. The two taggers
play a significant role in the event selection used for the measurement of ZZjj
production cross-section, described in chapter 5.

3.3.5. Taus

Tau leptons (τ) produced at the LHC cannot be directly detected by ATLAS
due to their very short lifetime. They typically decay before reaching the active
material of the detector and must be reconstructed from the decay products. The
branching ratio of the hadronic decay channel (τ → h+ ντ) is about 65%, and most

9The term stochastic refers to jets formed by particles stemming from different interactions. Such
jets typically present a small value of RpT

, calculated for any pile-up vertex different from PV0.
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decays include charged and neutral pions. Tau leptons are outside of the scope of
this thesis, and their reconstruction is only briefly introduced. More details can
be found in refs. [150, 151]. The hadronically decaying τ-leptons reconstruction
is seeded by jets formed with the anti-kT algorithm using a R = 0.4 radius, as
described in section 3.3.4. A τ vertex is then identified as the vertex candidate
with the largest pT fraction in a ∆R = 0.2 cone around the jet axis. Tau leptons are
identified with a recurrent neural network analysis [152] which provides different
working point selections.

3.3.6. Missing transverse momentum

Weakly-interacting particles, such as SM neutrinos and potential BSM particles,
escape the volume of the detector without interacting with its active components.
Due conservation of momentum, the total transverse momentum in the final
state of a pp collision should be equal to zero. A momentum imbalance in the
transverse plane of an event would then indicate the presence of undetected
particles. The imbalance is measured in terms of missing transverse momentum,
a 2-dimensional vector in the xy plane of components Emiss

T =
(

Emiss
x , Emiss

y

)
.

The reconstruction of Emiss
T is a demanding and susceptible to imprecision

task, as it involves information from all the different sub-systems of ATLAS. The
missing transverse momentum is defined as the negative vector sum of the pT of
all the reconstructed objects in an event [153]:

Emiss
T = −

 ∑
i∈{e,γ,τ,µ,jet}

pT,i

−
 ∑

j∈{soft objects}
pT,j

 . (3.15)

The first term of the sum corresponds to the contribution from all the objects
produced in the hard-scatter process that have been reconstructed and calibrated
with the different procedures introduced above. The second term, or "soft" term,
assembles all the remaining signals (tracks only) associated with the PV of the
event but not with other hard objects. These include the products of the underlying
event and pile-up interactions and those particles whose signals fail the selection
criteria of hard objects. To avoid double counting signals of the same particle,
which might be independently reconstructed in different detectors (e.g. an electron
reconstructed from a track in the ID and a jet in the calorimeter), the objects are
selected with a different priority. With descending priority, the order of the
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different particles is electrons, photons, τ-leptons and jets. Low-priority objects
that are geometrically matched with higher-priority ones are discarded. Muons
can only overlap with jets and always have higher priority. Either EMTopo or
PFlow jets can be used in the computation of Emiss

T . In a study using data collected
in 2015-2016, the second, more recent, jet category showed some improvements in
the reconstruction performance [154].

3.4. Simulation of the ATLAS detector
The event generation described in section 2.4 provides a prediction on the

true final states originating from hadron collisions, also referred to as fiducial or
particle-level prediction in the following chapters of this thesis. Such prediction is
typically different from what is observed experimentally, as the detectors have a
finite acceptance, efficiency and resolution, which can alter the measured observ-
ables. A detector-level prediction can be obtained by interfacing the generated
true event with a second simulation, describing the detector response. In ATLAS,
the detector simulation [155, 156] is based on a model of the detector’s geome-
try implemented in Geant4 [157]. The simulation accounts for the interactions
between the final state particles of the true prediction and the different materials
composing the detector. A second step, called digitisation, translates the event
signatures into signals read by the detector. These are analogous to real data
signals and can be used in the same object reconstruction procedure described
above.
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Chapter 4.

Thermal characterisation of ITk Pixel
Outer Endcaps local supports

Between 2026 and 20291, the LHC will undergo a series of upgrades aimed at in-
creasing its instantaneous luminosity up to a peak value ofL = 7.5× 1034 cm−2 s−1.
This so-called High Luminosity LHC (HL-LHC) project [158] is foreseen to last
over a period of about ten years and deliver up to 3000 fb−1 of collision data to
both ATLAS and CMS experiments.

An increment in luminosity directly corresponds to a larger number of inter-
actions per bunch-crossing. Around 200 interactions are expected to occur in
each bunch crossing, which is much larger than the 34 that was typical of Run2.
The higher track density poses a challenge for the track reconstruction, along
with increased sensor occupancy and the amount of data to be transmitted. More
interactions also produce a larger dose of radiation that the detector has to with-
stand: a non-ionising fluence of 1016 neq/cm2 and an ionising dose of 5 MGy are
expected in the region close to the interaction point. The current ATLAS ID cannot
survive this harsh environment while providing the current physics performance.
Therefore, it will be replaced by a new Inner Tracker (ITk) detector during the
ATLAS Phase-2 upgrade[159]. The ITk is an all-silicon tracker detector, designed
to deliver the same or better performance than the ID. It’s composed of a Pixel
detector near the interaction point, surrounded by a Strip detector [160, 161].

The University of Manchester is widely involved in the design and production
of the outer end-caps of the Pixel Detector and, in particular, of their local supports.

1Current schedule updated in January 2022.
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Section 4.1 illustrates the design of the Pixel detector, while section 4.2 describes
the local supports and their assembly procedure, with insights on possible issues
that can occur during it. To guarantee that the local support design meets the
operational requirements, and to ensure faulty pieces are not used when building
the detector, Quality Assurance (QA) and Quality Control (QC) protocols were
established. A technique to assess the thermal performance of the local support
was developed at the University of Manchester [1] and will be used during the
serial production. The original concept of the technique was implemented in a
previous work by another member of the Manchester team [162], whilst the author
of this thesis collaborated to its further development and optimisation for the
measurement of local support prototypes. All the results presented here were also
obtained from measurements led by the author. A complete description of the
method, along with a list of the experimental apparatus used for the measure-
ments, is given in section 4.3. The technique’s sensitivity and effectiveness have
been tested with several prototypes. The results are reported in section 4.4. Lastly,
section 4.5 gives an insight on the foreseen technique’s employment during the
local supports’ production.

4.1. ITk Pixel upgrade
The latest design of the entire ATLAS ITk detector [163] is shown in fig. 4.1.

Compared to the ID, the pseudorapidity coverage is extended up to |η| < 4, thus
expanding the track reconstruction to the forward region. With its three different
sub-systems, the Pixel detector constitutes the innermost part of the ITk. The
Inner System (IS) covers the region closest to the nominal interaction point and
comprises two different layers, also referred to as L0 and L1. An Outer Barrel (OB)
surrounds the IS in the central region of the detector, with two additional Outer
End-caps (OECs) placed on each of its sides. Both OB and OECs are composed of
three concentric layers, named L2, L3 and L4. The IS is designed to be removable
and will be replaced after about 2000 fb−1 of data-taking due to radiation damage.

The detector is populated with different types of modules made of pixel sensors
coupled to novel ASICs implemented in 65 nm CMOS technology. A mixture of
planar n-in-p and 3D silicon pixel sensors are employed. 3D sensors are used in
L0, as their structure is more resilient to radiation damage. They are assembled
in "Triplets" modules made of three adjacent ASIC-sensor pairs arranged in a
linear or curved shape, depending on the detector’s geometry they must cover.
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In the other parts of the detector, single planar sensors are bump-bonded to
four different ASICs, forming a so-called "Quad" module. The small pitch of the
pixels (25× 100 µm2 and 50× 50 µm2) increases the z0 resolution up to a factor 2
compared to the Run 2 value [163].

(a) (b)

Figure 4.1.: Design of the ITk detector (a) and schematic of one quadrant of the detector
(b) with the latest configuration [163]. The Pixel detector is shown in red in
(b), while the Strip detector is in blue.

The OECs are the object of study of this work, and their structure is illustrated
in fig. 4.2 2. They occupy the detector region defined by 1114 mm < |z| < 3018 mm
and 114 mm < R < 327 mm. In each end-cap, three concentric semi-cylindrical
structures (global supports) of different radii host several half-ring-shaped local
supports (see section 4.2) on which the modules are attached. These Half-Rings
(HRs) are arranged in arrays along the beam direction: there are 11 HRs in L2, 8 in
L3 and 9 in L4. The HRs are populated with a different number of quad modules
(32, 44 and 52), which adds up to more than a thousand per end-cap. The modules
are evenly placed on both faces of the HR, in such a way that the gap between
two adjacent modules on one side is covered by another module on the opposite
side. This ensures full coverage in both η and φ directions.

4.2. Local supports and thermal requirements
The ITk Pixel OEC local supports are responsible for the mechanical stability of

the sensors and are an integrated part of the cooling system. Their design is based
on the technology used for the current ATLAS IBL. They present a carbon-based
structure which provides good thermal conductivity and a small density (a low

2For a detailed description of the other sub-systems, we refer to [160, 163].
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Figure 4.2.: Exploded view of a single ITk Pixel OEC [164].

material budget in the detector volume is important to reduce conversion). An HR
is made of two half-sandwiches of co-cured [165, 166] carbon fibre face-sheet (a
three-ply pre-preg) and carbon foam. A titanium pipe is embedded into the foam
core to bring the coolant to the modules. An exploded view of the HR components
can be seen in fig. 4.3a. An end closeout and an electrical break are placed on both
ends of the pipe, respectively, to stabilise it and insulate the HR from the rest of
the detector. In the loaded configuration, a Kapton bus tape and the modules are
glued on the HR surface as shown in fig. 4.3b. The average radius of the local
supports corresponds to 174.6 mm in Layer 2, 234.65 mm in Layer 3 and 294.7 mm
in Layer 4.

To produce a HR, several trapezoid tiles are cut out of a carbon foam block.
They are then assembled into a half-ring shape and put over the three pre-preg
layers to build a single half-sandwich. After co-curing, the half-sandwich is
thinned to the required dimensions and a grove for the pipe is machined. A
graphite-doped epoxy is deposited on the pipe, which is then inserted in the
grove. The same non-doped glue is also deposited on the rest of the exposed
foam, and another half-sandwich is placed on top. The assembled object is let
cure at room temperature in a vacuum chamber for several hours. The doped glue
enhances the thermal conductivity [167, 168] and connects the different parts of
the HR to form a thermal path between the pipe and the sensors. If the glue layer
is not uniform due to assembly issues, the thermal path can be compromised,
and defective areas with lower cooling capabilities can form. This is illustrated in
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(a) (b)

Figure 4.3.: Exploded view of a ITk Pixel OEC local support [164] (a) and schematic of
the loaded configuration with modules (b). The modules are placed in such
a way that an additional module on the opposite face of the HR covers the
space between two adjacent modules.

fig. 4.4 where longitudinal and transversal cross-sections of a HR are shown with
a defect in the glue layer depicted in red.

(a) (b)

Figure 4.4.: Longitudinal (a) and transverse (b) cross-sections of a HR with a defect in the
glue layer depicted in red. Figures sourced from [1].

Proper cooling of the sensors is essential for their correct functioning and their
preservation. One of the effects of radiation damage is to increase the leakage cur-
rent in the semiconductor sensors due to newly created generation-recombination
centres [169]. Since the leakage current also increases with temperature, and more
current would produce more heat, the temperature must be kept under control
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to prevent the so-called thermal runaway [160, 170] phenomenon. This occurs
when the temperature is high enough to enter a positive-feedback loop which
will exponentially increase its value, thus leading to the eventual malfunction
or damage of the sensors. The ATLAS ITk employs bi-phase CO2 to provide a
uniform cooling in the detector area down to −35 ◦C.

To ensure the power dissipation of the modules doesn’t reach the thermal
runaway condition, a design requirement on the thermal performance of the HRs
is imposed. This is given in terms of Thermal Figure of Merit (TFM), which can be
interpreted as the thermal impedance of the local support and is defined as:

Γ =
Tsensor − Tcoolant

W/S
, (4.1)

where the numerator is the temperature difference between the boiling coolant in
the pipe and the (hottest) point on the sensor, and the denominator is the module’s
power per area unit. A low value of TFM indicates the temperature of the sensor
is close to that of the coolant and is therefore preferred. The requirements for the
OECs are listed in table 4.1.

Pixel OEC Layer Maximum TFM [K cm2 W−1]

2 28.85
3 32.43
4 34.76

Table 4.1.: TFM design limits for each layer of the ITk Pixel OEC. [171].

4.3. Thermal characterisation measurement
The TFM can be measured by attaching artificial heaters (e.g. a resistive silicon

plate) to the HR, which simulates the power consumption of the modules. A more
detailed description of this measurement, as done at the University of Manchester,
is given in section 4.4.4. However, this process is destructive for the HR, as the
heaters need to be glued on its surface and cannot be removed afterwards without
possibly compromising it. Therefore, the TFM is only measured with prototypes
for the HR design qualification (QA) and cannot be used as a quality criterion
during serial production. The thermal characterisation technique described in this
section was developed as an alternative to the TFM measurement and is based



Thermal characterisation of ITk Pixel Outer Endcaps local supports 103

on the Infra-red (IR) thermography of an HR structure. IR cameras can detect
temperature changes in an object by converting their infrared radiation into an
image which can then be analysed to inspect the object’s structure. The functioning
principle of these cameras is the same as standard cameras that operate in the eye
spectrum. IR thermography is therefore completely safe for the object under study
and is widely used in the R&D sector.

4.3.1. Experimental set-up and measurement procedure

Similarly to the TFM measurement, the concept beyond the thermal characteri-
sation strategy is to emulate the operating conditions of the running experiment
and test the behaviour of the local supports. Instead of using heaters to repro-
duce the modules’ dissipation, an HR is placed in a controlled environment at
a high temperature (45 ◦C) and is connected to a cooling system. After thermal
equilibrium is reached, the coolant (water at 10 ◦C) is let flow inside the HR pipe
by activating a mechanical switch. The complete cooling process is recorded with
an IR camera and exported as a video for an off-line analysis. The video recording
is essential as it allows to analyse, frame by frame, different stages of the cooling,
and also provides a time measurement.

The procedure can be repeated with different flowing directions of the coolant,
as this gives more contrast to a particular zone of the subject (the fluid is colder
at the inlet). With the experimental setup at the University of Manchester, only
a portion of the HR enters the camera’s field of view. Hence, two separate mea-
surements are needed to cover the whole area. In normal conditions, the heat
path in the HR goes from the pipe wall to the closest face-sheet. The measurement
is therefore repeated with the HR facing upwards or downwards (referred to as
Side A and Side B) to inspect both surfaces. This gives a total of eight different
measurements (four if the cooling direction is not switched).

4.3.1.1. Experimental setup

The equipment used at the University of Manchester to perform the measure-
ments consists in:

• IR Camera FLIR SC7500 Series [172] with a temperature resolution of 25 mK
at 25 ◦C. The camera is equipped with a lens of fixed focal length equal to
12 mm and aperture F/2.



104 Thermal characterisation of ITk Pixel Outer Endcaps local supports

• Climate chamber MKT 240 [173].

• Humidity and temperature sensor Sensirion EK-H4 [174].

• Movable stage [175] to adjust the camera position.

• Chiller HAAKE C10 [176].

The configuration of the instruments with a HR placed inside the climate chamber
can be seen in fig. 4.5

Figure 4.5.: Experimental setup in the laboratory at the University of Manchester.

4.3.1.2. Calibration

Before any set of measurements is taken, the camera needs to be calibrated
to ensure it provides a correct temperature reading of the subject. The principal
correction to be applied is related to the emissivity of the HR. The emissivity of an
object denotes its radiative properties. It is defined as the fraction of the radiation
emitted at a given temperature with respect to the one emitted by a black body at
the same temperature: ε = Wobj/Wbb. In a black body, which is a perfect emitter,
the radiation directly corresponds to its temperature, and the emissivity is equal
to unity. The emissivity of the HR was measured in a previous study [1] and is
used as a parameter in the camera’s software to correct the temperature values.
Ambient radiation reflected by the HR can also affect the measured temperature.
A reflective apparent temperature is measured by placing an aluminium foil in
the camera’s field of view. The foil reflects all of the ambient radiation, which can
be measured with the camera and subtracted in the final recording. The different



Thermal characterisation of ITk Pixel Outer Endcaps local supports 105

pixel sensors of the camera can have a different response to the detected radiation
between each other. A non-uniformity correction is applied to inter-calibrate their
response. This is performed by acquiring 100 consecutive frames of a subject with
uniform temperature distribution (a black nylon, polyurethane-coated fabric [177])
and, from the average value, a pixel-by-pixel offset correction is applied. This
procedure is automated in the camera’s software.

4.3.1.3. Reference system

In the measurement procedure and its subsequent analysis, we define a refer-
ence system where the centre of the HR corresponds to the origin. The HR is then
placed as a "U" shape occupying the III and IV quadrants of a Cartesian plane.
Similarly, in polar coordinates, the pole corresponds to the centre, and the HR
occupies a region with angle φ ∈ [−π, 0]. In this configuration, we also define the
"left" and "right" views of the HR, as given in fig. 4.6.

(a) (b)

Figure 4.6.: Reference system used in the thermal characterisation measurement. The HR
centre corresponds to the origin, and the angle spans from 0 to pi. The HR is
portrayed from its left (a) and right (b) views. Darker colours correspond to
colder temperatures.

4.3.2. Analysis framework

The recorded frames are exported in a readable format and analysed with
a framework fully coded in python3 [178]. The raw data consist of a matrix
containing the temperature values read by each pixel of the camera and the time
of the recording. The four principal steps in the analysis procedure are described
in detail in the paragraphs below.
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4.3.2.1. Shape recognition

The first step of the analysis has the purpose of identifying the portion of
the recorded frame corresponding to the HR surface and separate it from the
background. This is achieved using tools provided by the scikit-image [179]
package in python. The different actions performed in this step are illustrated in
fig. 4.7.

An edge detection algorithm, called Canny filter [180], is applied to the data
to find all the points lying along the contour of the HR (fig. 4.7b). The filter also
performs a Gaussian smoothing of the image to suppress the noise and reduce the
possibility of false identification. The strength of the smoothing is regulated by the
width of the Gaussian function to which the raw data is convoluted. The Canny
filter employs an hysteresis thresholding to discriminate between the real edges
of the subject and the false ones originating from the noise. The threshold value
must be given in input to the filter and should be chosen appropriately depending
on the analysed image. To automatise the process and avoid the necessity of a
manual input for each measurement, an initial value is chosen by applying Otsu’s
method [181]. The method relies on the concept that the grey-level histogram of
the image is characterised by distinct peaks corresponding to the foreground and
background objects, and provides an optimal threshold to distinguish between the
two. In case of necessity, an iterative correction is further applied to the provided
threshold value until a good result is obtained.

After the edge points have been found, they are used to estimate a mathemati-
cal model to describe the shape of the HR. The model consists of two circles of
different radii to represent the curved edges of the ring, plus a straight line for
the transversal edge (only one line is needed as the HR is not portrayed in full).
The method is versatile and can be adapted to other geometries to study different
subjects. The parameters of the model are found with a RANdom SAmple Consen-
sus (RANSAC) [182] fit applied to the points found by the Canny filter(fig. 4.7c).
The algorithm is advantageous if the dataset contains outlier points which do
not belong to the considered model. The randomness of the algorithm consists
of the initial selection of a subset of points from which the model’s parameters
are estimated. All the points are then classified as inliers or outliers depending if
they fall within a certain threshold from the model’s prediction. The procedure
is repeated several times until the model with the maximum number of inliers is
found. The model obtained from the fit defines a Region of Interest (RoI) that can
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be used to build a boolean mask to be applied to all the frames to extract the HR
(fig. 4.7d).
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(b) Canny filter.
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(c) RANSAC fit.

0 100 200 300
X [pixel]

0

50

100

150

200

250

Y
[p

ix
el

]

42

43

44

45

46

T
[±

C
]

Masked heatmap

(d) Final RoI.

Figure 4.7.: Steps of the shape recognition algorithm applied to a HR prototype. (a) Raw
data measured with the IR camera. (b) Edge points found with the Canny
filter. (c) RANSAC fit (dashed lines) to the edges. The model consists of two
circles (red) and a straight line (green). (d) Cut-out of the RoI from the raw
frame [1].

4.3.2.2. Timing measurement

The successive step of the analysis corresponds to the evaluation of the cooling
start time. This value provides a reference point for selecting the subsequent
frames to be analysed. It also allows to synchronise different sets of measurements
for a direct comparison of their results. The video of the cooling is recorded at
50 Hz, corresponding to a temporal separation of 20 ms between two consecutive
frames. The standard deviation of the temperature on the HR surface (σT), as a
function of the recording time, can be used as an indicator of the cooling stage.
The standard deviation in each frame is computed from the temperature values
registered by the different pixels of the camera, which belong to the reconstructed
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RoI. At thermal equilibrium, before the cooling starts, the temperature is uniform
across the HR, and σT is close to zero and constant over time. When the coolant is
injected through the inlet, the surface on top of the pipe becomes colder, producing
a gradient in the temperature distribution, resulting in the rise of σT. The latter
continues to increase as the HR is cooled down, until a maximum is reached. After
a plateau region near the maximum, the distribution eventually drops again as
the temperature stabilises. The overall trend of the σT distribution can be seen in
fig. 4.8. The cooling start time t0 corresponds to the time at which the σT curve
starts rising and is found by fitting two linear functions respectively to the region
before and immediately after this point. The intersection of the two lines defines
t0. The procedure is explained in fig. 4.8a. The set of points on which the linear
fit is performed is not fixed, but it’s found by including the maximum number
of points which give the smallest χ2. The value of t0 can be used as a reference
point to compare sets of measurements acquired at different times, as shown in
fig. 4.8b. The plots show the σT distribution for different measurements performed
on the same prototype, after an offset correction on the time has been applied. It
is clear how the different curves are synchronised and present a similar behaviour,
with small differences in the rising slope due to differences in the environmental
conditions.
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Figure 4.8.: Standard deviation of the temperature on the HR surface (σT) as a function of
the recording time. (a) Fit to measure the cooling start time. (b) Comparison
of σT for different measurements performed on the same HR prototype, after
time adjustment with respect to t0. [1].
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4.3.2.3. Temperature profiles and fitting

In the third step of the analysis, a single frame is selected at a given time t∗.
Several temperature profiles are measured in the radial direction of the HR at
different angles. The temperature in each profile is expected to have a negative
Gaussian distribution, with the minimum corresponding to the point on the HR
surface directly above the pipe position. The pipe groove is slightly displaced
from the centre of the trapezoids towards the outer edge of the HR, resulting in
asymmetric tails in the temperature distribution. We define a Gaussian function
with different widths to model the profiles:

T(x) =


Tmax − Tdi f f · exp

(
−(x−µ)2

2·σ2
left

)
for x ≤ µ

Tmax − Tdi f f · exp
(
−(x−µ)2

2·σ2
right

)
for x > µ

, (4.2)

where Tmax and Tdi f f are respectively the maximum temperature and the maxi-
mum temperature difference in the profile, µ corresponds to the distance of the
minimum from the inner edge of the HR (the pipe position) and σL,R are the two
widths of the asymmetric Gaussian distribution. All of the parameters above are
evaluated with a fit to the temperature profile and used at a later stage to assess
the thermal performance of the HR. Examples of the profile extraction and the
profile fitting are reported in fig. 4.9.

4.3.2.4. Evaluation of the results and identification of defects

The parameters of eq. (4.2) can be used to evaluate the cooling capabilities
of the HR and identify defective areas where the thermal performance is less
effective. Both µ and σL,R are indicative of the pipe position and could be used to
spot eventual misalignments in the assembly procedure. The temperature on top
of the pipe position (Tpipe), defined as Tmax - Tdi f f , was found to be an observable
sensitive to inefficiencies in the heat propagation [1]. In the absence of any defect,
Tpipe is expected to linearly increase from the inlet position to the outlet, as the
coolant is heated up while it flows through the pipe. Any peak in the temperature
distribution would be a sign of a potential structural defect which is impairing
the cooling capabilities of the HR. The slope of the Tpipe distribution, and the
magnitude of the peaks, strongly depend on the time chosen during the previous
step of the analysis. Early in the cooling process, the peaks would result smaller or
not visible at all because of the small temperature gradient across the HR surface.
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Figure 4.9.: (a) Temperature profiles are extracted from the HR surface in the radial direc-
tion for different angles, as shown by the red arrows. (b) Fit to a temperature
profile (green line) with the corresponding position shown by a cross-section
of the HR [1]. Uncertainties are not showed in the plot.

Conversely, if the time is too late, the Tpipe distribution would be no longer linear
as the HR is uniformly cold. A value of t∗ = t0 + 1.5 s was empirically found to
provide good sensitivity to defects while maintaining a linear behaviour [1]. To
assess if the fit is descriptive of the data, the Tpipe distribution is also compared to
that obtained from the raw data by selecting the minimum measured temperature
in each profile. The two distributions typically show very similar results, but the
fit is more robust to data fluctuations.

An example of Tpipe distribution is reported in fig. 4.10, which shows the left
view of a well-performing HR. The little bumps observed in the distribution
(e.g. at φ ≈ −2) are too small to cause any significant difference in the thermal
performance. More details on the peak amplitude and their effects are given in sec-
tion 4.4. Depressions like the one observed at φ ≈ −1.4 have been associated with
alterations (scratches) of the HR face-sheet, which result in a smaller temperature
measured by the camera.

Some corrections are applied to the results when comparing different sets
of measurement in such a way that the different distributions result aligned.
Misalignments in the angle position are accounted for by requiring the leftmost
(rightmost, depending on the HR view) to start at a value of −π (0). The absolute
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value of Tpipe can also vary for different measurements due to changes in the
environment conditions3. A constant temperature offset can be subtracted from
the data without losing information, as the slope of the distribution does not
change. A single measurement is chosen as a reference, and the offset correction
is applied to the others. The offset value is computed by measuring the average
distance between the selected Tpipe curve and the reference one. A linear fit with
the RANSAC algorithm is applied to exclude eventual peaks from the offset
computation. The procedure is illustrated in fig. 4.11.

cooling directionT p
ip
e
[°C

]

Figure 4.10.: Distribution of Tpipe as a function of the angle for the left view of a HR
prototype. The cooling direction goes from the right to the left. A linear
trend indicates the cooling process is behaving as expected. Peaks in the
distribution would indicate potential defects.

4.4. Measurements with prototypes

This section describes the measurements carried-out on HR prototypes at the
University of Manchester. Some preliminary tests to evaluate the sensitivity of
the thermal characterisation technique were carried-out with small pieces of a HR
before the time of this study and are available in [1]. Results obtained with entire
Layer 2 and Layer 3 local support prototypes are reported4 here. For the sake of
brevity, only prototypes of interest are included.

As part of the thermal QA and QC of the HRs, some stress-tests are performed
to check the resistance of the local supports to extreme variations of the envi-

3The climate chamber can only provide a temperature stable within 2 ◦C. Humidity and room
temperature can also affect the measurement.

4Layer 4 local supports will be produced in Italy with a similar procedure.
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Figure 4.11.: Procedure to subtract a temperature offset to compare different results. The
reference measurement (red) and a second measurement (blue) are fitted
with a linear model using the RANSAC algorithm to exclude eventual peaks
in the distribution. The average temperature difference between the two
lines (black) gives the offset value. The four gaps in the temperature distri-
butions are due to silicon heaters glued to the HR surface, which obstruct
the camera’s view (see section 4.4) [1].

ronmental conditions. The HRs are made of materials characterised by different
thermal expansion coefficients. The non-uniform response to temperature changes
may provoke structural damage in the local supports caused by the stretching
of the components, especially near the glue layer. The prototypes undergo a
process of thermal cycling during which the environment temperature (the HR
is placed inside the climate chamber) is varied between −55 ◦C and 60 ◦C over
several hours. The two limits correspond to the minimum expected temperature
during operation and to the highest temperature expected during shipment and
storage, with safe factors applied. Measurements of TFM and thermal charac-
terisation are performed before and after cycling, to check for any change in the
HR performance. The pipe’s resistance to change in pressure is also assessed in a
similar procedure. A HR prototype is filled with water and its pipe is attached
to a hydraulic pump which raises the pressure up to 162 bar. The same thermal
measurements are also performed between pressure cycling. The number of total
cycles varies for the QA and the QC. In the first case, the prototypes undergo up
to 100 thermal cycles and 100 pressure cycles for the design qualification. These
numbers correspond to the expected cycles during operation for the entire lifetime
of the detector. During the serial production of the local supports, the cycling is
performed only once to significantly reduce the amount of dead time.
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4.4.1. Prototype L3.5

Prototype L3.5 is a Layer 3 local support prototype assembled at the University
of Manchester. It is the first prototype to be thoroughly tested with a complete
thermal and pressure cycling chain. Pictures of the two sides of the HR are shown
in fig. 4.12. Silicon heaters (the silver squares in the picture) of the same size
as the quad modules are attached to the HR surface to allow the measurement
of the TFM. The heaters are highly reflective objects, and the IR camera cannot
detect the temperature of the area they occupy. Three heaters occupy the central
part of Side B, with the same configuration that will be used in the loaded local
supports. Additionally, Side A has two heaters placed in the gap region formed
by the heaters on the opposite face of the HR. A piece of glass was glued to the
surface of Side B for loading tests.

The complete program of measurements carried out on prototype L3.5 is
listed in table 4.2. The cycling procedure was executed in different steps, with
measurements of the thermal performance carried-out in between. Thermal
cycling was done in steps of 10, 20, 30, and 40 cycles, while pressure cycling
in steps of 10, 40 and 50 cycles, to reach the total number of cycles needed for
the QA protocol. After step 9, the cooling system’s valve, used in the thermal
characterisation measurement to inject the coolant in the HR, broke and had to be
replaced. The cooling process was observed to be slower with the new equipment,
likely due to changes in pressure and velocity of the fluid, resulting in a different
σT distribution. The difference was significant enough to de-synchronise the
measurements and alter the Tpipe slope. An adjustment in timing was necessary
to compare the results obtained before and after the valve replacement. A new
time of t∗ = t0 + 2.3 s was empirically found to yield a Tpipe distribution with a
similar slope as before.

The results of the thermal characterisation measurements after a different
number of thermal and pressure cycles are reported in fig. 4.13 (only a subset of
table 4.2 is shown). The plots show the Tpipe distribution for the left and right
views of each side of the HR. The cooling direction follows the view of the HR
(from the left to the right side in the left view of the HR and vice-versa) to enhance
the temperature gradient in the region. The area occupied by the heaters and the
glass piece is manually removed from the frame for the reasons explained above.
Some spikes in the Tpipe distribution are present near the heaters’ position and are
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(a) Side A (b) Side B

Figure 4.12.: Prototype L3.5 (Layer 3). The silver squares are silicon heaters attached to
the surface of the HR to measure its TFM. The transparent square visible on
Side B (b) to the right of the heaters is a piece of glass used in loading tests.
The deposited glue is visible underneath it, with the shape of four smaller
square-like layers.

Step Action

1 TFM + IR
2 10 temperature cycles
3 TFM + IR
4 20 temperature cycles
5 TFM + IR
6 30 temperature cycles
7 TFM + IR
8 40 temperature cycles

Step Action

9 TFM + IR
10 10 pressure cycles
11 TFM + IR (∗)

12 40 pressure cycles
13 TFM + IR (∗)

14 50 pressure cycles
15 TFM + IR (∗)

Table 4.2.: Program of measurements carried-out with prototype L3.5. IR denotes the ther-
mal characterisation with the infrared measurement. Measurements marked
with a (∗) were performed with a new valve in the cooling system.

caused either by border effects which alter the temperature profiles, for example
around φ ≈ −1.6 of fig. 4.13b, or by the presence of wires, like at φ ≈ −1.3 in
the same plot. This apparent temperature rise is non-physical and should not be
interpreted as a defect in the prototype. The regions close to the straight edge of
the HR also present some border effects (they were also marked to indicate the
side’s name) and were therefore removed from the plots.

The Tpipe distributions present the expected linear behaviour, with the excep-
tion of the right view of Side A (fig. 4.13b), where a wide peak is observed around
φ ≈ −0.7. Another peak is also observed in the right view of Side B, which is
significantly smaller than the previous one. The peaks do not manifest a counter-
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(b) Side A, right
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Figure 4.13.: Distribution of Tpipe as a function of the angle for the left and right views of
Side A and Side B of prototype L3.5. Measurements after 10 and 100 cumula-
tive thermal cycles are shown respectively in red and fuchsia. Additional
measurements after 10, 50 and 100 cumulative pressure cycles are shown in
blue, cyan and green.

part on the opposite side of the HR5, hinting at a possible defect in the glue layer
between the pipe and the foam of the corresponding side, or in the foam itself. The
results of the different measurements have been aligned following the procedure
described in section 4.3.2.4. Overall, they show the same trend after different
numbers of thermal and pressure cycles, with minimal differences in slope caused
by a change in the environment at the time of the measurement. The overlap of
the Tpipe distributions suggests that cycling did not alter the thermal capabilities
of the HR, proving its resistance to temperature and pressure variations. The
peak observed in Side A is further studied to better understand its magnitude
and evaluate its evolution after cycling. A linear fit with the RANSAC algorithm
is performed to the Tpipe distribution and a residual temperature is computed

5Side A and side B are reversed, meaning the right view of one side corresponds to the left view
of the other.
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as Tres = T(Data)
pipe − T(Fit)

pipe . The residual temperature in the peak region is shown
in fig. 4.14. A flat 0.05 ◦C systematic uncertainty is applied to Tres to account for
small variations of the environmental conditions and of the analysis procedure.
The value corresponds to the average spread in φ of Tres, found by subsequently
repeating the measurement with the IR camera multiple times and applying the
full analysis chain to the data. The plot confirms the hypothesis that the thermal
performance of the prototype does not worsen after cycling. The peak has a mag-
nitude of about 0.5 ◦C, which does not increase in the following measurements.
A slight increment is observed after 100 thermal cycles but is consistent within
uncertainties.
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Figure 4.14.: Residual temperature near the peak region observed in Side A of prototype
L3.5 (see fig. 4.13b). Measurements after 10 and 100 cumulative thermal
cycles are shown respectively in red and fuchsia. Additional measurements
after 10, 50 and 100 cumulative pressure cycles are shown in blue, cyan and
green.

4.4.2. Prototype L3.4

Prototype L3.4, displayed in fig. 4.15, is another Layer 3 prototype, also assem-
bled at the University of Manchester in the same period as its L3.5 counterpart.
A different test strategy was adopted with this prototype with respect to L3.5. A
thermal characterisation measurement was performed with the bare prototype to
search for potential defects and install heaters on their position. The IR thermogra-
phy results unveiled different peaks in the Tpipe distribution. The largest of them,
located on Side B around φ ≈ −0.75 and shown in fig. 4.16a, was selected for the
operation. Two heaters were glued on Side B near the peak area, one exactly on
the peak position and the other on its side, as indicated in fig. 4.16b. An additional
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heater was placed on Side A in between. The standard three heaters in the HR
central region were also included.

(a) Side A (b) Side B

Figure 4.15.: Prototype L3.4 (Layer 3). The silver squares are silicon heaters attached to
the surface of the HR to measure its TFM.
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Figure 4.16.: (a) Possible defect observed in Prototype L3.4 with the thermal characterisa-
tion measurement. (b) Silicon heaters were glued on the HR surface on the
area identified by the IR camera to allow the measurement of the TFM [1].

A similar program of measurement as the one listed in table 4.2 was imple-
mented, with a slight change in the thermal cycling steps to match the pressure
cycling ones. The results of the thermal characterisation are reported in fig. 4.17,
with the same configuration discussed for fig. 4.13. Similarly to L3.5, the Tpipe dis-
tributions present a linear behaviour which doesn’t change after cycling. Another
peak of similar size as the one observed in the previous prototype was found on
Side A around φ ≈ −0.47 (fig. 4.17b). The same region also presents two more
peaks of smaller amplitude. The residual temperature for the largest peak in Side
A is shown in fig. 4.18, indicating no degradation after cycling.
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After the full program of measurements was completed, the heaters were
carefully removed from the HR in the attempt to measure the defective area once
again with the IR technique. Tres is compared with the first result obtained before
glueing the heaters and shown in fig. 4.19. An increment in the peak magnitude
hints at a possible worsening of the thermal performance.
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(b) Side A, right
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(c) Side B, left

2− 1.5− 1− 0.5− 0

 [rad]φ 

42

42.5

43

43.5

44

44.5

45

45.5

46

46.5C
]

° [
of

fs
et

-T
pi

pe
 T

0 Tcycles + TFM
10 Tcycles
50 Tcycles
100 Tcycles
100 Tcycles + 10 Pcycles
100 Tcycles + 50 Pcycles + TFM
100 Tcycles + 100 Pcycles

Prototype L3.4, Side B (right)

(d) Side B, right

Figure 4.17.: Distribution of Tpipe as a function of the angle for the left and right views
of Side A and Side B of prototype L3.4 for different numbers of cumulative
thermal and pressure cycles [1]. The label "+TFM" indicates that the infrared
measurement was carried out only after performing the measurement of
TFM. Otherwise, the results were obtained soon after the cycling procedure.

4.4.3. Prototype L2.1

Prototype L2.1 is a Layer 2 local support built with intentionally implanted
defects to further understand the impact of issues in the assembly procedure. The
defects are summarised in fig. 4.20. The most relevant one consists of a portion
of the pipe embedded in the HR without glue and is placed in the left part of
Side B (shown on the right in the figure). Measurements with the IR camera are
performed, and the results are given in fig. 4.21. Two adjacent peaks are observed
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Figure 4.18.: Residual temperature near the peak region observed in Side A of prototype
L3.4 (see fig. 4.13b) for different numbers of cumulative thermal and pressure
cycles [1].
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Figure 4.19.: Residual temperature near the peak region observed in Side B of prototype
L3.4 (see fig. 4.16a) before mounting the heaters (blue) and after the full
program of measurement (red) [1].

close to the no-glue region in both Side A and Side B, respectively shown in
figs. 4.21b and 4.21c, further proving the capability of the thermal characterisation
technique to identify defects. The magnitude of the peak, shown in fig. 4.22a is
larger than the precedent observations made with prototypes L3.4 and L3.5. A
broad peak, the largest among all others, was also found around φ ≈ −2.7 in
Side A and is not associated with a known defect, meaning that this defect was
accidentally introduced during the assembly process. The residual temperature
is reported in fig. 4.22b. All the plots report four different sets of measurements,
carried out with the same experimental configuration to check the consistency
of the results. The different Tpipe distributions and peak amplitudes present
similar features, with minor differences attributed to changes in the environment
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conditions. The peaks have been further studied with measurements of the TFM
by mounting heaters on the identified areas, as done with prototype L3.4. These
are discussed in section 4.4.4.

Figure 4.20.: Schematic of prototype L2.1 (Side B) with the defects intentionally included
in the assembly procedure.
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(b) Side A, right
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(c) Side B, left
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Figure 4.21.: Distribution of Tpipe as a function of the angle for the left and right views of
Side A and Side B of prototype L2.1. Different colours represent different
sets of measurements carried out with the same configuration to check the
consistency of the results. The prototype did not undergo thermal or pressure
cycling before the measurement.
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Figure 4.22.: Residual temperature of the peaks observed in the thermal characterisation
measurement carried-out on prototype L2.1. Different colours represent
different sets of measurements carried out with the same configuration to
check the consistency of the results. The prototype did not undergo thermal
or pressure cycling before the measurement.

4.4.4. Comparison with TFM measurements

Measurements of the TFM were carried out in parallel to the thermal character-
isation of the local support prototypes with the purpose of correlating the results
of the two techniques and establish a criterion to reject under-performing HRs
in the serial production. These particular measurements were done by another
member of the Manchester team, so only a brief description is given here.

As described in section 4.3, silicon heaters are attached to the surface of the
HR to simulate the heat produced during the operation of the pixel modules. The
heaters have a known resistance of about 3 Ω and are powered up to simulate
the power consumption of the real modules. NTC (negative temperature coef-
ficient) sensors are soldered to the heaters to measure their temperature during
the procedure. The resistors are attached to a VOLTRON (VOLtage to Tempera-
ture ReadOut iNstrument) board [183] read by an Arduino MEGA board [184].
Typically, three resistors per heater are used, with one placed at the centre of the
plate and two at opposite corners. The configuration of the NTCs for the heaters
in the central region of the HR is illustrated in fig. 4.23a. The HR is vertically
attached to a cooling system, like in fig. 4.23b, which provides CO2 at −10 ◦C
with a flow of 0.7 g s−1. A blow-off evaporative cooling plant was used for the
measurement carried out with prototypes L3.4 and L3.5, while a MARTA recircu-
lating system [185] was used with L2.1. During the measurement, the heaters are
connected to an external power supply. A varying heat flux is generated in the
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heaters depending on the input voltage. The TFM is measured for different flux
values up to 0.7 W cm−2, corresponding to the expected module dissipation.

(a) (b)

Figure 4.23.: Schematic of the NTC sensors configuration on the heaters occupying the
central region of a HR (a). Setup of the HR attached to the cooling system
for the TFM measurement (b).

Average values of TFM measured with Layer 3 prototypes (L3.4 and L3.5) are
reported in fig. 4.24. The TFM value slightly increases after 10 thermal cycles and
is stable afterwards. The plots also suggest a possible worsening after 50 pressure
cycles. In particular, the heaters placed on the defective area (fig. 4.16b) showed a
larger increment of the TFM value after pressure cycling. This would support the
hypothesis of deterioration of the defect, also observed with the IR measurement
after the removal of the heaters. The TFM values are still well within design
specifications for Layer 3 local supports, but are close to the limits for Layer 2.
However, a large safe factor was applied in the requirements, meaning the thermal
runaway threshold is far from the measured values. After a careful evaluation
of the TFM results and of the thermal conductivity spread of the carbon foam
blocks6, it was decided to change the type of foam to increase its density by a

6The production procedure of the carbon foam does not guarantee a uniform thermal conductivity
and density. The average values were measured to be respectively about 20 W mK−1 and
0.22 g cm−3, both with large spread.
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factor 2 as a safety measure [186]. A denser foam has a larger thermal conductivity
and will guarantee the TFM requirement will be satisfied even if the foam density
is lower than the average value.

After mounting the heaters on prototype L2.1, it also underwent thermal and
pressure cycling. The average TFM after a different number of cycles is reported
in fig. 4.25. The TFM value is given separately for three different zones of the HR:
the central region corresponds to the standard 3 + 2 heaters placed at the middle
of the HR, the minor defect corresponds to the Tpipe peak observed in fig. 4.22a
(the no-glue region) and the major defect corresponds to the peak in fig. 4.22b. The
central and minor defect regions do not present signs of degradation after cycling.
On the other hand, the major defect has significantly worse results, which are
also unstable. The non-stability of the results might be caused by environmental
effects and changes in the experimental setup (the cooling system broke after 50
pressure cycles), but it is not possible to assign a specific trend. Given the high
TFM values, which will be mitigated by the employment of the denser foam, a
local support with a defect this large would not pass the QC requirement during
production.

(a) Thermal cycling (b) Pressure cycling

Figure 4.24.: Average TFM measured with prototypes L3.4 (blue) and L3.5 (red) as a
function of the number of cumulative thermal and pressure cycles. The TFM
values are expressed in K cm2 W−1. The uncertainties correspond to the RMS
of the measurement. Design limits to the TFM are also shown with dashed
lines for Layer 2 (orange) and Layer 3 (brown) [187]7.
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Figure 4.25.: Average TFM measured with prototype L2.1 as a function of the number
of cumulative thermal and pressure cycles. The TFM values are expressed
in K cm2 W−1. The results are given separately for the central region of the
HR (blue), for the minor defect corresponding to fig. 4.22a (light blue) and
for the major defect corresponding to fig. 4.22b (green). Design limits to the
TFM are also shown with dashed lines for Layer 2 (orange), Layer 3 (brown)
and Layer 4 (black). [188].

4.5. Towards production of the local supports

The ITk pixel OEC local supports’ production is expected to begin in early
2024, with a joint effort between several institutes in the United Kingdom and
Italy. About half of the total number of bare local supports, corresponding to
the full set of Layer 3 HRs and half of Layer 2 ones, will be manufactured at the
University of Manchester’s facilities.

The HRs construction will be carried-out in a serialised production chain, in
such a way that the goodness of the products can be assessed between different
steps of the assembly procedure, and for each finalised local support. The Quality
Control schedule is currently being optimised, and includes the evaluation of the
thermal performance with the technique described in this thesis. Due to time
constraints, and to prevent the prototype from undergoing unnecessary stresses
during production, the thermal QC procedure will involve a reduced amount of
thermal and pressure cycling compared to those used for the design qualification
(QA). Currently, each produced HR is foreseen to be subject to a single pressure
and thermal cycle, with a potential smaller temperature variation in the latter (the
full temperature operating range of the Pixels ranges from −45 ◦C to 40 ◦C).
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The thermal characterisation measurement with the infrared camera will be
performed at least once after the cycling procedure, to single out poorly per-
forming HRs. The peak residual temperature from the Tpipe distribution will be
employed to determine whether the local supports meet the requirements, as
illustrated in section 4.4. The TFM values measured with the (intentionally-built)
defective prototype L2.1, reported in section 4.4.4, are at the limit of the design
tolerance. Therefore, a HR presenting a peak of similar or larger magnitude
than that observed in fig. 4.22b will be flagged during production, and it will
be either discarded or kept as a spare part. The selection criteria will be further
optimised with more data being gathered with newly-built HRs, as prototype L2.1
currently represents the sole case that was found to be in tension with the design
specifications.
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Chapter 5.

Differential cross-section of ZZ + jj
production at

√
s = 13 TeV

This chapter describes the measurement of unfolded differential cross-sections
of pp → ZZjj → `+`−`+`− jj (` = e, µ) production performed with a dataset
collected by the ATLAS experiment at

√
s = 13 TeV [2]. Section 5.1 introduces the

analysis and its motivations. The data and MC samples used for the measurement
are described in section 5.2. Section 5.3 defines the analysis phase space and the
event selection. It also defines the measured observables and the signal regions
used to obtain the results. The background estimation is outlined in section 5.5.
An unfolding procedure is used to correct for detector effects and measure the
cross-sections at fiducial-level. This is described in section 5.6. The evaluation
of systematic uncertainties is discussed in section 5.8. The unfolded differential
cross-sections are reported in section 5.9. Lastly, an Effective Field Theory (EFT)
interpretation of the unfolded results is given in section 5.10. The studies described
in this chapter, except the non-prompt background estimation and the EFT fits,
were carried out by the author of this thesis and led to the publication of the
measurement by ATLAS.

5.1. Introduction
The EW production of ZZjj is a rare process, as pointed out in fig. 2.1. The

high energy collisions at the LHC offer a unique condition to study this otherwise
elusive process. The EW ZZjj production mechanism is dominated by the t-
channel exchange of weak bosons, which interact to form a pair of Z bosons in
the final state. The two Z bosons successively decay leptonically into a `+`−
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pair, while the deflected initial partons form two jets in the final state. Despite
the small Z → `+`− branching ratio of 3.36(5)% per flavour [17], the leptonic
decay channel provides the cleanest measurable final state of the ZZjj production.
The 4`jj final state can be fully reconstructed and presents a small background,
mainly originating from the associated tt̄ + Z production or triboson processes.
Some characteristic diagrams describing the EW ZZjj production can be seen in
fig. 5.1. The non-abelian gauge structure of the EW interaction provides WWZ
and WWZZ vertices at tree-level, which can be used to probe weak boson self-
interactions and search for anomalous couplings [189–192]. The VBS scattering
amplitude from the self-interactions would diverge at high energy and violate
unitarity at the TeV scale if not for precise cancellations caused by the presence of
the diagrams containing the Higgs boson [193]. The ZZjj production cross-section
can therefore be used to test for a variety of New Physics models.

Alongside the EW production, the ZZjj final state can also originate from
strong interactions, as shown in fig. 5.2. In this case, the final-state jets mainly
arise from the strong interaction. These processes are not additionally suppressed
by higher αEW order interactions, as in the EW case, and constitute the principal
production mechanism of ZZjj events. The final state particles produced in EW
and strong interactions are indistinguishable from each other. However, the
peculiar kinematic properties of the VBS mechanism can help to separate the two
contributions, as discussed in section 5.3.2. The study of strong ZZjj production
is also of great interest, as the cross-section predictions depend on the accuracy
of perturbative QCD calculations, which could be unreliable in extreme phase
space regions. A differential measurement of strong ZZjj production cross-section
can help to compare and further constrain the modelling of QCD interactions
in these regions (e.g. at large values of the dijet invariant mass). This would be
extremely valuable for future measurements that rely on accurate modelling of the
strong background, often one of the leading sources of systematic uncertainties.
The measurement described in this thesis is inclusive of both the EW and strong
production mechanisms, exploiting two different phase space regions where either
of the two components is enhanced (see section 5.3.3).

The ATLAS experiment provided a strong effort to measure different VBS
processes, including Zγjj [194, 195], same-sign WWjj [196] and WZjj [197] pro-
duction. Concerning the ZZ final state, ATLAS recently measured the inclusive 4`
production cross-section with a complete Run 2 dataset [198]. The phase space
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explored in the measurement is an extension of the one targeted in this thesis,
as it contains the ZZ → 4` final state without requirements on the jets. The EW
ZZjj production was also recently observed by ATLAS with a significance greater
than five standard deviations [199]. Similarly, the CMS experiment conducted a
complementary search for the EW process, providing evidence with a significance
greater than three standard deviations [200]. In Ref. [199], only the total EW ZZjj
production cross section was measured. The results presented in this thesis repre-
sent the first attempt to measure the inclusive ZZjj cross-section differentially, in a
phase-space where the EW contribution is enhanced. The differential nature of the
measurement is instrumental, as it not only allows to test the production rate but
is also sensitive to effects which depend on the shape of the measured observables.
For example, this is particularly relevant for some New Physics models where the
BSM contribution increases at high energy (e.g. as a function of the dijet or ZZ
invariant mass) or for some CP-odd observables, which could present an asym-
metric distribution. The measured differential cross-sections are also extrapolated
at fiducial-level with an unfolding procedure, thus allowing a direct comparison
with the expected values predicted by the theory. The model-independent EFT ap-
proach, described later in section 5.10, can be used to probe New Physics from the
unfolded differential cross-sections, comparing the results with the EFT-corrected
SM predictions and setting limits on the coupling constants of higher-dimension
operators. The cross-sections presented here also complement the measurement
in Ref. [198], as the latter corresponds to a more inclusive phase space where the
EW production represents only a small fraction of the total. The presence of two
jets in the final state also makes the measurement more sensitive to the effect of
missing higher-order corrections in perturbative QCD.
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Figure 5.1.: Typical diagrams for the EW production of ZZjj.
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Figure 5.2.: Typical diagrams for the strong production of ZZjj.

5.2. Data and MC simulation

The measurement uses a complete Run 2 dataset corresponding to an inte-
grated luminosity of 140.1 ± 1.2 fb−1 [98]. The pile-up profile varies between
different years of data taking and corresponds to that shown in fig. 3.3. The
average number of interactions per bunch crossing increased from 13.4 in 2015 to
36.1 in 2018. Data events are selected with a logical OR combination of different
single and di-lepton unprescaled triggers. The trigger menu also changes across
the years, as kinematic thresholds might need to be adjusted due to the changing
beam conditions. A list of the selected electron, muon and combined triggers from
the Run 2 trigger menu [124–126, 201–203] is given in table 5.1. All events are also
subject to essential data quality criteria, such as stable conditions of the beams,
when acquired.

Along with data, a set of simulated events allows to study the different pro-
cesses contributing to the measured phase space, and it is used to define the
analysis configuration. Monte Carlo simulations are also used to compare the
results with the predictions. Generated events at particle-level are processed with
a complete simulation of the ATLAS detector, previously described in section 3.4.
Physical objects at detector-level are eventually reconstructed with the same pro-
cedure applied to data, also discussed in section 3.3. Simulated samples are
produced in three separate campaigns, corresponding to the different 〈µ〉 profiles
of the 2015-2016, 2017 and 2018 data-taking periods (respectively named mc16a,
mc16d and mc16e). A pile-up re-weighting (PRW) procedure [204] is carried out
to account for instantaneous luminosity differences in data and simulation. In
the procedure, generated events are overlaid with the predicted pile-up events,
estimated with an ad hoc simulation, and are consequently re-weighted in such a
way as to match the < µ > distribution observed in the data. Corrections are then
applied to the simulation on an object-by-object basis to match the momentum
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Year Electron trigger Muon trigger Combined trigger

2015

e24_lhmedium_L1EM20VH mu20_iloose_L1MU15 e7_lhmedium_mu24
e60_lhmedium mu50 e17_lhloose_mu14
e120_lhloose 2mu10

2e12_lhloose_L12EM10VH mu18_mu8noL1

2016

e26_lhtight_nod0_ivarloose mu26_ivarmedium e7_lhmedium_nod0_mu24
e60_lhmedium_nod0 mu50 e17_lhloose_nod0_mu14
e140_lhloose_nod0 2mu14

2e17_lhvloose_nod0 mu22_mu8noL1

2017

e26_lhtight_nod0_ivarloose mu26_ivarmedium e17_lhloose_nod0_mu14
e60_lhmedium_nod0 mu50 e26_lhmedium_nod0_mu8noL1
e140_lhloose_nod0 2mu14

2e24_lhvloose_nod0 mu22_mu8noL1

2018

e26_lhtight_nod0_ivarloose mu26_ivarmedium e17_lhloose_nod0_mu14
e60_lhmedium_nod0 mu50 e26_lhmedium_nod0_mu8noL1
e140_lhloose_nod0 2mu14

2e24_lhvloose_nod0 mu22_mu8noL1

Table 5.1.: List of the year-dependant electron, muon and combined unprescaled triggers
used in the analysis.

and energy scales of electrons and jets measured with data. Differences between
the trigger efficiency in data and simulation are corrected using lepton-dependent
scale factors, also applied as event weights. Similarly, per-lepton data-driven scale
factors account for differences in lepton identification, isolation and reconstruction
efficiencies between the data and simulation. All these scale factors are applied to
the simulation as multiplicative event weights.

Different processes contribute to the signal and background events and are
simulated independently. The signal is defined as the pair production of Z bosons
in association with two jets, with the bosons decaying leptonically into electrons
or muons: pp→ Z(∗)Z(∗) → 4`jj (` = e, µ). The measured final state corresponds
to 4`jj, which, at m4` > 2mZ, is largely dominated by the on-shell ZZ → 4`
process. The signal also includes contributions from Z∗ and γ∗ at lower energies.
If not otherwise specified, the label "ZZjj " is intended to include these off-shell
contributions and is interchangeably used with "4`jj ". The signal comprises both
the strong and electroweak ZZjj production, the latter corresponding to the VBS
mechanism. Background events originate from other interactions that present the
same reconstructed final state, thus mimicking the signal. These are categorised as
prompt and non-prompt backgrounds, depending on the origin of the final state
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leptons. The first case corresponds to four prompt leptons produced in the decays
of other particles, such as in triboson processes or tt̄Z production. In the second,
one or more non-prompt leptons stem from interactions occurring alongside the
hard-scatter event or from misidentified leptons. The MC samples used for the
measurement are listed in table 5.2 and are described in more detail below.

Process Filter Generator PS PDF Accuracy

Signal samples

qq̄→ Z(∗)Z(∗) → 4` inclusive strong SHERPA 2.2.2 SHERPA NNPDF3.0NNLO 0, 1j @NLO + 2, 3j @LO
≥ 2 jets (EW),
m4` > 130 GeV MADGRAPH 5 PYTHIA 8 NNPDF3.0NLO ≥ 2j @LO

gg→ Z(∗)Z(∗) → 4` m4` > 130 GeV SHERPA 2.2.2 SHERPA NNPDF3.0NNLO 0, 1j @LO

Alternative signal samples

qq̄→ Z(∗)Z(∗) → 4` inclusive strong MADGRAPH5_AMC@NLO PYTHIA 8 PDF4LHC15NLO 0, 1j @NLO
qq̄→ Z(∗)Z(∗) → 4ejj t-channel (EW) POWHEG BOX v2 PYTHIA 8 NNPDF3.0LO ≥ 2j @NLO
qq̄→ Z(∗)Z(∗) → 4µjj t-channel (EW) POWHEG BOX v2 PYTHIA 8 NNPDF3.0LO ≥ 2j @NLO
qq̄→ Z(∗)Z(∗) → 2e2µjj t-channel (EW) POWHEG BOX v2 PYTHIA 8 NNPDF3.0LO ≥ 2j @NLO
pp→W(∗)Z(∗)Z(∗) → 4`jj inclusive SHERPA 2.2.2 SHERPA NNPDF3.0NNLO 0j @NLO + 1, 2j @LO
pp→ Z(∗)Z(∗)Z(∗) → 4`jj inclusive SHERPA 2.2.2 SHERPA NNPDF3.0NNLO 0j @NLO + 1, 2j @LO

Prompt background samples

pp→ tt̄ + `` m`` > 5 GeV SHERPA 2.2.0 SHERPA NNPDF3.0NNLO LO
pp→W(∗)W(∗)Z(∗) → 4`2ν inclusive SHERPA 2.2.2 SHERPA NNPDF3.0NNLO 0j @NLO + 1, 2j @LO
pp→W(∗)Z(∗)Z(∗) → 5`1ν inclusive SHERPA 2.2.2 SHERPA NNPDF3.0NNLO 0j @NLO + 1, 2j @LO
pp→ Z(∗)Z(∗)Z(∗) → 6` inclusive SHERPA 2.2.2 SHERPA NNPDF3.0NNLO 0j @NLO + 1, 2j @LO
pp→ Z(∗)Z(∗)Z(∗) → 4`2ν inclusive SHERPA 2.2.2 SHERPA NNPDF3.0NNLO 0j @NLO + 1, 2j @LO

Non-prompt background samples

pp→ Z(∗) → 2e+ jets inclusive SHERPA 2.2.1 SHERPA NNPDF3.0NNLO 0, 1, 2j @NLO + 3, 4j @LO
pp→ Z(∗) → 2µ+ jets inclusive SHERPA 2.2.1 SHERPA NNPDF3.0NNLO 0, 1, 2j @NLO + 3, 4j @LO
pp→ Z(∗) → 2τ+ jets inclusive SHERPA 2.2.1 SHERPA NNPDF3.0NNLO 0, 1, 2j @NLO + 3, 4j @LO
pp→ `ν`` inclusive SHERPA 2.2.2 SHERPA NNPDF3.0NNLO 0, 1j @NLO + 2, 3j @LO
pp→ tt̄→ 2` inclusive POWHEG BOX v2 PYTHIA 8 NNPDF3.0NLO NLO

Table 5.2.: List of MC samples used in the analysis.

Quark-initiated production, qq → 4`, constitutes the leading signal process
contributing to the analysed data. The fully leptonic final state was generated
with SHERPA 2.2.2 [56] using the NNPDF3.0NNLO [28] PDF set. The accuracy of
matrix element computations in QCD corresponds to NLO for the emission of 0, 1
jets and LO for the additional emission of up to 3 jets. A Catani–Seymour dipole
factorisation [66, 67] approach, following the MEPS@NLO prescription [52–54,
205], was used for the combination of matrix elements with the SHERPA parton
shower. Virtual QCD corrections were provided by the OPENLOOPS library [68–
70].

An alternative qq̄ → 4` sample is used to compare the predictions obtained
with different modelling of the process. The sample was produced with the MAD-
GRAPH5_AMC@NLO 2.6.2 [58] generator and the PDF4LHC15NLO PDF set [31],
with a NLO accuracy in perturbative QCD for the emission of up to one jet. The
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events were interfaced with PYTHIA 8 [57] to produce the hadronic final state. The
A14 set of tuned parameters [206] was adopted in the parton shower and hadroni-
sation. The FXFX prescription [63] was employed at the merging stage to account
for underlying processes with different parton multiplicity. EVTGEN 1.6.0 [207]
was used to simulate the bottom and charm hadrons decays.

The loop-induced, gluon-initiated 4` production [208] was simulated with
a similar configuration as the SHERPA qq̄ → 4` sample. The same PDF set and
parton shower algorithm were used. Matrix elements computations were executed
with a LO precision for the 0 and 1 jet final state. The gg→ Z(∗)Z(∗) → 4` sample
includes the contributions from the s-channel decay with an intermediate Higgs
boson and its interference with the gg → 4` box diagram. A minimum m4` >

130 GeV threshold was applied to the generation. The cut doesn’t entail a loss of
events since the low m4` region is excluded from the analysis phase space. The
simulated events were re-weighted following the procedure detailed in [198, 209].
An m4`-dependent k-factor was applied to correct the prediction with NLO QCD
calculations [210, 211]. An additional constant k-factor accounts for differences
between NNLO and NLO QCD predictions [212, 213]. The combination of this
sample with the SHERPA quark-initiated production is referred to as strong 4`jj
(ZZjj). Similarly, the combination with the alternative qq̄→ 4` sample is labelled
as MG5_NLO+PY8 strong 4`jj (ZZjj).

The EW (order α6
EW) qq̄→ Z(∗)Z(∗) → 4`jj process was generated with MAD-

GRAPH 5 [58] at LO accuracy in perturbative QCD. The A14 set of parameters
was used to tune the MPI and parton shower modelling provided by PYTHIA 8.
The NNPDF3.0NLO [28] PDF set was used. The simulation includes contribu-
tions from off-shell Higgs production and other processes occurring at the same
αEW order, such as triboson production where one boson decays hadronically:
ZZV(→ jj). The same minimum m4` requirement as the previous case was also
applied here. This sample is referred to as MG5+PY8 EW 4`jj (ZZjj).

A second set of EW ZZjj predictions is used to compare the results obtained
with MG5+PY8, particularly to assess the impact of NLO correction on the event
yield and physics modelling. Three simulations were carried out separately for dif-
ferent permutations of the two Z bosons’ leptonic decays. Excluding the τ-lepton
channel, these corresponds to the 4ejj, 4µjj and 2e2µjj final states. The samples
were produced with POWHEG BOX v2 [50, 51, 59, 60], using the generator’s im-
plementation of EW ZZjj production [78]. The matrix elements were computed
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with a NLO precision in perturbative QCD. The NNPDF3.0LO [28] PDF set was
used, along with PYTHIA 8 for the modelling of parton shower, hadronisation
and underlying event. The parameters for the latter were taken from the A14
tune. Differently from the MG5+PY8 EW ZZjj sample, the contribution from
triboson processes was not included in the generation, and it was estimated from
an independent simulation made with SHERPA 2.2.2. This was carried out at NLO
and LO accuracy, respectively for the 0 jet and 1, 2 jets final states, employing the
NNPDF3.0NNLO PDF set. Parton shower and tuned parameters were provided
by SHERPA. ZZV(→ jj) events were added to those from the POWHEG BOX v2
samples to obtain the full EW ZZjj prediction. This is henceforth referred to as
EW POWHEG+PY8 ZZjj.

The main source of prompt background originates from tt̄Z production. This
process is modelled with SHERPA 2.2.0 [56] at LO accuracy. The NNPDF3.0NNLO

PDF set was used. The SHERPA parton shower was matched to matrix elements
following the MEPS@LO prescription [52, 53] with up to one additional parton,
for whose the CKKW scale was set to 30 GeV. A constant k-factor was applied to
the sample’s cross-section to match previous ATLAS measurements [214]. A sec-
ond prompt background process corresponds to triboson (VVV) production. The
fully-leptonic decays of WWZ, WZZ and ZZZ were generated with SHERPA 2.2.2,
using the same set-up as for ZZV(→ jj) events. Hadronic decays of the bosons
were forbidden, thus ensuring no overlap with the EW ZZjj predictions. De-
cay channels with 4`2ν, 5`ν and 6` were individually simulated. Similarly to
tt̄Z production, the cross-section was scaled to match the value measured by
ATLAS [215].

The contribution from non-prompt background processes is evaluated with a
data-driven procedure described in section 5.5. MC simulations are used along-
side the data to study the control regions and validate the background estimate.
Z + jets production was generated with SHERPA 2.2.1 [56] and its corresponding
parton shower algorithm and tuned parameters. The simulation was carried out
separately for the three lepton flavours arising from the Z → `+`− decay and
performed in slices of HT

1. The matrix elements were computed at NLO accu-
racy in perturbative QCD for up to two jets in the final state and at LO accuracy
for up to four jets, using the Comix [66] and OPENLOOPS libraries. The parton
shower merging was performed following the MEPS@NLO prescription, and the

1Scalar pT sum of the jets and leptons.
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NNPDF3.0NNLO PDF set was used. The samples were normalised to a NNLO
QCD prediction [216]. The leptonic decays of WZjj→ `ν`` were generated with
SHERPA 2.2.2, with the same configuration of the triboson simulations described
before. Non-prompt background coming from tt̄ production was modelled with
POWHEG BOX v2 at a NLO, using the NNPDF3.0NLO PDF set. The simulation
was configured with the hdamp parameter, a resummation parameter controlling
the matrix elements merging in POWHEG, set to the top mass increased by a factor
1.5 [217]. The parton shower was provided by PYTHIA 8, using the A14 tune
and the NNPDF2.3LO PDF set [218]. Bottom and charm hadrons decays were
simulated with EVTGEN 1.6.0.

All the MC samples were interfaced with a simulation of the ATLAS detector to
reproduce events as reconstructed by the experiment. The datasets were slimmed
and skimmed to avoid processing a large quantity of data and retain only the
interesting events. Only those satisfying a dilepton filter or firing a dilepton
trigger were selected to ensure the presence of at least a ee, eµ or µµ pair in
the final state. The tagging electrons and muons were also required to have
pT > 15 GeV, |η| < 2.6 and to pass basic quality selection criteria.

5.3. Analysis definition and event selection

5.3.1. Object reconstruction and identification

The reconstruction of electrons, muons and jets is carried out with the proce-
dure described in section 3.3. The objects are then categorised into two classes:
baseline and signal. Loose identification criteria are applied to the reconstructed
objects to single out those in the first category. These objects constitute the basis
for reconstructing the event’s final state. Signal objects are a subset of the base-
line entities and are selected with additional tighter requirements to reduce the
contamination from pile-up interactions. Baseline and signal requirements for
electrons, muons and jets are listed in table 5.3.

Baseline electrons are selected in the region |η| < 2.47 and must have pT >

7 GeV. Relaxed likelihood-based identification criteria are applied by imposing
the electron candidate to pass the VeryLoose [138] working point selection. The
electrons are also required to be associated with a reconstructed hard-scatter PV, in
such a way that |z0 sin θ| < 0.5. A more stringent identification is imposed on the
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Cut Electrons Muons Jets

Baseline selection

Kinematic |η| < 2.47 |η| < 2.7 |η| < 4.5
pT > 7 GeV pT > 5 GeV pT > 30 GeV

pT > 15 GeV (Calo-tagged)
Identification VeryLoose Loose –
Vertex association |z0 sin θ| < 0.5 |z0 sin θ| < 0.5 –
Overlap removal Lepton-favoured Lepton-favoured Lepton-favoured

Signal selection

Baseline selection Pass Pass Pass
Identification LooseAndBLayer Loose Tight JVT (|η| < 2.4)

Tight fJVT (2.5 < |η| < 4.5)
Isolation Loose Loose (particle-flow) –
Impact parameters σd0

/d0 < 5 σd0
/d0 < 3 –

Table 5.3.: Baseline and signal requirements for the selection of electron muons and jets.

signal electrons, which are required to satisfy LooseAndBLayer [138] identification
criteria. In addition to the likelihood discriminant and a requirement on the
number of hits, this working point also demands the presence of a hit in the
innermost pixel detector layer to limit the background from converted photons.
Signal electrons must also be isolated. The Loose isolation [136] working point is
chosen to achieve good selection efficiency and rejection of non-prompt electrons.
The significance of the transverse impact parameter is required to be σd0

/d0 < 5.

Baseline muons are required to have |η| < 2.7 and pT > 5 GeV. They are
identified through the Loose [141] working point selection, which includes a com-
bination of different muon classes depending on the detector region. Combined
and inside-out combined muons are used within the full ID acceptance, whereas
MS extrapolated muons extend the coverage to 2.5 < |η| < 2.7. Calorimeter-
tagged and segment-tagged muons are included within |η| < 0.1 to account for
the MS acceptance gap in this region. Calorimeter-tagged muons are additionally
required to have pT > 15 GeV. The TTVA is ensured with a similar |z0 sin θ| < 0.5
prerequisite as for baseline electrons. Signal muons have further isolation and
vertex association requirements, which correspond to the Loose isolation [141]
selection and the σd0

/d0 < 3 threshold.

The jets used in the measurement correspond to PFlow jets, reconstructed with
the particle-flow procedure and the R = 0.4 anti-kT algorithm. Baseline jets are
defined only with a kinematic selection, requiring |η| < 4.5 and pT > 30 GeV. The
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signal requirements include a selection based on the JVT and its forward variant
fJVT to discriminate hard-scatter jets from pile-up jets. The Tight working point
selection is chosen for the two discriminants.

As the reconstruction of jets and leptons proceeds independently and simulta-
neously, ambiguities could rise, resulting in leptons reconstructed as jets. To avoid
double-counting, a lepton-favoured overlap removal is performed by discarding
all the jets that are too close to electrons (∆Re,j < 0.2). Similarly, jets which overlap
with muons in the same ∆Rµ,j < 0.2 cone are rejected if they contain up to 3 ghost-
associated ID tracks. The algorithm also removes overlapping leptons sharing
tracks or calorimeter deposits. In the case of two electrons sharing the same track
or cluster, the one with the highest pT is preferred. Electrons are always rejected
against overlapping muons, except for calorimeter-tagged muons, in which case
they are retained.

5.3.2. Event selection

The event selection inherits from previous ATLAS measurements of inclusive
4` production [198] and EW ZZjj production [199], and was adapted to better
match the physics goals of the current analysis. Being a rare process, one principal
concern arises from the limited available data. The selection was optimised to
retain as many events as possible to allow a differential measurement while con-
taining the contributions from the reducible background and pile-up interactions.
A summary of the cut-based selection is given in table 5.4.

The lepton quadruplet selection closely follows Ref [198]. At least four baseline
leptons must be present in each event, with the pT-leading and sub-leading ones
having pT > 20 GeV. Baseline electrons and muons are combined into SFOC
pairs to form candidates of the two weak bosons’ decay products. In this process,
all leptons, regardless of their charge, must be separated from each other by
at least ∆R > 0.05. This requirement reduces possible contributions from mis-
reconstructed leptons. All SFOC pairs are required to have an invariant mass
m`` > 5 GeV to reduce the small contribution arising from J/ψ production, which
results to be negligible in the fiducial volume. The pairs are then ranked based
on the distance of their mass from that of the Z boson, namely |m`` −mZ|. No
on-shell requirement is imposed on the pairs’ mass, as it was observed that it
would significantly reduce the event yield of both EW and strong 4`jj production.
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Selection stage Requirement

Quadruplet selection

Lepton kinematic pT > 20 GeV for the two leading leptons
Lepton separation ∆R`i`j

> 0.05

Lepton pairing At least two SFOC lepton pairs
m`` > 5 GeV

Quadruplet candidate Two SFOC pairs with smallest |m`` −mZ|
Leading pair with highest |y``|
m4` > 130 GeV

Signal quadruplet All four leptons passing the signal selection

Dijet selection

Number of jets At least two baseline jets
Dijet candidate First two pT-leading jets with ηj1ηj2 < 0
Jet kinematic pT > 40 GeV for the leading jet
Rapidity separation |∆yjj| > 2
Invariant mass mjj > 300 GeV
Signal jets Both tagging jets passing the JVT or fJVT selection

Table 5.4.: Outline of the event selection requirements for the lepton quadruplet and dijet
system.

A quadruplet candidate is constructed by selecting the two lepton pairs with the
smallest |m`` −mZ| that have m4` > 130 GeV. The quadruplet pairs are ordered
depending on their rapidity, rather than m``, with the leading pair chosen to
be the one with the largest |y``|. This ordering strategy substantially reduces
the fraction of mismatched pairs at fiducial and reconstruction-level. If the four
leptons satisfy the signal requirements, the quadruplet candidate is retained as
signal. Otherwise, the event is used to estimate the non-prompt background, as
described in section 5.5.

The selection of the two jets is shaped around the topology of VBS-like events.
In this type of interaction, the two initial state partons are deflected after radiating
the weak bosons. The final state jets are characterised by a large invariant mass
and rapidity separation due to the small pT exchange with the bosons, favouring
a back-to-back jet configuration. Having two jets in the final state makes the
measurement particularly susceptible to contributions from pile-up jets. To reduce
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their influence, jets with higher transverse momentum are preferred, as the soft
activity increases at low pT values. The selection strategy used in Ref. [199]
introduced a varying jet pT threshold, increasing at high pseudorapidity values to
account for the missing ID information in the forward region of the detector. For
the current measurement, a simplified constant threshold is preferred to avoid
introducing complexities in the fiducial volume, which could affect the unfolding
procedure. Moreover, the recent adaptation of the fJVT discriminant to PFlow jets
already improves the purity of the selected events in the forward region. For this
reason, the leading jet is required to have pT > 40 GeV in addition to the baseline
30 GeV threshold. Different selection strategies have been studied by the author
regarding the configuration of the dijet system. These include the selection of the
two jets with the highest transverse momentum or the dijet pair with the largest
invariant mass or rapidity separation. Eventually, a pT-oriented selection has been
chosen, as it provides good efficiency and enhances the concentration of the EW
component. The dijet candidate is formed with the two leading jets that are also
reconstructed in opposite sides of the detector (A/C sides), thus presenting an
opposite rapidity sign (ηj1ηj2 < 0). A requirement on the rapidity difference of the
two jets, |∆yjj| > 2, further enforces their separation. The dijet system must also
have an invariant mass mjj > 300 GeV. Lastly, the two tagging jets must satisfy the
signal requirements on the Tight JVT and fJVT selections. A simplified selection
cut-flow, with focus on the dijet system requirements, is provided in table 5.5 for
the different signal and prompt-background MC samples.

The JVT (fJVT) requirement is essential, as it reduces the contribution from
background events where a pile-up jet could be mistakenly selected as a VBS jet
candidate. Figure 5.3 shows the impact of the JVT (fJVT) requirement in terms of
selection efficiency and purity. The first corresponds to the fraction of baseline
jets satisfying the JVT (fJVT) selection, while the latter is defined as the fraction of
reconstructed jets which are geometrically matched with a particle-level jet within
a cone ∆R < 0.3. The efficiency and purity shown in the plots are computed from
all the baseline jets belonging to an inclusive phase space, where only the lepton
quadruplet signal selection is enforced. To reduce the amount of mismatched low-
pT jets due to migrations outside the fiducial volume, the pT threshold of baseline
jets at fiducial-level is lowered to 15 GeV. The jet signal selection improves the
purity by 10% or more, especially in the low-pT region. The selection efficiency is
equal to unity for pT > 60 GeV, as the JVT (fJVT) requirement is no longer applied.



140 Differential cross-section of ZZ + jj production at
√

s = 13 TeV

Strong qq→ 4` Strong gg→ 4` EW qq→ 4`jj tt̄ + Z VVV
Selection cut Events Efficiency Events Efficiency Events Efficiency Events Efficiency Events Efficiency

Total events 7060 100% 1020 100% 84.4 100% 1290 100% 72.1 100%
Baseline quadruplet 5320 75% 802 79% 66.3 79% 469 36% 35.5 49%
Signal quadruplet 4260 60% 653 64% 52.8 63% 116 9% 26.6 37%
njet > 1 749 11% 126 12% 41.9 50% 96.4 7% 9.02 13%
AC-side jets 392 6% 71.2 7% 33.1 39% 63.5 5% 5.14 7%
Leading jet pT > 40 GeV 353 5% 62.0 6% 32.8 39% 62.7 5% 4.93 7%
|∆yjj| > 2 228 3% 47.8 5% 28.8 34% 34.4 3% 2.95 4%
mjj > 300 GeV 145 2% 31.1 3% 27.0 32% 23.7 2% 2.19 3%
Tight (f)JVT 118 2% 26.0 3% 26.2 31% 22.4 2% 1.95 3%

Signal events 118 100% 26.0 100% 26.2 100% 22.4 100% 1.95 100%
VBS-Enhanced region 77.6 66% 21.3 82% 24.1 92% 17.4 78% 1.37 70%
VBS-Suppressed region 40.8 34% 4.70 18% 2.12 8% 4.96 22% 0.580 30%

Table 5.5.: Simplified cut-flow of the event selection, with focus on the dijet requirements.
Event yield and absolute change values are listed for the different signal and
prompt-background MC samples. Along with the selection cuts, event yields
are also shown for the VBS-Enhanced and VBS-Suppressed signal regions
defined in section 5.3.3.
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Figure 5.3.: Selection efficiency (left) and purity (right) corresponding to the JVT (fJVT)
jet signal requirement. Baseline central (forward) jets are marked in red
(yellow). Signal central (forward) jets are marked in blue (green). The plots
are computed from all the baseline jets belonging to an inclusive phase space,
without enforcing the signal dijet selection and with a reduced pT threshold
for the fiducial-level baseline jets (15 GeV).

5.3.3. Signal regions and measured observables

The measurement of differential 4`jj cross-section probes both strong and EW
interactions. Two separate signal regions (SRs) are defined in such a way as to
enhance the contribution from either production mechanism. In the VBS topology,
the two bosons are centrally emitted with respect to the deflected partons, and
there is no additional hadronic activity due to the lack of colour exchange between
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the incoming partons. The centrality of the 4`jj system, which has a similar
meaning as the Zeppenfeld observable [219], is defined as

ζ =

∣∣∣∣∣y4` − 〈yj〉
∆yjj

∣∣∣∣∣ , (5.1)

where y4` is the rapidity of the lepton quadruplet, 〈yj〉 = (yj1 + yj2)/2 is the
average rapidity of the two tagging jets and ∆yjj their rapidity separation.

The centrality distribution for the signal processes is shown in fig. 5.4a. The
plot indicates how the EW component is concentrated at small centrality values
and nearly absent in the opposite direction. A VBS-Enhanced region is defined
for centrality values up to ζ < 0.4, while the remaining events constitute a
VBS-Suppressed region. The centrality threshold is optimised to provide a good
significance2 and selection efficiency of the EW component over the strong produc-
tion. The values of the significance and selection efficiency of the EW and strong
processes for different centrality thresholds are shown respectively in green, blue
and red in fig. 5.4b. In the VBS-Enhanced region, the fraction of events arising
from the EW production is about 20% of the inclusive cross-section, increasing to
40− 50% in some bins of the measured observables. The VBS-Suppressed region is
primarily characterised by the strong interactions and has a < 5% contamination
from the EW production.

The 4`jj production cross-section is measured differentially for several variables
related to the kinematic of either the individual dijet (jj) and four-lepton (4`)
systems or the collective 4`jj. The complete list of variables is

• The invariant mass, mjj, and transverse momentum, pT,jj, of the dijet system.

• The invariant mass, m4`, and transverse momentum, pT,4`, of the 4` system.

• The rapidity separation of the two tagging jets, ∆yjj. The cross-section is
measured as a function of the absolute value (|∆yjj|).

2The significance of the EW component is calculated in the large background approximation
as s =

NEW√
NStrong

. The measurement is not optimised to extract the EW component from the

inclusive 4`jj production, and this significance value is only intended as an indicator of the
concentration of the EW contribution.
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Figure 5.4.: (a) Measured distribution of the centrality of the 4`jj system from a simulation
of the signal processes. EW production is shown in orange, while quark-
initiated and gluon-initiated strong production is drawn respectively in red
and blue. (b) Significance of the EW component (green) and EW and strong
4`jj selection efficiency (blue and red) for different centrality thresholds. The
chosen cut value, corresponding to ζ = 0.4, is highlighted with a dashed line.

• The azimuthal angle between the two tagging jets, ∆φjj, where the jets or-
dered with decreasing rapidity:

∆φjj =

φ(j1)− φ(j2) if yj1 > yj2

φ(j2)− φ(j1) otherwise.
(5.2)

∆φjj is a parity-odd observable and can be used to probe the CP nature of
WWZ and WWZZ interactions [220].

• cos θ∗12(34) is the cosine of the decay angle of the negatively-charged lepton
in the leading (sub-leading) pair in the Z boson centre-of-mass frame. This
observable is sensitive to the polarisation of the boson.

• pT,4 j̀j and ST,4 j̀j are respectively the transverse momentum of the 4`jj system
and the scalar sum of the transverse momenta of the two lepton pairs and
jets.

The binning choice for the distribution of the observables is mainly driven
by the necessity to achieve a reasonable statistical uncertainty. The binning was
optimised using a simulation of the signal processes, separately in the two SRs.
Given the limited overall event yield, each bin is required to have at least 20
(15) events in the VBS-Enhanced (VBS-Suppressed) region. The unfolding pro-
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cedure is influenced by migrations over consecutive bins caused by the finite
resolution of the detector (see section 5.6). To reduce this effect, the bins must
be at least twice as large as the observable resolution in that bin. The resolution
is estimated from the difference between the fiducial and measured value of the
observable, taken from the simulation. Only events passing both the fiducial and
reconstructed-level event selections, and with the two tagging jets truth-matched
in a ∆Rj(Reco),j(Truth)

< 0.3 cone, are used for this purpose. The truth− measured
distribution is extracted in different slices of the true value and fitted with a Gaus-
sian function. The resolution as a function of the observable is then obtained from
the resulting standard deviation in the fits. The upper boundary of the last bin is
also constrained so that the expected overflow event yield is smaller than unity.
Overflow events in data are, therefore, largely suppressed, but they can still stem
from statistical fluctuations or new Physics. In this case, they are added to the
event yield in the last bin of the distribution. The motivation behind this strategy
mainly concerns the EFT interpretation of the results, as some of the new Physics
effects are more concentrated toward higher energies. A last condition is imposed
on the ∆φjj, cos θ∗12 and cos θ∗34 bins, which are required to be symmetric about
zero. The optimised binning for all the measured observables and the two SRs is
listed in table 5.6.

5.4. Measured distributions

The expected and observed total event yields, after applying the event selec-
tion, are given in table 5.7. The overall event yield in the data amounts to 169
and 53 respectively in the VBS-Enhanced and VBS-Suppressed regions and is
consistent with the predictions within uncertainties. The combined strong and
EW 4`jj production represents the majority of the events, with a predicted back-
ground corresponding to about 15% of the total events. The events are measured
differentially as a function of the different observables listed in section 5.3.3. The
distributions in the two SRs for mjj, m4`, pT,4`, ∆φjj, cos θ∗12 and ST,4 j̀j are shown
in figs. 5.5 to 5.10 respectively. Additional figures for the remaining observables
are available in appendix A.1. In the plots, the predicted signal events originating
from the strong and EW 4`jj production are depicted in red and orange, respec-
tively. The expected prompt and non-prompt background contributions, the latter
estimated with a data-driven method described later in section 5.5, are respectively
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Selection stage Requirement

Observable Binning
VBS-Enhanced region VBS-Suppressed region

mjj [GeV] [300, 400, 530, 720, 1080, 3280] [300, 410, 600, 1780]
pT,jj [GeV] [0, 52, 82, 116, 172, 524] [0, 80, 146, 448]
m4` [GeV] [130, 210, 250, 304, 400, 1130] [130, 226, 304, 752]
pT,4` [GeV] [0, 50, 80, 116, 174, 512] [0, 76, 140, 424]
|∆yjj| [2, 3.08, 3.74, 4.32, 5.06, 7.4] [2, 2.94, 3.78, 5.4]
∆φjj [rad] [−π, -2.1, 0, 2.1, π] [−π,0,π]
cos θ∗12 [-1, -0.5, 0, 0.5, 1] [-1, 0, 1]
cos θ∗34 [-1, -0.5, 0, 0.5, 1] [-1, 0, 1]
pT,4 j̀j [GeV] [0, 20, 42, 64, 298] [0, 36, 70, 254]
ST,4 j̀j [GeV] [70, 240, 320, 420, 580, 1410] [70, 330, 500, 1210]

Table 5.6.: Binning of the observables’ distributions in the VBS-Enhanced and VBS-
Suppressed regions. Overflow events, if present, are added to the last bin
of the distributions.

shown in violet and pink. Overall, the observed data distributions are in good
agreement with the SM predictions across all the different observables. Figure 5.5
proves how the mjj observable is particularly sensitive to the EW production.
The kinematic properties of the two jets produced in VBS interactions favour a
high-mjj configuration, reflected in the fraction of EW events in the VBS-Enhanced
region raising to about 40% in the last bin of the distribution.

5.5. Backgrounds

The event yield of prompt background processes is directly estimated from
the simulation. Binned distributions for the different observables are measured
from the tt̄V and VVV samples listed in section 5.2, and they are subtracted
from the data before unfolding. The overall contribution from this source of
background is typically small (≈ 11%), showing a nearly flat distribution for
several of the measured observables. In pT-related observables, this background
presents an increasing trend at higher energies. It is particularly evident in pT,4 j̀j
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Process Event yield ± stat. (± syst.)

Region
VBS-Enhanced VBS-Suppressed

Strong 4`jj 98.9± 0.5 (±25.2) 45.5± 0.3 (±12.9)
EW 4`jj 24.1± 0.1 (±1.8) 2.12± 0.02 (±0.14)
Prompt background 18.8± 0.2 (±2.2) 5.54± 0.12 (±0.41)
Non-prompt background 3.02± 0.56 (±3.22) 1.09± 0.45 (±1.19)

Total pred. 144.8± 0.8(±26.5) 54.3± 0.6 (±13.3)
Data 169± 13 53± 7

Table 5.7.: Event yield for the measured data and predictions in the VBS-Enhanced and
VBS-Suppressed regions.
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Figure 5.5.: Comparison of the measured mjj distribution from the data (black) and the
prediction in the VBS-Enhanced (left) and VBS-Suppressed (right) regions.
The SHERPA strong 4`jj prediction is shown in red, while the MG5+PY8 EW
4`jj is in orange. The prompt and non-prompt backgrounds are illustrated
respectively in violet and pink. The total uncertainty of the prediction is
drawn with a dashed band.

(VBS-Enhanced), where it reaches around 30% of the event yield in the last bin of
the distribution.
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Figure 5.6.: Comparison of the measured m4` distribution from the data (black) and the
prediction in the VBS-Enhanced (left) and VBS-Suppressed (right) regions.
The SHERPA strong 4`jj prediction is shown in red, while the MG5+PY8 EW
4`jj is in orange. The prompt and non-prompt backgrounds are illustrated
respectively in violet and pink. The total uncertainty of the prediction is
drawn with a dashed band.

While the production and kinematics of prompt leptons are typically well-
modelled in simulation, this is usually not the case for the additional non-prompt
and misidentified (fake) leptons. Their production and selection rate strongly
depends on the modelling accuracy of the detector material and the physics behind
soft interactions, which can be unreliable in the non-perturbative regime. A data-
driven procedure is therefore preferred when estimating this kind of background.
The estimation was performed by another member of the analysis team and,
therefore, only briefly described here. The measurement employs a "fake factor"
method [221] with a similar strategy as done in Ref. [198]. The method relies on a
two-level selection where the highest level corresponds to a tight lepton selection
which provides a nearly pure set of real prompt leptons. The lowest level is
characterised by a loose selection, thus forming a set which contains the tight one
and has a larger fraction of non-prompt and fake leptons. In this measurement,
the tight and loose sets respectively correspond to the events with signal and
baseline quadruplet leptons. In a simplified case with only one lepton per event,
the fake factor (F) is defined as the fraction of fake tight leptons divided by the
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Figure 5.7.: Comparison of the measured pT,4` distribution from the data (black) and the
prediction in the VBS-Enhanced (left) and VBS-Suppressed (right) regions.
The SHERPA strong 4`jj prediction is shown in red, while the MG5+PY8 EW
4`jj is in orange. The prompt and non-prompt backgrounds are illustrated
respectively in violet and pink. The total uncertainty of the prediction is
drawn with a dashed band.

number of fake loose-non-tight leptons, namely

F =
N(Tight)

f ake

N(Loose−non−Tight)
f ake

=
ε f

1− ε f
, (5.3)

where the fake efficiency (ε f ) represents the fraction of fake tight leptons over fake
loose leptons, i.e.

ε f =
N(Tight)

f ake

N(Loose)
f ake

. (5.4)

Once the fake efficiency has been measured, the number of signal events contain-
ing fake leptons can then be estimated from eq. (5.3) by applying the fake factor to
the non-signal leptons. The procedure can be generalised to the multiple-lepton
case, considering the lepton fake factors as a set of multiplicative weights.
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Figure 5.8.: Comparison of the measured ∆φjj distribution from the data (black) and the
prediction in the VBS-Enhanced (left) and VBS-Suppressed (right) regions.
The SHERPA strong 4`jj prediction is shown in red, while the MG5+PY8 EW
4`jj is in orange. The prompt and non-prompt backgrounds are illustrated
respectively in violet and pink. The total uncertainty of the prediction is
drawn with a dashed band.

The fake efficiency measurement employs two dedicated control regions (CRs)
characterised by an enhanced contribution from non-prompt leptons. The CRs are
defined below.

• Z+jets CR. This region is characterised by two prompt leptons produced in
the Z decay and additional leptons likely arising from hadron decays. The
event selection uses a single or di-lepton trigger, similar to the SR. The lead-
ing and sub-leading leptons are required to satisfy respectively pT > 20 GeV
and pT > 15.0 GeV A SFOC lepton pair is then identified and required to
have 76 < m`` < 116 GeV. An additional cut on the missing transverse mo-
mentum, Emiss

T < 50 GeV, reduces the contribution from additional prompt
leptons originating from WZ production.

• tt̄ CR. Candidate events are required to have a different-flavour opposite-
charge (DFOC) lepton pair and additional baseline leptons, with similar
lepton pT requirements as in the previous CR. The events must also have at
least one jet associated with a b-hadron [222].
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Figure 5.9.: Comparison of the measured cos θ∗12 distribution from the data (black) and
the prediction in the VBS-Enhanced (left) and VBS-Suppressed (right) regions.
The SHERPA strong 4`jj prediction is shown in red, while the MG5+PY8 EW
4`jj is in orange. The prompt and non-prompt backgrounds are illustrated
respectively in violet and pink. The total uncertainty of the prediction is
drawn with a dashed band.

The fake efficiency is estimated from the Z+jets and tt̄ CRs, after subtracting
from the data the prompt component evaluated from the simulation, namely

ε f =
N(Signal)

Data − N(Prompt Signal)
MC

N(Baseline)
Data − N(Prompt Baseline)

MC

. (5.5)

The two CRs are both largely dominated by the non-prompt contribution, with
more than 80% (95%) of the baseline electrons (muons) not originating from the
hard-scatter event. However, the sources of these non-prompt leptons differ in the
two regions. About 80% of the fake electrons in the Z+jets CR correspond to the
products of light hadrons decays, while they decrease to around 40% in the tt̄ CR.
A similar imbalance is observed for the non-prompt muons, which mainly come
from heavy-flavour (b and c-hadrons) decays. To better describe the SR, whose
leptons also have different origins, the two CRs are linearly combined in a way to
reproduce the predicted flavour composition of the SR.

The fake efficiency is measured separately for electrons and muons in different
bins of η and pT, as it depends on the lepton kinematics. A residual dependence is
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Figure 5.10.: Comparison of the measured ST,4 j̀j distribution from the data (black) and the
prediction in the VBS-Enhanced (left) and VBS-Suppressed (right) regions.
The SHERPA strong 4`jj prediction is shown in red, while the MG5+PY8 EW
4`jj is in orange. The prompt and non-prompt backgrounds are illustrated
respectively in violet and pink. The total uncertainty of the prediction is
drawn with a dashed band.

observed as a function of the number of jets in the event. This is attributed to the
selection employing a lepton-favoured overlap removal and because the leptons
are more likely to fail isolation requirements with additional hadronic activity.
As a consequence, ε f is also measured in two slices corresponding to njets = 0
and njets > 0. As an example, two-dimensional maps of the fake efficiency for
electrons are reported in fig. 5.11. Analogous results are obtained also for muons.
The efficiency values are converted into the fake factor, which is then applied on
an event-by-event basis to the non-signal quadruplets to estimate the non-prompt
background. The same procedure is carried out in two validation regions (VRs),
a Different-flavour VR (VRDF) and a Same-charge VR (VRSC), to cross-check
the goodness of the background estimate. The VRDF (VRSC) event selection
is analogous to the SR but requires one pair in the quadruplet to be formed by
leptons of a different flavour (same charge). Additionally, events are vetoed if
they contain one or more b-jets to reduce the contribution from tt̄V events. The
resulting predictions are found to agree with the data in both VRs.

To avoid discontinuities and negative values in the estimated background
events, which could be caused by the MC subtraction in eq. (5.5), the distributions
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Figure 5.11.: Fake efficiency for electrons measured from the data in the combined Z+jets
and tt̄ CR. The efficiency is measured differentially as a function of the
electron η and pT, separately for events with zero (left) or more (right) jets.

are smoothed with a moving average after setting the negative bins to zero.
The final non-prompt background estimate was previously shown for different
observables in figs. 5.5 to 5.10, displayed in pink. Statistical and systematics
uncertainties affecting the fake efficiency are propagated to the measured and
unfolded distributions, as described in section 5.8.

5.6. Unfolding

The question of unfolding arises from the necessity to remove from the data all
effects induced by the detector, which can alter a measured observable. Extrapo-
lating the results to the level of theory predictions can be very important for their
longevity and reproducibility. An unfolded observable can be compared to the
theoretical predictions given by different models without having to interface them
with a simulation of the detector used in the measurement. Similarly, the results
obtained from different experiments, each with its characteristic detector, can be
directly compared once unfolded. The process of unfolding is naively illustrated
in fig. 5.12.

Consider an observable (e.g. the dijet invariant mass) described at particle-level
by the true distribution f (t). With a perfect detector, the corresponding measured
distribution of the same observable would be identical. In practice, the detectors
present a finite resolution and typically also have a limited efficiency. These
attributes degrade the measured quantities, leading to a change in the original
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Figure 5.12.: Diagram of the different steps leading to the production of an unfolded
measurement

distribution. Thus, f (t) becomes g(m) at detector-level. Parametrising the detector
response with the kernel function R(t, m), the relationship between the measured
and the true distribution can be expressed with the Fredholm integral [223]

g(m) =
∫

Ω
R(t, m)f (t)dt. (5.6)

R(t, m) can be evaluated from MC simulations, relating the particle-level pre-
dictions to the measured observables. Solving eq. (5.6) is referred to as folding,
while the inverse process corresponds to the unfolding. The deconvolution of the
measured distribution is a non-trivial problem, often non-solvable in a continuous
space. In particle physics analyses, the observables are typically measured in
binned distributions, and the problem becomes discrete. Assuming for simplicity
the same number of K equally spaced bins for both distributions3, the true and
measured yields are respectively y = (y1, y2, ..., yK) and x = (x1, x2, ..., xK), with

yi = Ny

∫
∆ti

f (t)dt (5.7)

and

xi = Nx

∫
∆mi

g(m)dm, (5.8)

3The problem can be easily generalised to the case of different numbers of bins and with varying
bin width using the same formalism.
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where i ∈ {1, 2, ..., K} is the bin index, the f (t) and g(m) distributions are assumed
to be normalised to unity, and Ny, Nx respectively correspond to the number of
true and measured events. The detector response also translates into a K× K
square matrix R = (Rij), whose elements describe the conditional probability to
measure the observable in the i-th bin, given the corresponding true value in the
j-th bin:

Rij = p(m′ ∈ ∆mi|t′ ∈ ∆tj). (5.9)

Including the contribution from background events b = (b1, b2, ..., bK), eq. (5.6)
translates to

x = R · y + b. (5.10)

For K-fixed bins, the response matrix is square, and the unfolded distribution can
be naively obtained by inverting it. Considering the data vector d = (d1, d2, ..., dK)

with expected values E[di] = xi, we obtain from eq. (5.10) the estimate of the
number of truth events as ŷ = R−1(d − b). The matrix inversion approach
can be problematic, as the response matrix binning must be carefully chosen to
make it non-singular. This is particularly relevant for measurement with limited
event yields or large bin migrations. Moreover, the results may have negative
yields introduced by the inversion procedure and typically present very large
statistical variances. It can be shown how the matrix inversion corresponds to the
solution obtained by the maximum likelihood estimator for a data histogram with
independent bins described by a Poisson distribution4 [224]. This is the solution to
an ill-defined problem [225], where minimal changes in the input data can cause
large fluctuations in the results. In case of a diagonal response matrix, i.e. if there
are no migrations across the bins, a small-variance solution can be obtained by
applying a bin-by-bin correction estimated from the simulation5. To overcome
the issue of the large variance in a more generic case, an alternative solution can
be found with the so-called regularised unfolding. In this procedure, the truth

4The likelihood for the data histogram can be written as L =
K
∏
i=1

xdi
i

e−xi
di !

, and the maximum

likelihood estimator of x is given by x̂ = d.
5The estimate of the number of truth events in each bin is given by ŷi = Ci(di − bi), where

Ci =
y(MC)

i

x(MC)
i

is an efficiency correction obtained by comparing the true and measured distribu-

tions in the simulation.
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yield estimate is computed in a contour of the likelihood maximum where the
fluctuations are more contained. This is achieved by adding a regularising function
to the likelihood profile before performing the maximisation. Following [226], this
can be expressed as

L(y) = L0(y) + τS(y), (5.11)

where L0(y) is the original likelihood, S(y) is a smoothing function, and the
parameter τ controls the strength of the regularisation. The case limit with τ = 0
corresponds to the non-regularised solution given by the matrix inversion. With
larger values of τ, the smoothing increases up to the maximally-regularised
solution, which is characterised by zero statistical variance and large bias6. Many
alternative algorithms to solve the regularised unfolding have been implemented
and used in particle physics measurement [226–233]. The measurement described
in this thesis employs an iterative Bayesian unfolding, which is described in
section 5.6.2.

5.6.1. Fiducial phase space

The fiducial volume represents the phase space region targeted by the mea-
surement and to which the unfolded cross-sections are extrapolated. It is defined
at the particle-level with a set of kinematic requirements applied to the final state
particles to account for the limited acceptance of the ATLAS detector and ensure
high reconstruction efficiency.

Physical objects at particle-level are defined in a way to resemble those re-
constructed from the detector measurements [234]. Charged leptons are often
accompanied by a QED final state radiation. The emitted photons are typically
collinear to the lepton and, in the detector-level reconstruction, are re-absorbed
via the clustering of energy deposits in the calorimeter. To reproduce this effect
in theory predictions, particle-level leptons are combined with close-by photons
which lie within a cone of aperture ∆R = 0.1 centred on the lepton trajectory.
This process is called dressing, and the pT-corrected leptons are referred to as
dressed leptons. Jets are defined with the same anti-kT algorithm used in the re-
construction procedure described in section 3.3.4. A radius parameter of R = 0.4 is

6The unfolding bias is defined as the difference between the unfolded and true distributions:
biasi = N(un f olded)

i − N(truth)
i .
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employed. Jets are found only after the electrons and muons have been identified
and dressed to avoid ambiguities in the clustered objects.

Following the ID acceptance, dressed electrons are required to be in the range
|η| < 2.47 and have a minimum transverse momentum of pT > 7 GeV. With
analogous considerations on the MS acceptance, muons are selected with |η| < 2.7
and pT > 5 GeV. Leptons arising from τ decays are excluded from the fiducial
volume. The expected event yield from such decays is small (per cent order), thus
having little to no impact on the final result. Jets are required to have pT > 30 GeV
and be in the region |η| < 4.5. The fiducial event selection follows the detector-
level selection previously introduced in section 5.3.2.

5.6.2. Iterative Bayesian unfolding

The unfolding algorithm used in this measurement corresponds to the "im-
proved" version [235] of the iterative Bayesian unfolding method introduced by
D’Agostini [233]. The algorithm is implemented in the RooUnfold package [226,
236] of the ROOT analysis framework [237]. The unfolding procedure is con-
structed upon some considerations based on Bayes’ theorem, similar to the Lucy-
Richardson algorithms [238, 239] employed respectively in the fields of optics and
statistical astronomy. Given a set of independent causes, {Ci}, and effects, {Ej},
Bayes’ theorem states that the probability that an effect Ej has been induced by
the cause Ci is proportional to the probability of the cause to produce the effect,
multiplied by the probability of the cause. Namely,

p(Ci|E) =
p(E|Ci)p(Ci)

NC
∑

i=1
p(E|Ci)p(Ci)

. (5.12)

The D’Agostini method applies Bayes’ theorem to the unfolding problem in
particle physics, relating the causes and effects to the true and measured ob-
servable bin contents. As seen in eq. (5.12), the formula depends on the prior
distribution of the true events. The shape of this distribution is, in principle,
unknown, and its parametrisation is one of the main caveats in many applica-
tions of the Bayes’ theorem. The algorithm starts with a prior assumption based
on the predicted truth distribution, corresponding to p0(Ci) =

nCi
NC
∑

i=1
nCi

, with nCi

denoting the number of predicted events in the i-th truth bin. The prior choice



156 Differential cross-section of ZZ + jj production at
√

s = 13 TeV

can be a strong assumption and may not correctly represent the underlying true
distribution of a physics observable, thus introducing a bias in the unfolded spec-
tra. This effect can be reduced with an iterative procedure, which updates the
knowledge of the prior with the estimate of the true events found at the precedent
step. The number of iterations has a similar meaning to the regularisation strength
introduced in eq. (5.11). The result obtained with no iterations corresponds to
the maximally-regularised solution, while the limit of infinite iterations tends
to the zero-bias maximum likelihood estimator. The resulting unfolded distri-
bution can be interpreted as a linear transformation of the input data. Calling
A the transformation matrix, this is equivalent to write ŷ = Ax̂, with x̂ being
the background-subtracted data. The propagation of the statistical uncertainty is
then straightforwardly obtained by Cŷ = ACx̂Aᵀ, having indicated the statistical
covariance matrices of the unfolded and measured distributions respectively with
Cŷ and Cx̂. Different bins of the measured distribution are assumed to be uncorre-
lated, meaning Cx̂ has the form of a diagonal matrix with elements Cx̂, ii = σ2

x̂, i. A
different approach to propagate the statistical uncertainty with toy distributions
is described in section 5.7.

The simulation of the signal processes is used to train the unfolding algorithm
and apply corrections to the measured data. Particularly, fiducial and detector-
level events provide the necessary inputs to the RooUnfold framework. The
principal quantities characterising the unfolding procedure are described below.
In the following, the fiducial and detector selections are labelled respectively as
"Truth" and "Reco".

• Reconstruction efficiency: the reconstruction efficiency (ε) corresponds to
the fraction of true events that are successfully observed. It is measured from
the simulation from the ratio

ε =
N(pass Reco and pass Truth)

N(pass Truth)
, (5.13)

where N(pass Truth) is the overall number of events passing the fiducial se-
lection and N(pass Reco and pass Truth) is the subset of events also passing the
detector-level selection. The probability of reconstructing a true value can
also be obtained from the resolution matrix by summing over all the cor-
responding bins of the measured observable. For the j-th true bin, this
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corresponds to

εj =
K

∑
i=0

Rij. (5.14)

The reconstruction efficiency for mjj and m4`, in both the VBS-Enhanced
and VBS-Suppressed regions, is shown with a red line in fig. 5.14. Its value
typically ranges from 40% to 60% for all the observables.

• Migration matrix: the migration matrix (M) corresponds to the joint proba-
bility of measuring an event in the i-th bin, while the true value falls in the
j-th bin, Mij = p(m′ ∈ ∆mi , t′ ∈ ∆tj). M is directly related to the response
matrix through the equation

Rij =
Mij

ε−1
j

K
∑

v=0
Mvj

. (5.15)

The migration matrix is estimated from MC events satisfying both the fiducial
and detector selection. A 2-dimensional matrix is constructed using the same
binning defined in section 5.3.3, with the x(y)-axis corresponding to the
reconstructed (true) value. Examples of migration matrices for both mjj

and m4` in the two SRs are shown in fig. 5.13. In the plots, the entries are
normalised to the total number of events in the corresponding true bin to
help visualise the detector-level migrations. The width requirement in the
binning optimisation procedure ensures the migrations over consecutive bins
are typically small, varying between 10% to 30%.

• Fiducial fraction: the fiducial fraction ( f ) expresses the amount of mea-
sured events originating from the selected fiducial volume. It is evaluated
from the fraction of events passing both fiducial and detector selections
(N(pass Reco and pass Truth)) over the total measured events (N(pass Reco)), namely

f =
N(pass Reco and pass Truth)

N(pass Reco)
. (5.16)

In the unfolding procedure, the fiducial fraction is used to correct the data
(after the background subtraction) to account for events that do not originate
from the fiducial volume and, as such, should not be extrapolated back to
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the true spectrum. These events arise either from pile-up interactions or
from the signal processes whose kinematic properties don’t satisfy the event
selection (e.g. low-pT jets). The fiducial fraction for mjj and m4` in the two
SRs is shown in fig. 5.14 with a yellow line. On average, the fiducial fraction
varies between 60 and 80%, decreasing at low energies due to the combined
effect of a more abundant soft activity and migrations outside the fiducial
volume caused by the lower resolution.

• Purity and stability: These two quantities are defined respectively as the frac-
tion of measured or true events having both particle and reconstruction-level
observable in the same bin. They are both closely connected to the migration
matrix and are likewise evaluated from events passing both fiducial and
detector selections. The purity (p) and stability (s) are defined as

pi =
Mii

K
∑
i

Mij

and sj =
Mjj

K
∑
j

Mij

, (5.17)

where the i and j indexes respectively refer to the measured and true bins,
as before. Both variables are not directly used to correct the data in the
unfolding procedure but rather to quantify the balance of the distributions
due to the binning choice. All the observables are characterised by high
purity and stability, with values normally above 70%. Figure 5.14 shows the
two quantities as a function of mjj and m4` in both the VBS-Enhanced and
VBS-Suppressed regions, respectively depicted with a blue and a green line.

Additional plots of migration matrix, reconstruction efficiency, fiducial fraction,
purity and stability for the remaining observables are available in appendix A.1.

5.6.3. Regularisation of the unfolding procedure

As discussed in section 5.6.2, the number of iterations used in the unfolding
algorithm influences both the variance and the bias of the results. The two quanti-
ties grow in opposite directions, as the bias decreases with more iterations due to
a reduced dependence on the prior assumption, at the cost of an increased statisti-
cal uncertainty in the unfolded distribution. The unfolding regularisation must,
therefore, be optimised to find an ideal compromise between the two. The number
of iterations is chosen as the value which provides the lowest total uncertainty,
corresponding to the sum in quadrature of the bias and the statistical uncertainty.
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Figure 5.13.: Examples of migration matrices normalized to the number of events in each
truth bin. The plots on the top (a, b) correspond to mjj in the VBS-Enhanced
(left) and VBS-Suppressed (right) regions. The plots on the bottom (c, d) are
analogous for m4`.

An additional constraint is placed on the total uncertainty, whose relative value
must be greater than that of the input data, to prevent undercoverage of the
statistical uncertainty, as discussed below.

While the statistical uncertainty is propagated through the unfolding procedure
by the algorithm, the bias has to be estimated by varying the input parameters.
Two different methods are used to evaluate the bias, one relying on the measured
data and the other on the simulation. The first is referred to as the data-driven
closure test and consists in altering the shape of the expected measured distribu-
tion to resemble that of the data. The procedure is illustrated in fig. 5.15. First, the
unfolding algorithm is trained with the predicted measured (fig. 5.15a) and true
distributions and the migration matrix evaluated from the simulation. The simu-
lated events are then re-weighted at particle-level with an observable-dependent
scale factor given by the data and MC prediction ratio. The ratio is derived in a
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Figure 5.14.: Reconstruction efficiency (red), fiducial fraction (yellow), purity (blue) and
stability (green). The plots on the top (a, b) correspond to mjj in the VBS-
Enhanced (left) and VBS-Suppressed (right) regions. The plots on the bottom
(c, d) are analogous for m4`.

binned distribution, as the data, and smoothed using a regression algorithm based
on Friedman’s Super Smoother [240] (fig. 5.15b). Border conditions are imposed,
fixing the smoothed function to be constant at lower (higher) values than the first
(last) bin and equal to the Data/MC ratio. The pseudo-dataset obtained from the
re-weighting procedure (fig. 5.15c) is unfolded with the nominal response. The
bias is eventually given by the difference between the unfolding result and the
re-weighted true distribution (fig. 5.15d). The bias after one iteration is typically
below 10 to 15% for all observables. The value is observed to significantly vary
across different bins and observables. This is attributed to the limited amount of
data available. The data-driven closure method depends on the precision with
which the data is measured and can be susceptible to statistical fluctuations in the
re-weighting procedure.
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Figure 5.15.: Illustration of the data-driven closure test for mjj in the VBS-Enhanced
region. (a) Comparison of the background-subtracted data and the predicted
measured distribution from the signal MC. Only statistical uncertainties
are shown in the plot. (b) The ratio between data and MC is used as a
re-weighting function and applied to the simulation at particle-level. The
ratio is smoothed using Friedman’s Super Smooter, with fixed values at the
first and last bin edges. (c) Comparison of data with the MC re-weighted
(blue) and nominal (red) measured distributions. (d) The detector-level re-
weighted distribution (blue) is unfolded with the nominal response (black)
and compared to the re-weighted true distribution (red). The unfolded
distribution is obtained with one iteration. The bias is estimated from the
unfolded and truth difference.

A second approach derives the bias from the simulation, thus eliminating the
data constraint. A set of 10000 toy replicas is constructed from the predicted true
distribution of a given observable. Each bin is independently varied through a
random sampling performed with a Gaussian distribution having mean equal to
zero and standard deviation equal to the square root of the number of true events
expected in the bin. The toy’s true distribution is folded with the nominal response
matrix to obtain a pseudo-dataset at detector-level. In this process, the non-fiducial
events are also included. The new distribution is unfolded back at fiducial-level
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and compared with the toy’s true distribution to estimate the bias. The process is
repeated for all the toys. In each bin of the observable, the bias is averaged out in
different slices of the toy’s true value. This is shown in fig. 5.16a, where the toys’
true values corresponding to the first bin of mjj in the VBS-Enhanced region are
arranged over the x axis. The average bias tends to zero when the toy approaches
the original distribution and increases as it moves apart from it. The uncertainty
associated with the unfolding bias is estimated at the intersection between the
average bias curve and the 1σ confidence interval of the toys’ true distribution,
shown as a green band in the figure. The values corresponding to the upper and
lower limits of the interval are averaged to obtain a symmetric uncertainty. The
resulting uncertainty is shown as a function of the number of iterations in fig. 5.16b
(red), along with the expected statistical uncertainty (blue) and their combination
(black). Due to the limited event yield, the statistical uncertainty is the dominant
contribution already at the single iteration case. Despite providing the smallest
combined uncertainty, the 1-iteration case presents symptoms of undercoverage.
The relative statistical uncertainty of the input measured distribution (shown
with a dashed line in the plot) is observed to decrease after the unfolding, as
displayed by the left-most point in fig. 5.16b. Figure 5.17 reports the statistical
uncertainty as a function of mjj, obtained from the data in the VBS-Enhanced
region after unfolding with a different number of iterations. The comparison with
the initial uncertainty of the background-subtracted data presents the same feature
consistently among all bins of the observable. This is a non-physical effect, likely
caused by a large bias induced by the prior choice, which over-constrains the
unfolded spectrum. As a consequence, two iterations are used in the measurement
of unfolded cross-sections. An additional third iteration is needed for the pT,4 j̀j

observable in the VBS-Enhanced region.

Overall, the bias estimated with the MC-based method gives similar, or slightly
larger, results than the data-driven closure. Being a more conservative solution,
the MC-based method is used to estimate the uncertainty relative to the unfolding
procedure in the cross-section measurement. The corresponding values, along
with other sources of systematic uncertainties, are shown in section 5.8.4. The
relatively large (still below the statistical uncertainty) unfolding bias is a common
feature of VBS measurements and was observed in similar analyses. This is partly
attributed to the large fraction of non-fiducial events, which can be as big as
40% in some bins of the observables, such as in the first bin of fig. 5.14. The
origin of these events is further studied in the simulation. About half of these
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Figure 5.16.: MC-based estimation of the unfolding bias in the first bin of the mjj distri-
bution in the VBS-Enhanced region. (a) Average unfolding bias obtained
with an increasing number of iterations in the unfolding procedure. The
x axis corresponds to the toys’ true yield. The dashed red line represents
the average value of the toys’ yield, while the green (yellow) band is the
interval where 68.3% (95.5%) of the toys lie. The resulting uncertainty is eval-
uated from the intersection of the average bias curve with the green band,
and it is shown with the horizontal black dashed lines for the 1-iteration
case. (b) Unfolding bias (red) and statistical uncertainty (blue) as a function
of the number of iterations. The black line corresponds to the combined
uncertainty, retrieved as the sum in quadrature of the two. The expected
statistical uncertainty of the background-subtracted measured distribution,
before unfolding, is shown with a dashed line for comparison.
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Figure 5.17.: Statistical uncertainty of the unfolded mjj distribution in the VBS-Enhanced
region obtained from the data. Different colours correspond to an increas-
ing number of iterations. The statistical uncertainty of the background-
subtracted data before unfolding is shown in black for comparison.

events are expected to come from pile-up interactions, while the remaining are
caused by migrations outside the fiducial volume. The EW 4`jj production is
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characterised by high purity, as the selected jets are likely to originate from the
VBS interaction. Contrarily, pile-up jets are particularly relevant for the strong 4`jj
production, as additional hadronic activity is expected to occur. The fraction of
non-fiducial events in the quark-initiated strong production is shown in fig. 5.18
for the VBS-Enhanced region. The quantity is labelled as fake fraction in the
plot and corresponds to the complement of the fiducial fraction. It is computed
as the fraction of events selected at reconstruction-level, which fail the fiducial
selection. The fraction has a clear dependence on the pT and η of the two tagging
jets, increasing at low-pT and large η. This behaviour reflects the limitations of
the hard-scatter jets identification in the region outside the acceptance of the ID.
The possibility to further reduce the contribution of pile-up events with a cut-
based selection was investigated with some pile-up sensitive observables, such
as the pT balance of the event, defined as the ratio between pT,4 j̀j and ST,4 j̀j. The
signal efficiency loss and the additional migrations outside the fiducial volume
introduced by the additional cut were, however, found to be too large to have a
positive impact on the measured cross-section and were not included in the event
selection, as shown in fig. 5.19. At the same time, it is not possible to subtract
the predicted non-fiducial events before unfolding, as the resulting uncertainty
would be too large. The modelling of the non-fiducial events in the simulation is
additionally cross-checked in a dedicated pile-up CR. This region is defined with
the same event selection as in the SR, but the dijet candidate is formed by two
jets both failing the JVT (fJVT) requirement, thus being enriched with pile-up jets.
The measured data in the CR are observed to be consistent with the predictions
given by both the nominal SHERPA and the alternative MG5_NLO+PY8 strong
4`jj samples.

5.6.4. Unfolding validation

Some tests are carried out to validate the unfolding procedure and check its
robustness to physics variations. In particular, injection tests are performed to
assess if the unfolding algorithm is capable of predicting the underlying true
distribution originating from New Physics contributions. The expected detector-
level distribution for a BSM process is measured from a dedicated simulation
and added to the SM prediction. The resulting distribution is then unfolded with
a response trained on the pure SM MC samples. The difference between the
unfolded and the combined SM +BSM true distributions gives an estimate of the
bias. As an example, the injection test for a dimension-8 EFT operator is illustrated
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Figure 5.18.: Fraction of non-fiducial events in the quark-initiated strong 4`jj production as
a function of the tagging jets transverse momentum (left) and pseudorapidity
(right). The sample refers to the VBS-Enhanced region.
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Figure 5.19.: Fiducial (red) and reconstruction-level (blue) selection efficiency when in-
cluding an upper cut on the pT balance of the event, pT,4 j̀j/ST,4 j̀j < xcut,
evaluated from the simulation of the signal processes. The observable HT
in the plot is analogous to ST,4 j̀j defined in section 5.3.3. The fraction of
non-fiducial events is shown in yellow.

in fig. 5.20. The figure shows the contribution of the field strength operator7 OT,0

for a Wilson coefficient equal to fT,0 = 0.6 TeV−4. The unfolded distribution is
consistent with the MC truth well below uncertainties.

7A description of the EFT formalism and the operators’ definitions are given in section 5.10, along
with details of the simulated samples.
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Figure 5.20.: Detector-level MC prediction (left) and result of the unfolding injection test
(right) when including the contribution from the dimension-8 EFT operator
OT,0 with a Wilson coefficient equal to fT,0 = 0.6 TeV−4. The distribution
corresponds to mjj in the VBS-Enhanced region and is comprehensive of the
contributions from the pure BSM process and its interference with the SM
diagrams. The unfolding is performed with one iteration.

5.7. Bootstrap and statistical correlation

The statistical uncertainty of the unfolded distribution, as well as the statistical
correlation between different bins of the measured observables, can be evaluated
using a bootstrap technique [241]. The method consists in generating a set of
replicas of the measured distributions by means of statistical fluctuations of the
observed events. The variations are obtained event-by-event, applying a weight
randomly generated from a Poisson distribution with mean λ = 1. The set of
weights is distinctively determined for each dataset with a univocal random
generator seed. The full unfolding procedure is performed on the replicas, thus
retrieving a set of unfolded distributions. Similar statistical fluctuations can
also be applied to the simulated sample before computing the response matrix
to propagate the MC uncertainty in the unfolding procedure. The covariance
between the i-th and j-th bins of two generic observables a and b can be computed
from the unfolded replicas as

C(ai, bj) =

Nreplicas

∑
n=1

(
ai, n − 〈ai〉)(bj, n − 〈bj〉

)
, (5.18)

where 〈ai〉 and 〈bj〉 are the averages of the unfolded replicas in the two bins.
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A set of 10000 replicas is used to evaluate the statistical uncertainty of the
unfolded distributions and cross-check the values provided by the RooUnfold

framework. The uncertainties obtained with the two methods are found to be
in agreement at the order of per cent, which corresponds to the precision of
the bootstrap technique. The unfolded replicas are also used to measure the
statistical correlation between bins of different observables. The correlation values
are trivially obtained from eq. (5.18), dividing C(ai, bj) by the product of the
standard deviations in the two bins. Correlation matrices for all the measured
observables are reported in figs. 5.21 and 5.22, separately for the VBS-Enhanced
and VBS-Suppressed regions.
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Figure 5.21.: Correlation matrix for all the measured observables in the VBS-Enhanced
region after unfolding. The statistical correlation is evaluated from a set of
10000 bootstrap replicas which are unfolded using two iterations.

5.8. Systematic uncertainties

This section outlines the different sources of systematics which affect the
measurement and describes the procedure used to evaluate the corresponding
uncertainties on the unfolded cross-section. Uncertainties on the fiducial-level
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Figure 5.22.: Correlation matrices for all the measured observables in the VBS-Suppressed
region after unfolding. The statistical correlation is evaluated from a set of
10000 bootstrap replicas which are unfolded using two iterations.

distributions correspond to theoretical variations in the models and parameters
used to generate the MC events. The detector-level uncertainties include the
aforementioned theoretical systematics and the uncertainties associated with the
reconstruction and calibration procedures. The fiducial and reconstruction-level
predictions are used in the unfolding algorithm, whose result is subject to both
sources of systematics. Additionally, the uncertainty at the unfolded-level includes
systematics directly related to the unfolding procedure, such as the bias.

Typically, the different sources of systematics produce an alteration of the
nominal distribution. At fiducial and reconstruction-level, the uncertainty is
directly derived from the difference between the two:

σi =
N(Syst)

i − N(Nominal)
i

N(Nominal)
i

, (5.19)

where the index i runs over the bins of the observable distribution. In case ±1σ

variations, also referred to as "up" and "down", are available, the systematic uncer-
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tainty is symmetrised by averaging the absolute variation in the two directions,
i.e.

σi =
|σup

i |+ |σ
down
i |

2
. (5.20)

The bootstrap method introduced in section 5.7 can be used to estimate the statisti-
cal uncertainty relative to the systematic variation. Before performing the average,
a set of replicas of the simulated samples was used to validate the assumption of
symmetric variations. In the case of multiple-points variations, the uncertainty is
taken as the envelope of the absolute values corresponding to single variations,

σi = max
v∈{variations}

(|σi, v|), (5.21)

thus selecting the maximum spread.

The systematic uncertainties associated with the unfolded cross-section mea-
surement are evaluated from the simulation and later applied to the data as a
relative value. The systematic variations can be propagated through the unfolding
procedure either by altering the response matrix or varying the distribution to be
unfolded. The methods are equivalent and only differ in the sign of the resulting
variation, which is opposite in the two. The measurement described in this thesis
uses the second approach, where the varied measured distribution is unfolded
with the nominal response. All the different sources of systematics are indepen-
dent of each other. The total systematic uncertainty is obtained by the sum in
quadrature of the terms, namely

σTot
i =

√
∑

s∈{syst.}
σ2

i, s. (5.22)

5.8.1. Theoretical uncertainties

Systematic variations related to uncertainties in the theory are typically ob-
tained with on-the-fly event weights that are applied to the simulated events.
The leading source of theoretical uncertainty comes from QCD scale variations,
which can produce large differences in the predictions. As an example, the QCD
scale uncertainty of the strong SHERPA 4`jj production is typically of the order of
20− 30%. This large variation is suppressed at the unfolded-level, as the unfolding
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algorithm is primarily susceptible to alterations in the shape of the distributions
rather than their normalisation, provided there are no changes in efficiency. The
different sources of theoretical uncertainties are described below.

• QCD scale: The variations account for the uncertainties of the QCD fac-
torisation (µF) and renormalisation (µR) scales due to missing higher-order
corrections. The two parameters are independently shifted by a factor 0.5
and 2, thus producing a 7-points variation corresponding to (µR, µF) ×
{(0.5, 0.5), (0.5, 1), (1, 0.5), (1, 1), (1, 2), (2, 1), (2, 2)}. The opposite variations
(0.5, 2) and (2, 0.5) are not included to avoid large logarithms in the calcu-
lations. The envelope of the different variations is considered as the final
uncertainty. The QCD scale variations are evaluated separately for the dif-
ferent signal processes. The strong gg → 4` sample includes corrections
related to higher-order predictions. In this case, the QCD scale variations
are normalised to the nominal event yield to avoid double-counting the un-
certainty associated with the k-factors. As an example, unfolded-level QCD
scale uncertainties for the strong qq→ 4` production are shown in fig. 5.23
as a function of mjj in both SRs.

• PDF and αS: The uncertainties in the signal samples are evaluated following
the NNPDF3.0 prescription [28]. The MC samples present 100 internal varia-
tion of the PDF tune, along with variations given by the use of the alternative
CT14 [29] and MMHT2014 [30] PDF sets. The uncertainty is evaluated as the
envelope between the standard deviation of the internal variations and those
due to the alternative sets. The strong coupling constant is also varied by
±0.001, corresponding to αS = {0.117, 0.119}, and the resulting uncertainty
is combined with that of the PDF set. The alternative sample for the strong
4`jj production utilises a different set of internal PDF variations accordingly
with the PDF4LHC15NLO recipe [31]. The combination of PDF and αS un-
certainties for the strong qq→ 4` production is illustrated in fig. 5.24, again
as a function of mjj in both SRs.

• gg → 4` re-weighting: The uncertainties associated with the higher-order
QCD k-factors are propagated through the MC predictions.

• tt̄Z and VVV cross-sections: The cross-sections used to normalise the MC
predictions are varied accordingly with uncertainties derived in previous
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ATLAS measurements [214, 215]. The variations correspond to 15% and 10%
respectively for the two processes.
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Figure 5.23.: QCD scale systematic uncertainty as a function of mjj in the VBS-Suppressed
(left) and VBS-Enhanced (right) regions for the strong qq→ 4` sample. The
uncertainties correspond to the unfolded-level and are derived with two
iterations. The seven-points variations of the µR and µF parameters are
shown with coloured lines, including the nominal case in red. The envelope
displayed in black represents the final uncertainty.
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Figure 5.24.: Combined PDF and αS systematic uncertainty (black) as a function of mjj in
the VBS-Suppressed (left) and VBS-Enhanced (right) regions for the strong
qq→ 4` sample. The uncertainties correspond to the unfolded-level and are
derived with two iterations. The uncertainty associated with the internal
NNPDF PDF set is displayed with a dashed brown line, while the alternative
CT14 and MMHT2014 sets are shown in fuchsia and green, respectively.
The blue solid line gives the envelope of the three PDF sets. The red solid
line corresponds to the uncertainty associated with the αS variations only.
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5.8.2. Experimental systematics

Systematic variations related to the uncertainties of the different scale factors
applied to the simulation are obtained by applying a multiplicative event weight
corresponding to the scale factor variation. Contrarily, uncertainties affecting the
momentum and energy calibrations are propagated through the reconstruction
procedure, thus producing a set of varied datasets. The new samples undergo
the complete analysis event selection to obtain the corresponding observable
distributions, from which the systematic uncertainties are estimated with the
usual procedure. All the systematic variations associated with the reconstruction
and selection of physical objects are coherently propagated to both signal and
background predictions, including the non-prompt component estimated from the
data CRs, to account for the uncertainties in the background subtraction procedure.
The different sources of experimental systematics are described below.

• Jet energy scale: JES uncertainties come from the different procedures used
to calibrate the energy of the jets described in section 3.3.4, such as the in-
situ calibrations of the measured JES with respect to well-calibrated objects.
These uncertainties typically depend on the pseudorapidity and transverse
momentum of the jets and are provided by the ATLAS software [242]. The JES
uncertainties are parametrised with a set of 23 nuisance parameters, which
are shifted by ±1σ, corresponding to a total of 46 variations. Among these,
two parameters account for the varying response to quark and gluon jets,
which is estimated by comparing the hadronisation predictions provided
by different generators. The evaluation strongly depends on the assumed
flavour composition of the jets and can yield very large uncertainties if it is
not representative of the measured phase space. The fraction of quark and
gluon jets was measured in the fiducial volume of the measurement before
the nuisance parameter variation and propagated through the evaluation
of the systematics. The procedure was observed to strongly reduce the jet
flavour uncertainties.

• Jet energy resolution: Systematics related to the JER are mainly driven by
resolution differences in the data and the simulation and by the evaluation
of the noise term in eq. (3.10). When the measured resolution in the data
differs from the predicted values, the simulation is smeared with a Gaussian
distribution until the average resolution matches the data. The smearing pro-
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cedure is performed only if the data resolution is larger than in the simulation.
A total of 13× 2 variations cover the JER uncertainties.

• JVT (fJVT) efficiency: The uncertainties of the JVT (fJVT) efficiency scale
factors are propagated through the measurement.

• Electron reconstruction and selection: The uncertainties of trigger, identi-
fication, reconstruction and isolation efficiencies are included in the form
of additional event weights. A single nuisance parameter, corresponding
to 1× 2 variations, accounts for the uncertainties of the trigger scale factor.
A set of 25× 2 and 34× 2 variations covers the electron reconstruction and
identification efficiency respectively. Two variations of a single parameter
correspond to the uncertainty of the isolation efficiency. Two additional nui-
sance parameters (2× 2) are used for the systematics related to the electron
momentum resolution and scale uncertainties.

• Muon reconstruction and selection: The systematics corresponding to the
reconstruction and selection efficiency of the muons are similar to those listed
for the electrons. A set of 2× 2, 4× 2, 2× 2 and 2× 2 variation are used
respectively for the uncertainties of the trigger, combined reconstruction
and identification, isolation and TTVA efficiencies, for a total of 10 nuisance
parameters. The momentum resolution and scale are covered by 2 and 1
parameters respectively, with an additional 2 for the sagitta correction, all
with upward and downward variations.

• Pile-up re-weighting: One nuisance parameter with upward and down-
ward variations accounts for uncertainties in the scale factor applied to the
simulation to match the 〈µ〉 profile in the data.

• Luminosity: The simulation is normalised to the Run 2 luminosity, which
was measured with a precision of 0.83% [98]. Upward and downward vari-
ations are obtained by re-scaling the distributions, which are then used in
the unfolding procedure. The luminosity value also contributes to the cross-
section computation via eq. (3.4). The final uncertainty is determined as
the combination of the luminosity uncertainty and the unfolded-level value,
assuming the two terms are fully correlated.
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• Non-prompt background estimate: The statistical and systematic uncertain-
ties associated with the measurement of the fake efficiency are propagated
through the non-prompt background estimate.

The leading contribution among these systematics stems from the uncertainties
associated with the jet energy scale and resolution. A breakdown of the different
terms composing the JES and JER systematics is shown in fig. 5.25 as a function of
mjj in both SRs. The figure reports the uncertainties at the unfolded-level, which
are typically below 10%.
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Figure 5.25.: Different sources of systematic uncertainties associated with the JES and JER
as a function of mjj in the VBS-Suppressed (left) and VBS-Enhanced (right)
regions. The uncertainties correspond to the unfolded-level and are derived
with two iterations.

5.8.3. Unfolding systematics

The sources of systematic uncertainty described below directly affect the un-
folding procedure and, as such, are not included in the fiducial or reconstruction-
level uncertainties.

• Unfolding bias: The uncertainty relative to the precision of the unfolding
algorithm is given by the bias introduced in section 5.6. The bias is evaluated
with the MC-based procedure described in section 5.6.3.

• Generator choice: The response matrix is based on the modelling of the
signal processes that is intertwined with the specific MC generators used to
simulate the events. This systematic uncertainty accounts for the model inde-
pendence of the unfolding procedure and is estimated using the alternative
samples listed in section 5.2. Only the uncertainty relative to the modelling
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of the quark-initiated strong 4`jj production is considered, as the predictions
of the MG5+PY8 and POWHEG+PY8 EW 4`jj are found to be very similar.
A different Asimov dataset is constructed replacing the SHERPA qq → 4`
sample with the alternative one generated with MG5_NLO+PY8. The latter
is re-weighted at particle level to match the SHERPA line-shape using the
smoothed ratio between the detector-level predictions given by the two gen-
erators. The process is analogous to the re-weighting procedure performed
in the data-driven closure and prevents the double-counting of the unfolding
bias uncertainty. The re-weighted measured distribution is unfolded with
the nominal response computed from SHERPA, and the uncertainty is given
by the difference between the unfolded and the re-weighted true distribu-
tions. As an example, the procedure for mjj in the VBS-Enhanced region is
illustrated in fig. 5.26.
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Figure 5.26.: (a) Comparison of the predicted measured mjj distributions in the VBS-
Enhanced region obtained with the nominal SHERPA (red) or the alternative
MG5_NLO+PY8 (yellow) qq → 4` samples. The reducible background
is not included in the distributions. The alternative sample is re-weighted
at particle-level to match the nominal line-shape (black line). (b) The re-
weighted measured MC (blue) is unfolded with the nominal response (black)
and compared to the re-weighted true distribution (red). The unfolding
algorithm is executed with two iterations.

5.8.4. Breakdown of the uncertainties

The impact of the different sources of systematics on the total uncertainty
is shown in figs. 5.27 and 5.28. The uncertainties in the figures correspond to
the unfolded values after two iterations, respectively for mjj and m4` in the two
SRs. Plots for the remaining observables are reported in appendix A.1. The total
uncertainty ranges on average between 20% and 30% and is dominated by the
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statistical uncertainty. However, the latter can get as large as ≈ 60% in some low-
populated bins of the VBS-Suppressed region. Among the systematic uncertainties,
the largest contributions are delivered by the systematics associated with the
reconstruction of the jets and the unfolding bias. The different contributions are
also listed with more detail in tables 5.8 and 5.9.
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Figure 5.27.: Different sources of uncertainties at unfolded-level as a function of mjj in
the VBS-Suppressed (left) and VBS-Enhanced (right) regions. The total
uncertainty is depicted with a continuous black line, while the statistical
uncertainty is shown with a dashed line. The different colours represent
the various sources of systematic uncertainties. The plots correspond to the
unfolded values after two iterations.
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Figure 5.28.: Different sources of uncertainties at unfolded-level as a function of m4`
in the VBS-Suppressed (left) and VBS-Enhanced (right) regions. The total
uncertainty is depicted with a continuous black line, while the statistical
uncertainty is shown with a dashed line. The different colours represent
the various sources of systematic uncertainties. The plots correspond to the
unfolded values after two iterations.
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VBS-Suppressed Region

Bin
mjj [GeV] [300, 410) [410, 600) [600, 1780)

Strong qq→ 4`jj modelling 4.3% 0.93% 5.3%
Jet 8% 6.9% 6.3%

Trigger 0.076% 0.059% 0.063%
Leptons 1.1% 1.1% 1.2%

PRW 0.52% 0.036% 0.16%
Theory (Strong qq→ 4`jj) 2.4% 2.5% 1.5%

Theory (EW qq→ 4`jj) 0.071% 0.029% 0.082%
Theory (Strong gg→ 4`jj) 0.34% 0.27% 0.044%

Prompt background 1.6% 1.8% 1.5%
Non-prompt background 3.5% 2.7% 2.4%

Luminosity 0.71% 0.68% 0.69%
Unfolding bias 9.1% 7.5% 3.3%

Total syst. 14% 11% 9.5%
Stat. 25% 27% 58%

Table 5.8.: Breakdown of the systematic uncertainties for mjj in the VBS-Suppressed region
at unfolded level after 2 iterations.

VBS-Enhanced Region

Bin
mjj [GeV] [300, 400) [400, 530) [530, 720) [720, 1080) [1080, 3280)

Strong qq→ 4`jj modelling 3.6% 2.2% 0.1% 1.4% 3.6%
Jet 7.3% 7.5% 9.8% 9.1% 9.4%

Trigger 0.07% 0.059% 0.059% 0.058% 0.05%
Leptons 1.1% 1.1% 1.1% 1.1% 1%

PRW 0.28% 0.6% 0.93% 0.98% 0.56%
Theory (Strong qq→ 4`jj) 1.5% 1.6% 2.4% 2.5% 2.6%

Theory (EW qq→ 4`jj) 0.44% 0.34% 0.28% 0.13% 0.26%
Theory (Strong gg→ 4`jj) 0.29% 0.18% 0.23% 0.15% 0.33%

Prompt background 2.9% 2.8% 2.5% 1.7% 0.86%
Non-prompt background 3.4% 3.2% 1.7% 2.4% 2.7%

Luminosity 0.62% 0.63% 0.67% 0.67% 0.71%
Unfolding bias 7.5% 8.2% 7.9% 6.2% 2.8%

Total syst. 12% 12% 13% 12% 11%
Stat. 21% 19% 24% 24% 25%

Table 5.9.: Breakdown of the systematic uncertainties for mjj in the VBS-Enhanced region
at unfolded level after 2 iterations.
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5.9. Unfolded differential cross-sections

The measured data distributions are unfolded with the iterative algorithm
introduced in section 5.6.2 after the prompt and non-prompt background estimates
are subtracted. All the observables are unfolded with two iterations, except
pT,4 j̀j in the VBS-Enhanced region, which needed three iterations to prevent
the undercoverage of the statistical uncertainty, as described in section 5.6.3.
Following eq. (3.4), the unfolded distributions are divided by the total integrated
luminosity of the dataset to obtain differential cross-sections.

The results for all the measured observables are reported in figs. 5.29 and 5.30,
respectively for the VBS-Suppressed and VBS-Enhanced regions. The data cross-
sections are compared with the MC predictions at fiducial-level. The nominal
signal predictions provided by the SHERPA strong and MG5+PY8 EW 4`jj samples
are displayed in red in the figures. The results are compared with a second set
of predictions obtained by interchanging the quark-initiated strong production
with the alternative MG5_NLO+PY8 sample. The first set of predictions is
found to be in sufficient agreement with the observed data in all bins of the
measured observable. On the other hand, the strong MG5_NLO+PY8 4`jj sample
is less consistent with the data, generally underestimating the production cross-
section. This feature can be seen, for example, at low energies in the mjj and
m4` distributions (figs. 5.30a and 5.30b) belonging to the VBS-Enhanced region or
towards the central part of the angular distributions ∆φjj and cos θ∗ (figs. 5.30e,
5.30i and 5.30j), also in the VBS-Enhanced region. Similar trends are observed in
the VBS-Suppressed region.A possible explanation for the discrepancies observed
between the two sets of predictions can be found in the different multi-jet final
state accuracy in the two generators. Although both samples are at NLO accuracy
for the 0, 1 jet final states, the additional parton emission in the MG5_NLO+PY8
sample is purely handled by the parton shower algorithm, while SHERPA has a
LO accuracy for up to 3 additional jets. The event selection and SR definition rely
on the angular configuration of the two tagging jets, which could be different
for the sub-leading one. The uncertainties of the two simulations are also very
different from each other, with SHERPA being more conservative and presenting
an uncertainty more than twice as large as MG5_NLO+PY8. The disparity mainly
originates from the systematic uncertainty related to the QCD scale variations. The
uncertainty associated with the PDF set is also computed from different internal
variations of the sets employed by the two generators. However, it is found to
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be significantly smaller than the QCD scale uncertainty. Predictions for the pure
EW 4`jj production are also included in the plots to assess the sensitivity of the
observable to the VBS process. These are compared with the cross-section obtained
from the alternative combined EW POWHEG+PY8 4`jj + SHERPA ZZV(→ jj)
samples. The two are observed to be very similar across all bins of the measured
observables.

The unfolded cross-sections presented above represent the first ATLAS dif-
ferential measurement of 4`jj production. The previous ATLAS observation of
EW ZZjj production only reported an inclusive cross-section, for both the 4`jj
and ``ννjj decay channels. The cross-section values were extrapolated to the
fiducial volume by means of a single multiplicative correction factor, defined as
the fraction of events passing the detector-level events to the total events selected
at particle-level in the simulation. The resulting fiducial cross-section for the in-
clusive ZZjj production in the 4`jj channel was measured to be 1.2± 0.12(stat)±
0.02(theory)± 0.07(experimental)± 0.01(background)± 0.12(luminosity) [199].
This value is of the same order of magnitude as the results presented in this thesis
(after integrating the differential cross-section), though a direct comparison is not
possible due to the different fiducial volumes studied in the two measurements.
Similarly, the measurement reported by the CMS collaboration [200] focused on
the determination of the EW production signal strength, and reported the total
cross-sections for the EW-only and EW +Strong production.

5.10. EFT interpretation

The unfolded differential cross-sections presented in section 5.9 are used to
search for contributions from New Physics events in the context of a SM Effective
Field Theory (EFT). This study was carried out by another member of the analysis
team and is only briefly described here to complement the measurement’s results.

The EFT represents a model-independent approach to extend the SM theory,
where BSM contributions are parametrised with higher-dimension operators
acting at a much larger energy scale. Thus, the EFT Lagrangian (LEFT) assumes
the form of a series expansion in powers of a cut-off energy scale Λ, where the
lowest-energy term corresponds to the SM Lagrangian discussed in section 2.2.5.
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Namely,

LEFT = LSM +
nd

∑
d>4

∑
i

(
c(d)i

Λd−4O
(d)
i

)
+ O

(
Λ−(nd+1)

)
, (5.23)

where d denotes the dimension of the operators O(d)
i , ci are coupling constants

called Wilson coefficients, and nd is the maximum order of the series expansion.
Typically, operators of an odd dimension are not included in the expansion, as
they violate baryon and lepton number conservation. Of particular interest for the
ZZjj measurement are dimension-8 operators, as they correspond to the first order
at which quartic weak boson self-interactions occur. The measurement is also
sensitive to some dimension-6 operators, some of which have a CP-odd nature
which could help explain the baryon asymmetry problem. Both dimension-6
and dimension-8 terms have a known set of orthogonal operators, commonly
represented in the Warsaw [243] basis and Eboli [189] model, respectively.

The total scattering amplitude corresponding to the combined SM and EFT
production is commonly obtained with the decomposition method, namely

|M|2 = |MSM|2 + 2<(M∗
SMMO) + |MO|2, (5.24)

where the first term is the SM scattering amplitude, the remaining two correspond
respectively to the interference with the SM and the pure EFT process, and we
neglected the contributions from operators other than O. For a dimension-d
operator the interference and pure EFT terms are proportional to ci/Λd−4 and
c2

i /Λ2(d−4), respectively. These correspond to contributions of the order 1/Λ4 and
1/Λ8 for dimension-8 operators.

Theory predictions are obtained from independent simulations of a single
operator’s interference and pure EFT contributions. The samples were generated
at LO accuracy in perturbative QCD using MADGRAPH 5 with the NNPDF3.0NLO

PDF set. The generator was interfaced with PYTHIA 8 to simulate the Z → `+`−

decays, as well as the parton shower and hadronisation. The A14 set of tuned
parameters was used. The interactions from the dimension-6 operators were
provided by the SMEFTsim [244] package, parametrised in the Warsaw basis. The
aforementioned Eboli model was, instead, used for the dimension-8 interactions.
The generated events were processed with a Rivet [245] routine to provide particle-
level predictions and emulate the fiducial selection of the measurement. The
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resulting fiducial distributions of the interference and pure EFT contributions are
added to the strong SHERPA 4`jj and MG5+PY8 EW 4`jj predictions, providing
the overall SM +EFT prediction. The Wilson coefficients were set to unity in the
simulation. Still, the interference and pure EFT contributions can be re-scaled to
any desired value accordingly to their linear and quadratic behaviour.

The couplings of several EFT operators are constrained using a profile-likelihood
test statistic [246], using a Python-based framework previously employed in
Refs. [198, 247]. Assuming Gaussian-distributed uncertainties, a χ2 variable
is constructed as

χ2(cX,~θ) =
(
~σun f −~σSM+EFT(cX)−∑

θ

θ · ~eθ

)T

C−1
(
~σun f −~σSM+EFT(cX)

−∑
θ

θ · ~eθ

)
, (5.25)

where~σun f and~σSM+EFT(cX) are respectively the unfolded cross-section, and the
combined SM +EFT predicted cross-section corresponding to the operator X with
coupling cX. ~θ is a set of Gaussian-constrained nuisance parameters of magni-
tude ~eθ, corresponding to the fiducial-level uncertainties of the theory prediction
(QCD scale, PDF, etc.). The covariance matrix C = Cstat + Csyst accounts for
the statistical and systematic uncertainties of the unfolded cross-section. The
systematic term contains all the different sources of uncertainty shown previously
in section 5.8.4, which are all independent. The covariance matrix for a single
systematic uncertainty is constructed assuming full correlation between the bins
of an observable.

Using the χ2 defined in eq. (5.25), the likelihood function8 can be written as

L(cX,~θ) =
1√

(2π)K|C|
e−

1
2 χ2(cX ,~θ) ∏

θ

G(θ), (5.26)

where K corresponds to the number of bins in the cross-section measurement and
G(θ) is the Gaussian distribution describing the nuisance parameter θ. The test

8The symbol L in eq. (5.26) represents the likelihood function and should not be confused with
the Lagrangian density, e.g. in eq. (5.23).
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statistic (q(cX)) is then given by the likelihood ratio

q(cX) = −2 log
L(cX,

ˆ̂~θ)

L(ĉX,~̂θ)
, (5.27)

having indicated with ĉX and ~̂θ the maximum likelihood estimators of cX and~θ,

respectively. The term
ˆ̂~θ represents the value of~θ which maximises the likelihood

for a given choice of cX. Assuming Wilks’ theorem [248], eq. (5.25) is described
by a χ2 distribution with one degree of freedom, and we can evaluate the 95%
confidence interval for cX from the integral relation

∫ q(cX)

0
χ2(d.o. f = 1) dq > 95%. (5.28)

A total of six dimension-6 and eight dimension-8 operators are selected in their
respective basis, as they are the ones to which the measurement is most sensitive.
The 95% confidence interval is evaluated with the above procedure for each oper-
ator, using the combined mjj +m4` unfolded cross-section in the VBS-Enhanced
region. Both mjj and m4` are particularly sensitive to the BSM contribution, which
is typically enhanced towards high energies, and their combination provides the
most stringent limit among the measured observables. When combining the two
differential cross-sections, the first bin of m4` (130 < m4` < 210 GeV) is dropped.
The bin removal prevents a possible overconstraint of the confidence interval
caused by a close-to-zero eigenvalue in the covariance matrix. The EFT contri-
bution in the first m4` bin is negligible, and the bin removal does not diminish
the sensitivity to New Physics. The statistical correlation between bins of the
mjj and m4` distributions is evaluated with the bootstrap method described in
section 5.7 and is included in the combined covariance matrix. The observed and
expected 95% confidence interval for the dimension-6 and dimension-8 operators
are reported in tables 5.10 and 5.11, respectively. Limits are provided for the inclu-
sive linear and quadratic and the linear-only EFT contributions. The interference
contribution would be zero for some CP-odd dimension-6 operators (cW̃ , cHW̃B

and cHB̃ in table 5.10) due to the parity-even nature of mjj and m4`. In this case, the
linear-only limit is evaluated using the ∆φjj distribution, which is characterised by
large asymmetries produced by the interference of the CP-odd operator. All the
measured intervals are compatible with the assumption of no EFT contribution,
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with the tightest constraints placed on the Wilson coefficients of the dimension-8
OT,0 and OT,1 field strength operators.

Although the 4`jj production is sensitive to dimension-6 operators, more strin-
gent limits can be obtained from measurements of diboson production and vector
boson fusion, as the effect of anomalous triple gauge couplings can be more sig-
nificant in these processes, and such measurements are generally less statistically
limited. As an example, comparable or tighter limits on some of the dimension-6
Wilson coefficients listed in table 5.10 have been established by measurements
of 4` [198], Zjj [247] and W+W−(+ ≥ 1j) [249, 250] production at ATLAS, and
by measurements of WZ [251] and W±γ [252] production at CMS. Analogous
limits on the couplings of the dimension-8 operators OT,0, OT,1, OT,2, OT,8 and
OT,9 were measured by CMS from ZZjj events [200]. Both ATLAS and CMS limits
are compatible with the SM prediction, though the latter are about four times
tighter than those presented in table 5.11. The difference arises from the fact that
the CMS measurement was performed at detector-level, contrarily to the ATLAS
measurement presented in this thesis, which employed unfolded cross-sections.
The binning requirement introduced in section 5.3.3, necessary to execute the
unfolding, results in very wide bins at high values of mjj and m4`, where the EFT
contribution is more prominent. Requiring at least 20 SM predicted events in the
last bin of the distributions reduces the concentration of EFT events, thus lowering
the significance of the BSM component. On the other hand, the detector-level
measurement of Ref. [200] is free from such constraint, allowing limits to be ob-
tained from bins with zero observed events and a large predicted EFT contribution.
Even if less competitive, the limits presented above represent an independent and
complementary measurement to that of CMS, which can be used to consolidate
the current knowledge of the dimension-8 EFT interpretation.
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Wilson |Md6|2 95% confidence interval [TeV−2]
coefficient Included Expected Observed

cW/Λ2 yes [-1.3, 1.3] [-1.2, 1.2]
no [-32, 32] [-37, 28]

cW̃/Λ2 yes [-1.3, 1.3] [-1.2, 1.2]
no [-17, 17]∗ [0, 30]∗

cHWB/Λ2 yes [-16, 7] [-16, 6]
no [-12, 12] [-15, 10]

cHW̃B/Λ2 yes [-1.3, 1.3] [-1.2, 1.2]
no [-67, 67]∗ [-25, 130]∗

cHB/Λ2 yes [-13, 13] [-12, 12]
no [-38, 38] [-38, 38]

cHB̃/Λ2 yes [-13, 13] [-12, 12]
no [-420, 420]∗ [-200, 790]∗

Table 5.10.: Expected and observed 95% confidence interval for several Wilson coeffi-
cients of dimension-6 EFT operators. Limits are provided when including
the quadratic pure EFT contribution to the SM predictions. The results are
evaluated from the combined mjj +m4` distribution in the VBS-Enhanced
region, except for those marked with a (∗), obtained using ∆φjj.
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Figure 5.29.: Unfolded differential cross-sections from data (black) as a function of the
different measured observables in the VBS-Suppressed region. All the un-
folded distributions are obtained with two iterations. The error bars and
grey hashed bands on the data points correspond respectively to the statis-
tical and total. Fiducial-level predictions of the signal processes obtained
with the SHERPA (MG5_NLO+PY8) strong 4`jj sample are displayed in red
(blue). The pure EW 4`jj production is shown with an orange dashed line.
Additionally, the predictions given by the alternative POWHEG+PY8 EW
4`jj production are also included for comparison and marked with a green
dotted line. The alternative EW sample is missing the contribution from
ZZV(→ jj) production, which is estimated from SHERPA.
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Figure 5.30.: Unfolded differential cross-sections from data (black) as a function of the dif-
ferent measured observables in the VBS-Enhanced region. All the unfolded
distributions are obtained with two iterations, except for pT,4 j̀j (g), where
three iterations were used. The error bars and grey hashed bands on the data
points correspond respectively to the statistical and total. Fiducial-level pre-
dictions of the signal processes obtained with the SHERPA (MG5_NLO+PY8)
strong 4`jj sample are displayed in red (blue). The pure EW 4`jj production
is shown with an orange dashed line. Additionally, the predictions given
by the alternative POWHEG+PY8 EW 4`jj production are also included for
comparison and marked with a green dotted line. The alternative EW sample
is missing the contribution from ZZV(→ jj) production, which is estimated
from SHERPA.
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Wilson |Md8|2 95% confidence interval [TeV−4]
coefficient Included Expected Observed

fT,0/Λ4 yes [-1.00, 0.97] [-0.98, 0.93]
no [-19, 19] [-23, 17]

fT,1/Λ4 yes [-1.3, 1.3] [-1.2, 1.2]
no [-140, 140] [-160, 120]

fT,2/Λ4 yes [-2.6, 2.5] [-2.5, 2.4]
no [-63, 62] [-74, 56]

fT,5/Λ4 yes [-2.6, 2.5] [-2.5, 2.4]
no [-68, 67] [-79, 60]

fT,6/Λ4 yes [-4.1, 4.1] [-3.9, 3.9]
no [-550, 540] [-640, 480]

fT,7/Λ4 yes [-8.8, 8.4] [-8.5, 8.1]
no [-220, 220] [-260, 200]

fT,8/Λ4 yes [-2.2, 2.2] [-2.1, 2.1]
no [-3.9, 3.8]×104 [-4.6, 3.1]×104

fT,9/Λ4 yes [-4.7, 4.7] [-4.5, 4.5]
no [-6.4, 6.3]×104 [-7.5, 5.5]×104

Table 5.11.: Expected and observed 95% confidence interval for several Wilson coeffi-
cients of dimension-8 EFT operators. Limits are provided when including
the quadratic pure EFT contribution to the SM predictions. The results are
evaluated from the combined mjj +m4` distribution in the VBS-Enhanced
region.
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Chapter 6.

Conclusions

The thermal characterisation of several ITk pixel outer end-caps local support
prototypes was presented. The measurements were carried out by recording
infrared thermal images of the subject under study during a cooling process to
assess its thermal performance. In particular, a controlled environment allowed
to simulate the foreseen workload during the detector operation. The thermal
performance was evaluated with a Python-based analysis framework which em-
ploys pattern recognition algorithms. The measurement and analysis methods
were optimised for their employment in the Quality Control procedure during
the production chain of the local supports. The temperature of the local support
surface corresponding to a position perpendicular to the embedded pipe (Tpipe)
was observed to be an observable sensitive to structural defects. This was proven
by the measurements carried out on a prototype with intentionally implanted
defects, which were successfully identified.

Measurements obtained with three prototypes were reported, including two
different Layer-3 and one Layer-2 Half-Rings. The Tpipe distributions showed, in
large part, the expected behaviour of a nearly-linear increment of temperature
from the inlet position to the outlet position. Some peaks were observed in
the distributions that hint at zones of poorer cooling capabilities, the largest of
which reaches an amplitude of about 1 ◦C. The Layer-3 prototypes underwent
a series of stress tests to evaluate their resistance to extreme temperature and
pressure. Such tests were performed in several steps, alternating measurements
of their thermal performance. These showed no worsening of the prototypes’
cooling capabilities, up to a cumulative value of 100 thermal and 100 pressure
cycles, except for one of the observed peaks in prototype L3.4, which increased in
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amplitude after the stress tests. The results of the infrared measurements were
compared to complementary measurements of the Thermal Figure of Merit, which
confirmed a worsening of the thermal performance around the peak area. Despite
the slight worsening, all the measured TFM values were below the thresholds
imposed by the detector requirements, proving the robustness of the local support
design. Only the (intentional) defective region mentioned above was found to
be incompatible with the requirements, but still in a regime which would not
cause compromising damage to the pixel sensors. The correlation of infrared and
TFM measurements in this particular region will be used as a reference to identify
faulty local supports in the production chain.

Unfolded differential cross-sections for the pp→ 4`jj process were measured
with 140 fb−1 of collision data recorded by the ATLAS experiment at a centre-
of-mass energy of

√
s = 13 TeV. The measurement complements the previous

ATLAS observation of EW ZZjj production, exploring two phase space regions
characterised by an enhanced contribution from events originating respectively
from strong and EW interactions. The fiducial volume was defined by a lepton
quadruplet containing two SFOC e+e− or µ+µ− pairs and two highly energetic
jets separated by a rapidity gap of |∆yjj| > 2. Two signal regions, VBS-Enhanced
and VBS-Suppressed, were defined using the centrality of the 4`jj system, with
a larger contribution from VBS-like events at small centrality values. Reducible
prompt background stemming from tt̄Z and VVV production was evaluated from
state-of-the-art ATLAS MC simulations and subtracted from the measured data.
A data-driven technique was employed to evaluate background contributions
from non-prompt leptons. A total event yield of NVBS-Enhanced = (169± 13) and
NVBS-Suppressed = (53± 7) was observed in the two regions before background
subtraction, which constitutes about 15% of the total events. Nearly 17% of the
total events in the VBS-Enhanced region are expected to originate from the EW
production.

Differential distributions were measured for ten observables describing the fi-
nal state’s kinematic properties and were then unfolded with an iterative Bayesian
algorithm to extrapolate cross-section values at fiducial-level. The unfolding
regularisation was optimised according to its combined effect on the statistical un-
certainty and unfolding bias, resulting in two iterations used for most observables.
The unfolding bias was estimated with a MC-based procedure and found to be
typically below 10%. Systematic uncertainties were evaluated from simulations
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and propagated through the unfolding procedure, with leading contributions
deriving from JES and JER uncertainties. Average values of the total systematic
uncertainty were found to be between 10% and 15%, with few isolated cases
reaching around 20% (e.g. at small pT,4` and ST,4 j̀j values in the VBS-Enhanced
region). A total of 20 unfolded differential cross-sections, 10 for each SR, were
reported. As a function of the dijet invariant mass (mjj) in the VBS-Enhanced
region, the unfolded cross-section was measured to vary from

σ
(Unf)
VBS-Enhanced(pp→ 4`jj)mjj bin 1 = 0.342± 0.073 (stat.)± 0.041 (syst.) fb

in the first bin (300 GeV < mjj < 400 GeV) down to

σ
(Unf)
VBS-Enhanced(pp→ 4`jj)mjj bin 5 = 0.254± 0.064 (stat.)± 0.028 (syst.) fb

in the last bin (1.08 TeV < mjj < 3.28 TeV). The latter represents one of the
bins most sensitive to the EW production, with a purity of about 40%. The
unfolded cross-sections were compared with state-of-the-art particle-level predic-
tions, showing a reasonable agreement considering the large uncertainties. Several
MC generators were employed to compare different modelling of the processes.
LO predictions of the EW production obtained from MG5+PY8 yielded very
close results to NLO ones produced with POWHEG+PY8, resulting in negligible
differences in the measured cross-sections. Differently, the modelling of strong
4`jj production provided respectively by SHERPA and MG5_NLO+PY8 showed
significant differences among all the measured distributions. Overall, the SHERPA

sample was found to better describe the unfolded data, while MG5_NLO+PY8
typically underestimates it. A possible cause for the discrepancy was attributed to
the different modelling of high-multiplicity jet final states. In MG5_NLO+PY8,
the additional partonic emission beyond one final-state jet is controlled only by
the parton shower. At the same time, SHERPA has LO-accurate matrix elements
for up to 3 jets in the final state.

The measured cross-sections were also used to search for New Physics con-
tributions in the form of anomalous weak boson self-interactions. A model-
independent EFT approach was used to constrain the couplings of dimension-6
and dimension-8 operators through a simultaneous profile-likelihood fit to the
combined mjj and m4` unfolded distributions. A total of six operators in the
Warsaw basis (dimension-6) and eight operators of the Eboli model (dimension-8)
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were tested, and their coupling was found to be consistent with zero in all cases.
The most stringent constraint was set to the dimension-8 OT,0 operator, with an
observed 95% CL limit on its Wilson coefficient equal to [−1.0, 0.97] TeV−4.

The measurement presented in this thesis is currently limited by its statistical
precision due to the rarity of the 4`jj production. The current LHC Run 3, and
the future HL-LHC phase, will offer an opportunity to collect more data on this
elusive process and further improve the precision of the measured cross-sections.
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Appendix

A.1. Additional plots of the ZZjj cross-section

measurement
This appendix contains additional plots related to the measurement of ZZjj

cross-section described in chapter 5.Figures A.1 to A.4 show the measured dis-
tribution in the VBS-Enhanced and VBS-Suppressed regions respectively for the
∆yjj, pT,jj, cos θ∗34 and pT,4 j̀j observables. Migration matrices for pT,4`, ∆φjj, ∆yjj,
pT,jj, cos θ∗12, cos θ∗34, pT,4 j̀j and ST,4 j̀j are shown in figs. A.5 to A.12. Reconstruction
efficiency, fiducial fraction, purity and stability for the above observable are also
reported infigs. A.13 to A.20. Figures A.21 to A.28 show a breakdown of the
unfolded-level uncertainties, again for the same observables mentioned before.
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Figure A.1.: Comparison of the measured ∆yjj distribution from the data (black) and the
prediction in the VBS-Enhanced (left) and VBS-Suppressed (right) regions.
The SHERPA strong 4`jj prediction is shown in red, while the MG5+PY8 EW
4`jj is in orange. The prompt and non-prompt backgrounds are illustrated
respectively in violet and pink. The total uncertainty of the prediction is
drawn with a dashed band.
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Figure A.2.: Comparison of the measured pT,jj distribution from the data (black) and the
prediction in the VBS-Enhanced (left) and VBS-Suppressed (right) regions.
The SHERPA strong 4`jj prediction is shown in red, while the MG5+PY8 EW
4`jj is in orange. The prompt and non-prompt backgrounds are illustrated
respectively in violet and pink. The total uncertainty of the prediction is
drawn with a dashed band.
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Figure A.3.: Comparison of the measured cos θ∗34 distribution from the data (black) and
the prediction in the VBS-Enhanced (left) and VBS-Suppressed (right) regions.
The SHERPA strong 4`jj prediction is shown in red, while the MG5+PY8 EW
4`jj is in orange. The prompt and non-prompt backgrounds are illustrated
respectively in violet and pink. The total uncertainty of the prediction is
drawn with a dashed band.
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Figure A.4.: Comparison of the measured pT,4 j̀j distribution from the data (black) and the
prediction in the VBS-Enhanced (left) and VBS-Suppressed (right) regions.
The SHERPA strong 4`jj prediction is shown in red, while the MG5+PY8 EW
4`jj is in orange. The prompt and non-prompt backgrounds are illustrated
respectively in violet and pink. The total uncertainty of the prediction is
drawn with a dashed band.
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Figure A.5.: Migration matrices for pT,4` in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions. The bin values are normalized to the number of events in
each truth bin.
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Figure A.6.: Migration matrices for ∆φjj in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions. The bin values are normalized to the number of events in
each truth bin.
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Figure A.7.: Migration matrices for ∆yjj in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions. The bin values are normalized to the number of events in
each truth bin.
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Figure A.8.: Migration matrices for pT,jj in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions. The bin values are normalized to the number of events in
each truth bin.
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Figure A.9.: Migration matrices for cos θ∗12 in the VBS-Suppressed (left) and VBS-
Enhanced (right) regions. The bin values are normalized to the number
of events in each truth bin.
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Figure A.10.: Migration matrices for cos θ∗34 in the VBS-Suppressed (left) and VBS-
Enhanced (right) regions. The bin values are normalized to the number of
events in each truth bin.
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Figure A.11.: Migration matrices for pT,4 j̀j in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions. The bin values are normalized to the number of events in
each truth bin.
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Figure A.12.: Migration matrices for ST,4 j̀j in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions. The bin values are normalized to the number of events in
each truth bin.
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Figure A.13.: Reconstruction efficiency (red), fiducial fraction (yellow), purity (blue) and
stability (green) for pT,4` in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions.
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Figure A.14.: Reconstruction efficiency (red), fiducial fraction (yellow), purity (blue) and
stability (green) for ∆φjj in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions.
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Figure A.15.: Reconstruction efficiency (red), fiducial fraction (yellow), purity (blue) and
stability (green) for ∆yjj in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions.
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Figure A.16.: Reconstruction efficiency (red), fiducial fraction (yellow), purity (blue) and
stability (green) for pT,jj in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions.
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Figure A.17.: Reconstruction efficiency (red), fiducial fraction (yellow), purity (blue) and
stability (green) for cos θ∗12 in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions.
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Figure A.18.: Reconstruction efficiency (red), fiducial fraction (yellow), purity (blue) and
stability (green) for cos θ∗34 in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions.
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Figure A.19.: Reconstruction efficiency (red), fiducial fraction (yellow), purity (blue) and
stability (green) for pT,4 j̀j in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions.
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Figure A.20.: Reconstruction efficiency (red), fiducial fraction (yellow), purity (blue) and
stability (green) for ST,4 j̀j in the VBS-Suppressed (left) and VBS-Enhanced
(right) regions.
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Figure A.21.: Different sources of uncertainties at unfolded-level as a function of pT,4`
in the VBS-Suppressed (left) and VBS-Enhanced (right) regions. The total
uncertainty is depicted with a continuous black line, while the statistical
uncertainty is shown with a dashed line. The different colours represent
the various sources of systematic uncertainties. The plots correspond to the
unfolded values after two iterations.
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Figure A.22.: Different sources of uncertainties at unfolded-level as a function of ∆φjj
in the VBS-Suppressed (left) and VBS-Enhanced (right) regions. The total
uncertainty is depicted with a continuous black line, while the statistical
uncertainty is shown with a dashed line. The different colours represent
the various sources of systematic uncertainties. The plots correspond to the
unfolded values after two iterations.
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Figure A.23.: Different sources of uncertainties at unfolded-level as a function of ∆yjj
in the VBS-Suppressed (left) and VBS-Enhanced (right) regions. The total
uncertainty is depicted with a continuous black line, while the statistical
uncertainty is shown with a dashed line. The different colours represent
the various sources of systematic uncertainties. The plots correspond to the
unfolded values after two iterations.
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Figure A.24.: Different sources of uncertainties at unfolded-level as a function of pT,jj
in the VBS-Suppressed (left) and VBS-Enhanced (right) regions. The total
uncertainty is depicted with a continuous black line, while the statistical
uncertainty is shown with a dashed line. The different colours represent
the various sources of systematic uncertainties. The plots correspond to the
unfolded values after two iterations.
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Figure A.25.: Different sources of uncertainties at unfolded-level as a function of cos θ∗12
in the VBS-Suppressed (left) and VBS-Enhanced (right) regions. The total
uncertainty is depicted with a continuous black line, while the statistical
uncertainty is shown with a dashed line. The different colours represent
the various sources of systematic uncertainties. The plots correspond to the
unfolded values after two iterations.
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Figure A.26.: Different sources of uncertainties at unfolded-level as a function of cos θ∗34
in the VBS-Suppressed (left) and VBS-Enhanced (right) regions. The total
uncertainty is depicted with a continuous black line, while the statistical
uncertainty is shown with a dashed line. The different colours represent
the various sources of systematic uncertainties. The plots correspond to the
unfolded values after two iterations.
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Figure A.27.: Different sources of uncertainties at unfolded-level as a function of pT,4 j̀j
in the VBS-Suppressed (left) and VBS-Enhanced (right) regions. The total
uncertainty is depicted with a continuous black line, while the statistical
uncertainty is shown with a dashed line. The different colours represent
the various sources of systematic uncertainties. The plots correspond to the
unfolded values after three iterations.
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Figure A.28.: Different sources of uncertainties at unfolded-level as a function of ST,4 j̀j
in the VBS-Suppressed (left) and VBS-Enhanced (right) regions. The total
uncertainty is depicted with a continuous black line, while the statistical
uncertainty is shown with a dashed line. The different colours represent
the various sources of systematic uncertainties. The plots correspond to the
unfolded values after two iterations.
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[243] B. Grzadkowski, M. Iskrzyński, M. Misiak, and J. Rosiek, Dimension-six
terms in the Standard Model Lagrangian, Journal of High Energy Physics 2010
(2010), URL: https://doi.org/10.1007%2Fjhep10%282010%29085 (cit. on
p. 180).

[244] Ilaria Brivio, Yun Jiang, and Michael Trott, The SMEFTsim package, theory
and tools, Journal of High Energy Physics 2017 (2017), URL: https://doi.
org/10.1007%2Fjhep12%282017%29070 (cit. on p. 180).

[245] Christian Bierlich et al., Robust Independent Validation of Experiment and
Theory: Rivet version 3, SciPost Physics 8 (2020), URL: https://doi.org/10.
21468%2Fscipostphys.8.2.026 (cit. on p. 180).

[246] Gary J. Feldman and Robert D. Cousins, Unified approach to the classical
statistical analysis of small signals, Physical Review D 57 (1998) 3873, URL:
https://doi.org/10.1103%2Fphysrevd.57.3873 (cit. on p. 181).

[247] ATLAS Collaboration, Differential cross-section measurements for the elec-
troweak production of dijets in association with a Z boson in proton–proton
collisions at ATLAS, The European Physical Journal C 81 (2021) 163, URL:
https://doi.org/10.1140/epjc/s10052-020-08734-w (cit. on pp. 181,
183).

[248] S. S. Wilks, The Large-Sample Distribution of the Likelihood Ratio for Testing
Composite Hypotheses, The Annals of Mathematical Statistics 9 (1938) 60,
URL: https://doi.org/10.1214/aoms/1177732360 (cit. on p. 182).

[249] ATLAS Collaboration, Measurement of fiducial and differential W+W− pro-
duction cross-sections at

√
s = 13 TeV with the ATLAS detector, The European

Physical Journal C 79 (2019), URL: https://doi.org/10.1140%2Fepjc%
2Fs10052-019-7371-6 (cit. on p. 183).

https://cds.cern.ch/record/155846
https://cds.cern.ch/record/155846
https://cds.cern.ch/record/2759945
https://doi.org/10.5281/zenodo.2641996
https://doi.org/10.5281/zenodo.2641996
http://dx.doi.org/10.1007/jhep10(2010)085
http://dx.doi.org/10.1007/jhep10(2010)085
https://doi.org/10.1007%2Fjhep10%282010%29085
http://dx.doi.org/10.1007/jhep12(2017)070
https://doi.org/10.1007%2Fjhep12%282017%29070
https://doi.org/10.1007%2Fjhep12%282017%29070
http://dx.doi.org/10.21468/scipostphys.8.2.026
https://doi.org/10.21468%2Fscipostphys.8.2.026
https://doi.org/10.21468%2Fscipostphys.8.2.026
http://dx.doi.org/10.1103/physrevd.57.3873
https://doi.org/10.1103%2Fphysrevd.57.3873
http://dx.doi.org/10.1140/epjc/s10052-020-08734-w
https://doi.org/10.1140/epjc/s10052-020-08734-w
http://dx.doi.org/10.1214/aoms/1177732360
https://doi.org/10.1214/aoms/1177732360
http://dx.doi.org/10.1140/epjc/s10052-019-7371-6
http://dx.doi.org/10.1140/epjc/s10052-019-7371-6
https://doi.org/10.1140%2Fepjc%2Fs10052-019-7371-6
https://doi.org/10.1140%2Fepjc%2Fs10052-019-7371-6


Bibliography 235

[250] ATLAS collaboration, Measurements of W+W−+ ≥ 1 jet production cross-
sections in pp collisions at

√
s = 13 TeV with the ATLAS detector, JHEP 06

(2021) 003, arXiv: 2103.10319 [hep-ex] (cit. on p. 183).

[251] CMS Collaboration, Measurement of the inclusive and differential WZ pro-
duction cross sections, polarization angles, and triple gauge couplings in pp
collisions at

√
s = 13 TeV, Journal of High Energy Physics 2022 (2022), URL:

https://doi.org/10.1007%2Fjhep07%282022%29032 (cit. on p. 183).

[252] CMS Collaboration, Measurement of W±γ differential cross sections in proton-
proton collisions at

√
s = 13 TeV and effective field theory constraints, Phys.

Rev. D 105 (5 2022) 052003, URL: https://link.aps.org/doi/10.1103/
PhysRevD.105.052003 (cit. on p. 183).

http://dx.doi.org/10.1007/JHEP06(2021)003
http://dx.doi.org/10.1007/JHEP06(2021)003
https://arxiv.org/abs/2103.10319
http://dx.doi.org/10.1007/jhep07(2022)032
https://doi.org/10.1007%2Fjhep07%282022%29032
http://dx.doi.org/10.1103/PhysRevD.105.052003
http://dx.doi.org/10.1103/PhysRevD.105.052003
https://link.aps.org/doi/10.1103/PhysRevD.105.052003
https://link.aps.org/doi/10.1103/PhysRevD.105.052003

	List of figures
	List of tables
	List of acronyms
	Abstract
	Declaration
	Copyright
	Acknowledgements
	Preface
	Introduction
	Theory
	Formalism
	The Standard Model
	Quantum Electrodynamics
	Quantum Chromodynamics
	Electroweak interactions and unification
	Electroweak symmetry breaking
	The SM Lagrangian
	SM limitations and beyond

	Physics of Hadron Colliders
	Parton Distribution Functions
	Matrix elements and cross-sections

	Physics modelling and event simulation
	Parton shower
	Hadronisation
	Matching and merging
	Monte Carlo event generators

	Jet reconstruction

	The ATLAS experiment
	The Large Hadron Collider
	The ATLAS detector
	Coordinate system
	Inner Detector
	Electromagnetic and Hadronic Calorimeters
	Muon spectrometer
	Trigger and Data Acquisition system
	Luminosity detector

	Object reconstruction in ATLAS
	Tracks and vertices
	Electrons and photons
	Muons
	Jets
	Taus
	Missing transverse momentum

	Simulation of the ATLAS detector

	Thermal characterisation of ITk Pixel Outer Endcaps local supports
	ITk Pixel upgrade
	Local supports and thermal requirements
	Thermal characterisation measurement
	Experimental set-up and measurement procedure
	Experimental setup
	Calibration
	Reference system

	Analysis framework
	Shape recognition
	Timing measurement
	Temperature profiles and fitting
	Evaluation of the results and identification of defects


	Measurements with prototypes
	Prototype L3.5
	Prototype L3.4
	Prototype L2.1
	Comparison with TFM measurements

	Towards production of the local supports

	Differential cross-section of ZZ+jj production at s=13 TeV
	Introduction
	Data and MC simulation
	Analysis definition and event selection
	Object reconstruction and identification
	Event selection
	Signal regions and measured observables

	Measured distributions
	Backgrounds
	Unfolding
	Fiducial phase space
	Iterative Bayesian unfolding
	Regularisation of the unfolding procedure
	Unfolding validation

	Bootstrap and statistical correlation
	Systematic uncertainties
	Theoretical uncertainties
	Experimental systematics
	Unfolding systematics
	Breakdown of the uncertainties

	Unfolded differential cross-sections
	EFT interpretation

	Conclusions
	Appendix
	Additional plots of the ZZjj cross-section measurement


