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Abstract

Dielectric wakefield accelerators (DWAs) have been experimentally shown to accelerate 
electron bunches with gradients orders of magnitude larger than using conventional RF-
based particle accelerators. DWAs have future and present applications, as a potential 
future replacement technology for high-energy electron accelerators, and as compact 
passive devices for beam manipulation and bunch diagnostics. This thesis presents 
experimental and simulation studies of these applications. Experimental results are 
presented, carried out by the author and collaborators at the CLARA/VELA facility at 
Daresbury Laboratory, providing measurements of longitudinal and transverse fields 
excited by electron beams propagating in planar and circular dielectric lined waveguides 
(DLWs). The use of transversely shaped beams to suppress instabilities in DWAs were 
investigated and the transverse fields with this scheme are evaluated.

An efficient simulation framework, DiWaCAT, for modelling the wakefields inside DLWs 
has been developed and benchmarked against commercial software and experimental 
results. DiWaCAT was used for simulations of the high-charge and high-momentum 
beams required for a future accelerator based on DWA. Transverse instabilities were 
investigated in this regime and methods for suppression presented and analysed.

DLWs as passive diagnostic devices are of increasing interest at accelerator facilities. A 
dielectric wakefield streaker for longitudinal bunch diagnostic has been explored and the 
performance evaluated for two beam regimes. The work presented provides a potential 
operating window for a dielectric wakefield streaker, extending the range of facilities 
where the passive diagnostic could be used.
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Chapter 1

Introduction

1.1 Particle Accelerators

Particle accelerators exist for the purpose of delivering charged particle beams to a 
target location, serving the primary objectives of the given machine. In applications 
utilising charged particles produced by accelerators, the primary processes involve 
either the collision of the particles delivered by the accelerator, their delivery onto a 
target to generate other particles (e.g., neutrons or short-lived charged particles), or the 
production of photons through a radiation process.

Low and medium energy particle accelerators have applications in a wide range of fields. 
Industrial applications include material processing with electrons and the provision of 
x-rays for imaging (such as used in cargo scanning). Medical applications of particle 
accelerators utilise both direct particle beams and radiation sources, for imaging and 
radiotherapy. Radiotherapy treatments include radiation sources and the delivery of 
particles (electrons, protons, or other hadrons) onto a target region. Uses of high energy 
accelerators include particle colliders for high energy physics (HEP) and light sources 
(synchrotron radiation sources and free electron lasers (FELs)). Such light sources can 
image the fine detail of structures, with uses in physics, medicine, biological sciences, 
chemistry, and more [1].

The size of a linear accelerator (linac) is primarily determined by the accelerating gradient 
of the field used to accelerate the charged particles. In conventional accelerators, this 
field is generated by driving RF electromagnetic (EM) waves in metallic cavities. These 
cavities, operating at frequencies from tens of MHz to ≈ 10 GHz can typically achieve 
accelerating gradients up to 100 MV/m, limited by breakdown effects at cavity surfaces.

Cutting-edge conventional technologies are seen in proposed colliders for HEP ap-
plications. Two examples of proposed colliders operating at the highest accelerating 
gradients possible with RF cavities are the International Linear Collider (ILC), based 
on superconducting RF-cavities, and The Compact Linear Collider (CLIC), based on 
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novel normal-conducting RF cavities.

The ILC is designed to use superconducting RF cavities, operating at 2 K, to achieve 
an an average accelerating gradient of 20-40 MV/m. At this accelerating gradient, 
including other beam optics and diagnostics, to achieve a centre-of-mass energy of 
250-500 GeV the total length of the accelerator is designed to be 31 km (i.e. 15.5 km 
per electron/positron branch). At the time of writing, the construction of the ILC has 
not been realised. The primary reason for this is the significant cost associated with 
building and operating such a large-scale facility. Estimates for the cost of the ILC 
range from $5.5 billion (excluding labour) [2] to $25 billion [3]. Accelerators designed 
for non-HEP purposes operate at smaller scales, but they still possess significant size 
and cost considerations. This limitation restricts the number of facilities that can be 
constructed, whether it pertains to the number of energy frontier accelerators globally 
or the availability of medical linacs for treatment within a specific country.

CLIC is a proposed 𝑒+ − 𝑒− collider using normal conducting RF cavities. In order 
to achieve high accelerating gradients in normal conducting cavities, whilst avoiding 
heat dissipation in the cavity walls, normal conducting structures must operate with 
short pulsed power [4]. CLIC is designed to use a two-beam acceleration system; a 
high current, low energy drive bunch generates short RF pulses, transferred via a series 
of waveguides to the main RF cavity. These cavities are designed to operate with an 
RF frequency of 12 GHz and accelerating gradients between 72 and 100 MV/m [5]. 
To achieve centre-of-mass energies of 380 MeV for the first phase of operation, CLIC 
would have a total length of 11 km [5].

Both of these machines require large infrastructure for operation. Any future upgrades 
to these machines with the same accelerating gradient will linearly increase the size 
of the accelerator. In order to reduce the size of accelerators, it becomes necessary to 
employ acceleration techniques capable of achieving higher accelerating gradients. The 
objective of shrinking accelerator sizes is relevant regardless of whether the goal is to 
produce beams comparable to those produced by large laboratory facilities, achieve 
table-top scale accelerators, or accelerate beams towards the energy frontier.

1.2 High-Gradient Accelerators

1.2.1 The Need for Smaller and Higher Energy Accelerators

The infrastructure required for accelerators at the energy frontier limits the number 
of facilities that can host such a machine. Similarly, the size and cost of medium and 
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low-energy accelerators limits the number of such machines that can be built in a country 
or region. Therefore, technology to limit the size and/or cost of accelerators increases 
the accessibility of accelerator-based science and applications.

Producing higher energy beams with conventional RF-based acceleration methods 
requires increasing the acceleration length since the acceleration gradient is limited by 
breakdown effects in conventional cavity resonator based structures. To overcome this 
limitation, novel acceleration methods have been proposed to achieve higher accelerating 
gradients. Rather than conventional metallic cavities, novel acceleration methods include 
exciting fields inside plasma or dielectric-lined structures. These fields can be driven by 
a charged particle beam or a high-powered laser.

International effort and collaborations has been focused on determining the future 
direction of accelerator research. For example, the update to the European Strategy for 
Particle Physics addressed the larger questions around HEP research and determined 
the main focus of the community [6]. Two areas of high-priority research were outlined. 
The first was the building of an accelerator with existing technology at the current energy 
frontier (multiple TeV electrons or a hadron collider with centre-of-mass energy at least 
100 TeV). The second related to the need for ‘novel’ accelerator technology, specifically:

“technologies under consideration include high-field magnets, high-temperature 
superconductors, plasma wakefield acceleration and other high-gradient ac-
celerating structures, bright muon beams, energy recovery linacs”

[6]. A similar process was completed by the US HEP community through the Snowmass 
exercise [7]. In this review, a larger focus was placed on the physics goals of future 
experiments. The executive summary highlighted advanced accelerator concepts as a 
priority for the accelerator community, specifically mentioning plasma and structure-
based wakefield acceleration as research topics of interest. A more detailed review 
of accelerator physics within the Snowmass exercise is given in [8]. Wider reviews, 
including those conducted at the national level, play a crucial role in setting the agenda 
and goals for individual institutions; one such example being the ‘STFC Strategic 
Framework for Future Accelerator Science and Technology Development’ for UK funded 
research [9]. Within this framework, the European Strategy is referred to as providing 
the wider strategic landscape within which the UK accelerator community fits. The 
need for novel acceleration techniques is listed within the key theme of aligning future 
research with future infrastructure needs. In this context, plasma and dielectric wakefield 
accelerators are named as priority technology areas to explore and develop [9].
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1.2.2 Requirements for Novel Acceleration Methods

International collaborations, such as the ALEGRO and Snowmass exercises [8][10], 
have identified challenges the community must address for the realisation of high-
gradient acceleration technologies. No novel acceleration method has demonstrated the 
beam quality and reproducibility required for a future high energy accelerator facility. 
Consequently, research efforts are directed towards generating high-brightness beams 
and optimising novel acceleration techniques to fulfill these requirements.

Near-term applications of novel acceleration methods have been explored by the commu-
nity. An accelerator technology must be demonstrated to produce particle beams that are 
suitable for specific external user experiments before it can be considered for high-energy 
facilities [11]. As such, a likely candidate for a demonstrator is an FEL facility, allowing 
for the demonstration of beam reproducibility and the ability to deliver beam parameters 
suitable for external user experiments. The most developed of these is EuPRAXIA, 
which will act as an FEL facility based in plasma wakefield acceleration [12]. An FEL 
facility has also been proposed based on structure-wakefield acceleration at the Argonne 
Wakefield Accelerator facility, providing multiple beamlines for applications including 
medical imaging [13]. An FEL based on these technologies could also be used as an 
‘energy booster’ for an existing facility, providing a higher energy upgrade without the 
need for significant infrastructure and reduced ongoing power demands.

Applications of novel acceleration techniques for beam manipulation have been devel-
oped in recent years. Examples include the removal of longitudinally correlated energy 
spread (chirp) from a beam [14][15] and the excitation of a longitudinally varying kick 
to reconstruct the longitudinal bunch profile, commonly referred to as streaking and the 
device as a streaker [16]. A streaker is an example of a passive device (i.e. no power 
requirement) that is able to replace a diagnostic requiring an RF power supply (namely 
a transverse deflecting cavity).

1.3 Structure of Thesis

The work presented in this thesis can be broadly divided into three parts. The first part 
focuses on dielectric wakefield acceleration (DWA) and the methods used to calculate 
and simulate the fields in DWAs. Chapter 2 provides an overview of novel acceleration 
techniques, with a specific focus on DWA. In this Chapter, the active research areas 
will be identified, providing motivation for the work in this thesis. In Chapter 3, the 
background of theoretical calculations of electromagnetic (EM) fields within dielectric 
lined waveguides (DLWs) is discussed. Furthermore, Chapter 4 describes a simula-
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tion framework designed to calculate wakefields produced in DWAs. The simulation 
framework presented in Chapter 4 serves as the foundation for the results presented in 
subsequent chapters of the thesis.

The second part of the thesis centers around the study of transverse dynamics in DWAs 
and their practical application in accelerator design. Experimental studies were con-
ducted at the CLARA/VELA facility at Daresbury Laboratory, and the setup of the 
machine during the experiments is detailed in Chapter 5. Results from experiments are 
presented in Chapter 6. These experiments were performed with a lower energy electron 
beam than required with a future DWA, allowing for study of the transverse fields in 
detail. The chapter describes the 3D fields within an adjustable gap planar DLW and a 
circular DLW, comparing the two structure geometries. In Chapter 7, the conclusions 
drawn from the previous chapter are tested through simulations using beam parameters 
representative of a future DWA designed for high-gradient acceleration. This chapter ex-
plores potential schemes for stable long-distance DWA, including the use of transversely 
shaped (elliptical) bunches and alternating planar DLW orientations. The preservation 
of beam quality throughout the DWA stage and the evaluation of beam-breakup (BBU) 
effects causing instabilities in DWAs are also discussed. The simulation study in this 
part utilises beam parameters achievable with current technology, capable of exciting 
accelerating gradients of approximately 100 MV/m, as required for future ‘practical’ 
applications.

The final part of the thesis, Chapter 8, investigates the feasibility of a passive dielectric 
streaker for longitudinal bunch diagnostics. The geometry and layout of the streaker are 
optimised for improved resolution, and a comprehensive simulation study is conducted 
for two distinct types of beams and facilities. These parameter spaces include an medium-
energy electron test facility requiring a variety of beam profiles, as well as facilities 
that demand the measurement of ultra-short (fs-scale) high-energy bunches, such as 
free-electron laser (FEL) facilities or accelerators based on other novel techniques such 
as laser wakefield acceleration (LWFA).
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Chapter 2

Concepts and Technologies for Future 

Accelerators

2.1 Novel Acceleration Concepts

In line with the requirements of future accelerators, a number of ‘novel’ techniques 
have been proposed for accelerating charged particle bunches. These techniques include 
structure-based wakefield accelerators and plasma-based wakefield accelerators. The 
accelerating fields in both of these wakefield accelerators can be beam-driven or laser-
driven. Beam-driven methods require the production of a high-energy particle beam from 
which energy can be extracted. Therefore, the total size of a beam-driven accelerator 
also includes a facility to generate the driving bunch.

The following section provides a brief overview of each concept in turn, including 
significant experimental results towards the realisation of practical uses of each scheme.

2.1.1 Plasma-based Acceleration

Plasma can be described as an electrically neutral ‘sea’ of charged particles, as shown in 
Figure 2.1(a). Ions (positively charged) and electrons (negatively charged) independently 
exhibit collective motion when an external force is applied. Due to a lower mass, the 
electron collective motion occurs over shorter time frames than ion motion [17].

An external EM field can penetrate through a plasma, providing the frequency of the field 
is sufficiently high. This field causes a perturbation in electron and ion densities, with 
the plasma returning to the stable state once the field is removed. Due to the inertia of 
the particles, the collective motion will oscillate about the equilibrium position until the 
stable state is restored. Plasma wakefield acceleration utilises perturbations in electron 
density to generate strong EM fields. The perturbation can be driven by either the 
Coulomb field of an energetic charged particle bunch or the ponderomotive force driven 
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(a) Plasma with no beam/laser interaction.

(b) Accelerating regime with drive beam/laser on the right and main/witness bunch 
on the left.

Figure 2.1. Plasma consisting of positive ions (red) and electrons (blue) with and without beam/laser 
interaction.

by an intense laser beam. With a strong enough perturbation, a non-linear response is 
induced in the plasma [18]. As illustrated in Figure 2.1(b), oscillatory motion produces 
a bubble-like wake in which a main/trailing bunch can be accelerated. This main bunch 
can be externally injected into the plasma, as if the case with the driving beam/laser, or 
plasma electron trapped/self-injected into the wakefield. Whilst shown in the bubble 
behind the drive bunch, this as a visual aid and the drive and main bunch are often in 
the same bubble.

The maximum accelerating gradient in the blowout-regime, a highly non-linear regime 
where all electrons are expelled from a region in the plasma, is given by 

𝐸0
𝑧 =

𝑚𝑒𝑐𝜔𝑝

𝑒
≈ 96√𝑛0[cm−3][V/m], (2.1)
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where 𝑚𝑒 is the electron mass, 𝑒 is the charge of an electron, 𝑐 is the speed of light in 
vacuum, 𝑛0 is the unperturbed electron density, and 𝜔𝑝 is the plasma frequency defined 
by 

𝜔𝑝 = √ 𝑒2𝑛0
𝜀0𝑚𝑒

, (2.2)

where 𝜀0 is the permitivity of vacuum [19]. A plasma density 𝑛0 ∼ 1017 cm−3, as 
suggested for future applications in [10], gives a maximum accelerating field ∼ 30 GV/m: 
orders of magnitude larger than can be achieved in conventional cavity resonator-based 
accelerators.

High accelerating fields do not cause breakdown of the plasma; in plasma accelerators 
the field strength is limited by the breakdown of the wave (rather than plasma), at 
which point electrons from the initial plasma are injected into the bubble, loading the 
accelerating field and reducing the efficiency of overall acceleration [20]. This feature 
also means that an electron bunch can be trapped and then accelerated within the plasma 
itself; self-injected electron bunches are typically only considered for laser-driven plasma 
wakefield acceleration.

The length of the accelerating phase in plasma wakefield accelerators, and thus the max-
imum length of the main beam bunch, is typically given by half the plasma wavelength, 
𝜆𝑝, which in the linear regime is given by 

𝜆𝑝 = 2𝜋𝑐
𝜔𝑝

≈ 3.3 × 104

√𝑛𝑜[cm−3]
[m] (2.3)

[21]. Taking the example of a plasma density 𝑛0 ∼ 1017 cm−3, the maximum bunch 
length would be less than 15 fs. Therefore, plasma schemes are attractive for the 
production of ultra-short bunches. However, it is important to note that in plasma 
wakefield accelerators, the non-linear and high-frequency nature of the accelerating 
fields can result in large energy spreads [22]. Work to mitigate large energy spreads 
includes shaping driving bunches and/or plasma staging to shape the wakefield in such 
a way to minimise energy spread [23][24][25].

Laser Wakefield Acceleration (LWFA)

Plasma wakefield accelerators were initially proposed as a method for bunch generation 
and acceleration, utilising an intense laser beam to trap and accelerate an electron 
bunch [26]. The plasma wave is excited by the laser ponderomotive force, i.e. the 
radiation pressure exerted by the EM density gradient in the laser pulse. For maximal 
efficiency, the laser pulse length should be approximately half the plasma wavelength 
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[26]. Proper matching of the laser pulse length to the plasma wavelength is crucial for 
maximising the energy gain and overall performance of the plasma wakefield accelerator. 
Achieving these pulse lengths was a limiting factor in the early years of LWFA research. 
To compensate, multiple laser pulses were used, timed such that the individual wakes 
amplify. So called plasma beatwave acceleration was first experimentally demonstrated 
in 1992 [27], with a 700 MV/m accelerating gradient measured from externally injected 
electrons. The development of chirped-pulse amplification technology allowed for 
compact laser pulses with intensity and pulse length required for LWFA [28].

Acceleration with GV/m gradients has been measured over multiple cm of plasma. 
In 2014, a team at BELLA accelerated a 6 pC electron bunch over 9 cm with an 
average gradient of 46 GV/m [29]. The total energy gain achievable in single-stage 
LWFA is limited by depletion in laser quality, laser dephasing, and diffraction. Staging 
acceleration over multiple plasma sources can mitigate for this effect. Staged LWFA, 
using two plasma sources was demonstrated at BELLA in 2016; an electron beam with 
a central energy of 120 MeV energy was generated from a gas-jet target followed by a 
maximum energy gain of 100 MeV through a discharge capillary [30]. A guided laser 
beam can also allow for acceleration over longer distances; in 2019 acceleration of 
8 GeV over 20 cm was demonstrated [31].

Naturally, positrons cannot be accelerated through self-injection and require external 
injection. In the case of externally injected bunches, the physics involved is charge 
asymmetric. At the end of a plasma bubble the field focuses an electron bunch but would 
instead defocus a positron bunch. Consequently, the position within the bubble for the 
injection of electron and positron bunches must be individually considered.

In LWFA schemes, the pulse repetition rates are constrained by the repetition rate of the 
high-energy laser pulses that are necessary to drive fields. To achieve higher repetition 
rates in the kHz and MHz range, advancements in laser technology are needed [10]. 
Alternatively, laser beatwave acceleration techniques could be used at these frequencies 
due to lower laser power requirements.

Beam-Driven Plasma Wakefield Acceleration (PWFA)

There are two schemes proposed for PWFA, electron-driven and proton-driven wake-
fields. With the electron-driven case, as first proposed in 1985 [32], the Coulomb field 
of the electrons expel plasma electrons which then return to the equilibrium position, 
overshooting and producing the oscillating ‘bubble’ when in the non-linear regime. The 
proton-driven case uses the same principle and first proposed in 2009 [33], however the 
plasma electrons are attracted to the beam, overshooting the equilibrium position and 
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producing the characteristic ‘bubble’.

PWFA regimes do not suffer from the dephasing effect seen with LWFA over typical 
accelerating distances due to the relativistic drive beam energy [34][35]. By tuning the 
plasma and beam parameters, the transverse wakefields produced by the plasma can 
keep the beam focused over long distances [36]. Thus, PWFA experiments are typically 
conducted over m-scale lengths rather than the cm-scale typical of LWFA.

Electron-driven PWFA was experimentally demonstrated at the Argonne Advanced 
Accelerator Test Facility (AATF) in 1988 with a maximum field of 1.6 MV/m measured, 
matching theoretical expectations [37]. The high gradients promised by PWFA have been 
demonstrated, with energy doubling of the tail (from 42 to 84 GeV) with ∼ 52 GV/m 
gradient measured [38]. This experiment demonstrated high gradients with the caveats of 
large energy spread. Recent experiments have demonstrated the effect of beam loading, 
i.e. shaping the drive bunch can flatten the accelerating wakefield, reducing energy 
spread (with average variation in wakefield reduced by 40% compared to a Gaussian 
profile) with the caveat of slightly reduced accelerating gradients [25]. Energy spread 
has also been shown to be minimised by setting the correlated energy spread (chirp) 
such as to match the inverse of the energy spread added by the plasma wakefield [24].

Proton-driven PWFA has the potential to use high energy and high charge proton accel-
erators to accelerate electrons/positrons to the energy frontier. Using beam parameters 
from the SPS beamline at CERN, simulation studies showed electron bunches accelerated 
with GV/m gradients [39]. The AWAKE experiment at CERN acts as proof-of-principle 
for proton-driven PWFA HEP applications, using proton beams delivered from the 
SPS beamline [40]. Bunches delivered by SPS have typical RMS bunch lengths of 
7 cm after compression, longer than the approximate 100 µm length, approximately 
equal to the plasma wavelength, required to effectively drive the Rb-plasma used for 
AWAKE. Self-modulation instability (i.e. the self-induced transverse wakefields in the 
plasma) creates microbunches of the correct length and drive wakefields in the plasma 
[41]. In future experimental runs, the self-modulation will be seeded by a preceding 
electron bunch as demonstrated in [42]. This self-modulated bunch will then be utilised 
to accelerate another electron bunch in a second plasma cell, with the aim of avoiding 
shot-to-shot variation in proton phase [43]. During Run-1 of the experiment, the proton 
self-modulation was demonstrated and electrons were accelerated through the 10 m 
long plasma cell to energies of 2 GeV [41][44]. Future aims of the AWAKE experiment 
include demonstrating the acceleration of electrons with controllable emittance, i.e. 
electrons with applicability to HEP [43].

Positron acceleration with PWFA works in the same way as electron acceleration, 
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with the caveat that focusing fields for electrons instead defocus positron bunches. 
Positron acceleration was first demonstrated in 2003, with the tail of a positron driving 
bunch accelerated with a maximum energy gain of 80 MeV (with 56 MeV/m gradient) 
[45]. In 2015, at FACET, 120-200 pC positron bunches were accelerated to 24.5-
26 GeV (accelerating gradient up to 5 GV/m) with 4-6% FWHM energy spread [46]. 
Proton-driven PWFA with positron bunches has been studied through simulations, with 
minisation of energy spread and emittance conservation with the use of a hollow plasma 
channel and preceding electron bunch [47].

2.1.2 Dielectric Structure Based Acceleration Schemes

Beam-Driven Dielectric Wakefield Acceleration (DWA)

Charged particle bunches travelling in a waveguide excite wakefields, defined as longitu-
dinal and transverse EM fields generated by the bunch and reflected within the waveguide 
back towards where the bunch is propagating [48]. In a metallic waveguide, such as an 
RF accelerating cavity, these wakefields are caused by cross-sectional variation in the 
cavity surface. Wakefields are typically an inconvenience and cause beam instability.

Structure-based wakefield devices utilise the wakefields generated by charged particles 
in a waveguide to produce high-gradient accelerating fields for a secondary main bunch. 
Typical schemes utilise either circular/cylindrical or planar/slab dielectric lined waveg-
uides (DLWs). A schematic of the Couloumb fields generated by relativistic charged 
particles is shown in Figure 2.2. A wavefront is formed perpendicular to the source 
particle by the superposition of the individual spherical EM field potentials. The electric 
field profile can be derived from the Liénard-Wiechert potentials or with a Lorentz 
transformation of the Coulomb field [49]. The velocity of a relativistic charged particle, 
and therefore the group velocity of the wavefront, is greater than the local speed of 
light in a dielectric material. This condition satisfies the the criteria for the generation 
of Cherenkov radiation [50]. As shown in Figure 2.3, inside a DLW the wavefront is 
refracted, and reflected back into the vacuum channel behind the drive bunch. Once 
the reflected wave returns to the vacuum channel, the field within the vacuum chamber 
oscillates with accelerating and decelerating phases. The generation of Cherenkov 
radiation by the charged particle decelerates the drive bunch and leads to short-range 
‘self-fields’ between Cherenkov wavefronts.

The fields scale with drive bunch charge, leading to typical proposed DWA schemes 
consisting of a high-charge (typically ∼nC) drive bunch accelerating a short lower 
charge main bunch [51]. DLW structures have been shown to sustain fields orders of 
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magnitude larger than RF structures. Maximum fields of 13 GV/m were measured at 
the surface of a fused silica DLW (with maximum on-axis field of 5 GV/m) [52]. The 
presence of such high fields leads to the observation of non-linear effects. However, 
it has been observed that a linear response can be maintained up to 850 MV/m [53]. 
The durability of dielectric materials at high repetition rates (>100 Hz) has not been 
investigated, with potential issues being charging of dielectric from beam losses within 
structures or damage from high fields over time.

Proof-of-concept experiments have been conducted with and without a witness bunch 
for acceleration. The first experimental demonstration of DWA was conducted in 1988 
at AATF [54], using cylindrical DLWs with radius 6 mm and 6 mm dielectric thickness. 
In this study the longitudinal fields excited by a 2 nC, 30 ps long driver were mapped for 
three dielectrics using a variable delay witness bunch. Relatively low accelerating fields 
(0.25 MV/m) were measured, however it was noted by the authors that the transverse 
stability was improved compared to comparable PWFA experiments by a number of the 
same authors [37].

In 2016, using a shorter (200 to 500 fs total length) driving bunch and smaller struc-
ture (150 µm inner radius), a witness electron bunch was accelerated at a gradient of 
320 MV/m over 0.1 m at FACET [55]. The fields produced in DLWs exhibit charge 
symmetry, i.e. equal in magnitude and opposite sign when using electron/positron 
drive bunches, as demonstrated in [56]. Work has also been focused on increasing the 
efficiency and stability of acceleration in DWA, towards the goal of a practical DWA. 
Details of progress towards a usable DWA in given in Section 2.2.

Figure 2.2. Spherical electromagnetic potentials (black) of the Couloumb field from a relativistic 
point-like particle (red). The individual potential lines interfere constructively perpendicular to the 
particle, forming a wavefront (blue). The dielectric layer is in green and conducting surface grey.
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Figure 2.3. Schematic diagram of Cherenkov radiation in a DLW, generated by a charged drive beam 
(right-hand red disk). 1) The coulomb field generated by the drive beam produces a wavefront as in 
Figure 2.2. 2) The wavefront is refracted by the dielectric, with angle calculated from the dielectric 
relative refractive index. 3) This radiation is reflected from the conducting metal back towards the 

vacuum. 4) Radiation is refracted at the dielectric-vacuum boundary, where a trailing main/witness 
bunch can be accelerated. Processes 2-4 repeat along the waveguide in an oscillatory manner.

Laser-Driven Dielectric Wakefield Acceleration (DLA)

DLA schemes take advantage of dielectric-lined corrugated structures to excite high 
accelerating fields. A plane-wave laser pulse propagates perpendicular to the dielectric 
structure, which slows the phase velocity of the pulse. Within the corrugated dielectric 
structure, electromagnetic (EM) fields of alternating sign are generated parallel to the 
beam axis, typically with THz-scale frequencies [57]. Structures typically used for DLA 
have apertures and spacings between corrugations ∼ 0.1 − 1 µm; these dimensions need 
to be of the same order as the laser wavelength.

As with DWA, the dielectrics used for DLA are able to sustain large fields without 
breakdown effects. Longitudinal fields up to 9 GV/m have been measured with the 
UCLA Pegasus beamline, with accelerating gradients up to 1.8 GV/m [58]. Non-linear 
field effects were observed at these gradients, reducing the average accelerating field 
to 850 MeV/m, equal to the maximum sustainable electron drive field within DLWs 
reported in [53]. Laser-damage to dielectric materials is a limitation on the materials 
that can be used for DLA, with materials required to have a high damage threshold 
[59][60]. Non-relativistic bunches electrons have been accelerated with gradients up 
to 370 MV/m measured [61]. The small aperture of the structures limits bunch charge 
transportation, with 3 fC accelerated in [58]. DLA is able to be operated at much larger 
repetition rates (2.7 MHz in [62]) increasing the integrated bunch charge delivered by 
DLA. The realisation of a practical DLA accelerator will require electron sources with 
MHz repetition rates, µm-scale beam sizes, and nm-scale normalised emittance [10]. 
DLA is equally suitable for electron and positron acceleration.
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2.1.3 Alternative Structure-Based Acceleration Techniques

Beam-driven acceleration schemes have been proposed for high-gradient metallic struc-
tures. In these schemes, the wavelength of the accelerating field is determined by the 
parameters of the structure. To effectively interact with the accelerating field, the pulse 
length of the driving source needs to be sufficiently short. This ensures that the form 
factor of the bunch contains frequencies equal to the accelerating field.

Metallic Corrugated Structures

Strong wakefields are excited in metallic corrugated waveguides due to the changing 
cross-section size. The metallic structure is arranged as shown in Figure 2.4. When 
a short electron bunch propagates within such a corrugated structure, it generates a 
wakefield with a frequency determined by the structure gap, corrugation spacing, and 
corrugation depth, typically GHz-THz. The magnitude of EM fields in metallic cor-
rugated structures are limited by the same breakdown effects seen in conventional RF 
structures. Since the breakdown threshold increases with frequency, higher acceleration 
gradients can be achieved in metallic corrugated structures [63].

Figure 2.4. Schematic of a metallic corrugated waveguide with EM fields driven by a drive bunch (red). 
The drive bunch excites an EM field which oscillates in magnitude behind the drive bunch. The 
transverse cross-section can be planar, with changing structure gap (rectangular corrugations), or 

cylindrical with changing aperture (circular corrugations).

Typical corrugated structures used in accelerators have apertures ∼mm in order to excite 
frequencies in the THz range. The manufacturing tolerances for these structures are 
typically ∼10 µm [64]. The requirement for high tolerances over a large number of 
corrugations presents a manufacturing challenge for corrugated structures.

Metallic corrugated structures include closed structures and ‘two-half’/open structures. 
In two-half structures, separate corrugated top and bottom planar plates are placed in 
the beam path with a gap between them. In closed structures, the entire structure is 
sealed, forming a closed cavity with a vacuum gap inside. Two-half structures were used 
in experiments at FACET, measuring peak accelerating fields of 300 MV/m and peak 
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surface EM fields of 1.5 GV/m with a frequency of 400 GHz [65]. These fields were 
excited by a single drive bunch, in contrast to experiments with corrugated structures at 
Argonne Wakefield Accelerator (AWA) facility in [66]. Here, fields of 85 MV/m with 
a frequency of 91 GHz were excited using a train of three equal charge drive bunches. 
As with DWA, the wakefield excited is proportional to drive bunch charge and in both 
of these experiments the drive bunch charge was ≈ 2 nC. Recent experiments at AWA 
with structures fabricated by Pohang Accelerator Laboratory have shown the ability to 
manufacture closed cylindrical structures with the required tolerances. When normalised 
to drive bunch charge, fields of 35.4 MV/m/nC were excited using a train of four drive 
bunches; with simulations showing the same structure could excite 100 MV/m/nC fields 
using drive bunches with optimal bunch length [64].

A proposal has been put forward to utilise metallic corrugated waveguides as a collinear 
wakefield accelerator for a future multi-beam X-ray free electron laser (XFEL) [13]. 
This concept involves generating a drive bunch using conventional RF technology and 
then splitting it into multiple beams. Each of these beams is subsequently compressed 
and used to accelerate multiple main bunches in a collinear arrangement.

Two-Beam Acceleration (TBA)

In the beam-driven schemes discussed previously, the energy from a drive bunch is 
extracted and delivered to a main/trailing bunch in the same beampipe, i.e. collinear 
wakefield acceleration. The principle of TBA is to extract power from a drive bunch 
and utilise it to generate RF fields in an accelerating cavity containing the main bunch. 
This is shown schematically in Figure 2.5. Wakefields are excited by a series of pulsed 
drive bunches, as in other structure-based accelerators, within a power extractor and 
transported to the main accelerating cavity. In this sense, the drive beam power extractor 
can be compared to a kylstron in a conventional RF system. Metallic disk structures 
have been demonstrated as power extractors [67]. 400 MW power values have been 
extracted using such structures, with accelerating gradients of up to 300 MV/m achieved 
at AWA [68].

Unlike collinear acceleration schemes such as DWA and PWFA, TBA schemes do not 
require simultaneous transport of two beams with different parameters in the same 
beam line. Instead, the transport of each beam is optimised separately ensuring that the 
beam quality of the main bunch and energy extraction from the driving bunch are both 
optimised. The counterpoint to this is the need to install two separate beam lines next to 
each other.

TBA using dielectric structures have been proposed [69]. 3 ns long flat-top RF pulses 
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Figure 2.5. Schematic layout of a TBA accelerator system. A series of short drive beams within a power 
extractor (1.) is used to generate an RF pulse transported in 2 and accelerate a main bunch in 3.

with 200 MW power were extracted from bunch trains without breakdown effects [70]. 
The power extractor is designed such to extract a single-mode pulse which is used as 
the accelerating field for the main bunch. Dielectric structures are advantageous when 
producing shorter wavelengths, and therefore higher accelerating gradients. Dielectric-
based TBA has been proposed for the Argonne Flexible Linear Accelerator, with the 
structure and drive bunch train designed such to sustain ∼300 MV/m accelerating fields 
with 32 GHz frequency [71].

An example of a TBA scheme using metallic cavities is The Compact Linear Electron 
Collider, described in Section 1.1. CLIC is planned to operate with accelerating gradients 
between 72 and 100 MV/m [5]. The technology developed for CLIC makes this the 
most mature of considered novel accelerating method, however the limit on achievable 
gradients are still considerably lower than DWA and plasma sources and avoiding 
breakdown effects is a considerable challenge [72].

2.2 Overview of Dielectric Wakefield Acceleration Research

As with other novel acceleration techniques, the overall goal of DWA research is to 
achieve efficient, reproducible, and stable acceleration of electron beams at high gradi-
ents, with beam quality suitable to user applications.

DWA holds promise as a novel acceleration method which can be completely passive and 
made using conventional materials. In this sense, DWA can be seen as a middle ground 
between conventional metallic cavity based accelerators, with accelerating gradients 
<100 MV/m, and plasma-based accelerators with GV/m gradients possible. If used as an 
energy booster for an existing facility, DWA requires no external power (unlike plasma 
or laser-driven acceleration methods). The efficiency of such a dielectric wakefield 
accelerator booster would be given solely by the efficiency of energy transfer from a 

36



drive bunch to main bunch. The dielectrics used, such as quartz or ceramics, are readily 
available and significantly cheaper to manufacture than metallic resonator cavities.

The accelerating field excited is directly proportional to the drive beam charge [51]. 
Large accelerating fields have been measured at facilities capable of delivering beams 
with large peak currents, requiring bunch charges ∼nC. Facilities capable of producing 
such beams for DWA research include FACET at SLAC (with an overview of results 
and upcoming experiments in [73]) and the Argonne Wakefield Facility (for example in 
[74]).

The efficiency of a DWA stage is given by the relative energy gain in the main bunch 
compared to the energy loss of the drive bunch. The transformer ratio (TR) is the 
ratio of peak acceleration and deceleration fields, a figure of merit in beam-driven 
wakefield accelerators. A large TR allows for larger main bunch energy gain with 
maximal efficiency. For a drive beam with symmetric longitudinal profile, the maximum 
TR is 2 [51]. A non-symmetric beam profile can be used to increase the transformer 
ratio beyond this, however this is at the expense of peak accelerating field [75]. This 
non-symmetric profile can be achieved using a single bunch or a drive bunch train, where 
the charge of each pulse contributes to the overall desired current profile. Using a drive 
bunch train with increasing charge, a maximum TR of 3.4 was measured at AWA [76]. 
Using a single bunch, the total bunch length should be set approximately equal to half 
the fundamental wavelength of the Cherenkov radiation (i.e. encompassing the space 
between the vacuum wavefronts in Figure 2.3) with large current at the tail [51][77]. 
This has been shown experimentally at AWA with a ‘triangular’ distribution in [74], with 
a measured transformer ratio of 4.65±1.21. The same principle has been demonstrated 
in PWFA schemes, with a maximum transformer ratio of 4.6+2.2

−0.7 reported in [78].

Several methods of forming optimally shaped profiles have been investigated. One 
method, using an emittance exchange beamline, is to collimate the beam in a dispersive 
section of the beamline. The transverse beam profile in a dispersive section relates to 
longitudinal position in a non-dispersive section, as in Figure 2.6. This method have 
been shown in relation to the generation of train of microbunches in [79] and a single 
longitudinally shaped drive beam in [80]. Using a mask naturally reduces the bunch 
charge of the drive beam relative to the total charge produced. Generating high charge 
(∼ nC) drive bunches at high repetition rates will dissipate large amounts of power 
within the collimator. An alternative method is to use the accelerator optics to generate a 
desired longitudinal profile. The work presented in [81][82] shows the potential to set a 
desired longitudinal profile by backtracking the beam optics from the DWA stage to the 
electron gun. The laser temporal shape used at the electron gun can then be determined 
using the desired bunch shape. Unlike using a mask, both repetition rate and bunch 
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Figure 2.6. Schematic of longitudinal profile generation using a mask/collimator. The mask is positioned 
in a dispersive section. (a) The transverse cross-section of the mask. (b) Longitudinal phase space of the 

beam. The beam before collimation is given by the outline and collimated sections filled black. (c) 
Transverse profile after passing through the mask. (d) Longitudinal profile in a non-dispersive section.

charge can be maximised, with 10 nC at 500 kHz proposed in [81]. Testing of dielectric 
structures at such high repetition rates has not been completed, however no damage to 
the dielectric was observed whilst using 3.3 nC bunches at over 28 hours of operation at 
10 Hz [55].

Beam stability in DWAs is an area of active research. Beam position jitter, introducing 
shot-to-shot random offsets within DLWs, or structure misalignment can lead to single-
beam breakup instability (BBU) due to strong transverse wakefields. On-axis, transverse 
wakefields can degrade beam quality over long distances. Surrounding the DWA with 
permanent quadrupole magnets is proposed to mitigate BBU, so called Balakin, No-
vokhaski, Smirnov (BNS) damping [83]. Simulations have shown the effectiveness of 
this scheme in circular DLWs [84]–[87].

The symmetry of transverse wakefields in planar/slab DLWs can be exploited using 
alternating horizontally and vertically (H+V) orientated DLWs in series [88]. Alternating 
DLW orientations operate in a similar manner to a standard FODO cell of quadrupole 
magnets, defocusing and focusing the beam in each transverse plane in alternate DLW 
orientations. These transverse fields are a feature of the DLW geometry and the symmetry 
can be exploited in all uses of planar DLWs. Transverse field cancellation with a H+V 
setup has been investigated in [89] in relation to the THz driven acceleration of a main 
bunch in a DLW and simulations have shown the preservation of beam quality over long 
distances using a H+V setup for DWA [90][91]. Experimentally, preliminary results for 
beam parameters consistent with a DWA drive bunch have been presented in [92].
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Simulations are required to effectively investigate and optimise DWA beam dynamics. 
These simulations are often either computationally expensive, or rely on simplification 
or large assumptions on the fields in DWAs. Efficient and flexible simulation hardware, 
that does not require large computing infrastructure, is required to effectively study 
future DWA schemes. This requirement is recognised by the wider novel acceleration 
community, and is not limited to DWA, as detailed in [10].

Whilst circular and planar DLWs have been independently researched, comparisons of 
the two geometries have not been conducted. Beam instabilities are observed in both 
DLW geometries, but comparisons of the mechanisms and limitations of between the 
two geometries is required before practical DWAs can be considered.

2.3 Beam Manipulation with Wakefield Devices

Wakefields excited by bunches in dielectric and corrugated structures can be utilised to 
manipulate bunches, taking advantage of the intrinsic self-synchronisation of fields with 
the bunch and the dependence of field strength with longitudinal position within the 
bunch [93]. The fields are generated by the bunches themselves, requiring no external 
power sources (i.e. passive devices). Two notable schemes are energy dechirpers 
and passive streakers. Both DLWs and metallic corrugated structures share the same 
principle of using the wakefields excited by a bunch so are considered together in this 
section.

2.3.1 Passive Energy Dechirper

An energy chirp, or correlated energy spread, is the relationship between the momentum 
of a particle and longitudinal position within the bunch. Producing very short bunches 
(∼1 fs), such as required at FEL facilities, requires large bunch compression. Bunch 
compression through a magnetic chicane requires a negative chirp (higher energy at 
the tail). However, whilst this chirp is required for the generation of desired short 
bunches, energy spread (either uncorrelated or from a chirp) is disadvantageous for FEL 
performance; energy spread broadens the frequency spectrum of generated radiation 
and reduces the radiation power. Removing the chirp from the beams longitudinal phase 
space (LPS) requires a longitudinal EM field inversely matching the chirp (i.e. a lower, 
or increased negative, field at the tail). The wakefields excited by a bunch in a DLW fit 
such criteria: the decelerating field produced within the bunch increases from head to 
tail so long as the bunch length is shorter than the wakefield wavelength.

DLWs have been proposed as dechirpers (minimising the chirp) and as chirp linearisers 
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1 2 3 4

Figure 2.7. Schematic diagram of a dielectric wakefield streaker process for a beam with longitudinal 
profile represented by different coloured circles. 1) A charged particle beam enters off-centre in the DLW, 

receiving a dipole-like kick. 2) Within the DLW the beam is kicked with strength as a function of 
longitudinal position. 3) Between the end of the streaker and downstream screen the angular kick 
received increases the transverse variation between longitudinal slice. 4) The transverse profile is 

measured at a downstream screen, from which the longitudinal profile can be reconstructed.

(removing non-linear components from the LPS). The latter was first proposed in 2010 
with a DLW [94] and demonstrated experimentally with a corrugated structure in 2014 
and 2015 [95][96]. Dechirping was demonstrated with a planar DLW in 2014 [14] and 
circular corrugated pipe in the same year [97].

Dechirpers using corrugated structures and DLWs have been proposed and installed at 
existing facilities. Planar structures are preferred due to the ease of varying the structure 
gap, and therefore wakefield strength. Transverse wakefields in planar structures can 
be compensated using H+V pairs. Metallic corrugated dechirpers have been proposed 
and commissioned at FEL facilities: LCLS (installed) [98][99], SwissFEL (planned) 
[100], and SHINE (installed) [101]. These have demonstrated improvements in FEL 
performance as a result of dechirping. A dechirper using a pair of planar DLWs is 
planned at the CLARA facility and described in [102][103][15].

2.3.2 Passive Longitudinal Bunch Diagnostics

The transverse wakefields excited on-centre/on-axis in a DLW or corrugated structure 
can be described as quadrupole-like, with dipole-like fields excited off-axis. This field 
provides a longitudinally varying kick to the beam, akin to a conventional RF transverse 
deflecting cavity (TDC). Downstream from a streaker or TDC the kick applied is trans-
lated to a transverse position, as shown schematically in Figure 2.7. The relationship 
between the transverse and longitudinal position allows for the mapping of a measured 
streak to a longitudinal profile. It is possible to reconstruct the longitudinal profile 
by propagating backwards from the measured profile, provided that the field profile is 
known or can be calculated.

A TDC is traditionally operated such that the centre of the bunch is positioned at or near 
the zero-cross point of the RF field. Therefore, the head of the bunch is kicked/streaked 
in the opposite direction as the tail and all regions of the bunch have equal resolution 
[104]. This is not the case in a passive streaker, with the profile non-linear and strongly 
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dependent on bunch charge and accurate trajectory into the streaker. The advantages 
and disadvantages of a passive streaker will be discussed in detail later, in Chapter 8.

Dechirpers and passive streakers can utilise the same structures, making them versatile 
tools; for example, the LCLS dechirper has been proposed for longitudinal diagnostics 
[105][106]. The performance of a passive streaker using a circular DLW was been 
demonstrated in 2016 at SwissFEL [16] and for a circular corrugated pipe in 2018 at 
PAL-ITF [107]. A corrugated structure streaker has been installed at Swiss-FEL; details 
of measurements benchmarked against a TDC are given in [108]. These measurements 
confirm that the resolution of longitudinal profile reconstruction is poor at the head of 
the bunch where the transverse field produced is minimal. A passive streaker using 
a pair of orthogonal planar DLWs has been proposed for the CLARA facility [109]. 
Current research on passive streakers have been focused on individual facilities; a more 
comprensive study is required to set a range of facilties suitable for such a diagnostic.
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Chapter 3

Theory of Wakefields in Dielectric 

Lined Waveguides

Wakefields produced in particle accelerators can be considered as the Coulomb fields 
produced by individual charged particles being scattered, slowed or reflected by boundary 
conditions. Wakefields are generated by a relativistic charged particle bunch travelling 
through a DLW. Beam-driven wakefield accelerators are two-beam systems: with a 
drive beam exciting the initial wakefield which is used to accelerate a witness bunch. 
This chapter focuses on the calculation methods for determining the wakefields in 
DLWs, excited by the drive beam. Two specific cases are discussed in planar DLWs: 
the conformal mapping method and the transverse operator method. Additionally, the 
chapter explores techniques for controlling three-dimensional (3D) fields by shaping 
the particle distribution within the DLW. This discussion considers the efficiency and 
stability of drive beams within a collinear accelerating setup.

3.1 General Solution for Fields in Dielectric Lined Waveguides

When charged particle beams propagate through a DLW, they generate two types of 
fields: self-fields and Cherenkov radiation. Cherenkov radiation is produced when 
charged particles travel near a dielectric material at a speed greater than the local phase 
velocity of light within that medium. Self-fields are formed due to the interaction of the 
charged particle and the dielectric boundary, i.e. caused by the generation of Cherenkov 
radiation. An additional form of self-fields are space-charge effects due to the relativistic 
Coulomb fields.

For a relativistic particle, the field in the laboratory frame of reference is ‘stretched’ in 
the longitudinal direction. The perpendicular components of the force, F⟂ = (𝐹𝑥, 𝐹𝑦), 
scale such that 

𝐹⟂ ∝ 𝛾−2, (3.1)
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where 𝛾 is the Lorentz factor [49]. This factor arises due to the Lorentz transformation 
of the Coulomb field in the rest frame to the lab frame. Therefore, the space-charge 
effect decreases with bunch momentum (unlike wakefield effects). Given the work in 
this thesis will solely relate to relativistic charged electron bunches, we will not consider 
the effects of space charge and assume them to be negligible when compared to the 
wakefields generated. The work in this thesis is focused on the effects of wakefields 
excited in DWAs, so it is relevant to solely include the effect of these fields on beam 
dynamics. Given space charge forces are independent of wakefields, these fields can be 
superimposed to create a consistent model of the EM fields in cases where space charge 
cannot be neglected [110].

The longitudinal and transverse wakefields, 𝐸𝑧 and F⟂, generated by a charged particle 
are related by the Panofsky-Wenzel (PW) theorem, 

𝜕F⟂
𝜕𝑧

= 𝑒∇⟂𝐸𝑧, (3.2)

where 𝑒 is the electron charge. This relation has been theoretically shown to hold for 
wakefields excited in DLWs [111]. If the longitudinal field is known, 

𝐹𝑥 = 𝑒 ∫ 𝜕𝐸𝑧
𝜕𝑥

𝑑𝑧, 𝐹𝑦 = 𝑒 ∫ 𝜕𝐸𝑧
𝜕𝑦

𝑑𝑧 (3.3)

hence if the 3D longitudinal field distribution is known the entire 3D field profile can be 
found. By applying the PW theorem it is clear that transverse fields can be minimised 
by reducing the transverse variation in longitudinal fields excited. This is investigated 
for a 3D bunch distribution in Section 3.3.2.

Using the PW theorem, it can be assumed that regions with minimised variation in lon-
gitudinal fields have minimised transverse fields. A witness bunch would be positioned 
so as to receive the maximum accelerating field behind the drive bunch, i.e. at a turning 
point where the transverse field is minimised. This is true for the fields generated by 
single point-like particles. The wakefield generated by a 3D particle bunch is given 
by the sum of these single particle fields so the transverse field at a witness bunch is 
not necessarily zero. If the fundamental wavelength of the wakefield is much greater 
than the bunch length it can be assumed that the transverse field is still minimised since 
all contributions to the wakefields will be close to the turning point. Therefore, when 
considering the effects of transverse fields, it is of greater importance to consider the 
effects on the drive bunch.
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3.2 Single-Particle 3D Wakefield Calculations

The fields excited by a charged particle in a DLW follow Maxwell’s equations, with 
boundary conditions at the dielectric-vacuum and dielectric-conductor boundaries. 
Maxwell’s equations are given by 

∇ × E = − 𝜕B
𝑐𝜕𝑡

, (3.4)

∇ × B = 𝜕D
𝑐𝜕𝑡

− 𝑒𝑛V
𝑐

, (3.5)

∇ ⋅ B = 0, (3.6)

and 
∇ ⋅ D = −𝑒𝑛 (3.7)

where 
B = 𝜇H; D = 𝜖E. (3.8)

In these equations the electric and magnetic fields are E and H and fluxes are D and 
B respectively, V is the average velocity of the particles, and 𝑛 is the particle density. 
Considering a bunch of 𝑁 electrons assumed to be point-like travelling at a constant 
velocity 𝑣 at time 𝑡

𝑛(𝑥, 𝑦, 𝑧, 𝑡) = 4𝜋𝑁𝛿(𝑧 − 𝑣𝑡)𝛿(𝑦 − 𝑦0)𝛿(𝑥 − 𝑥0), (3.9)

where (𝑥0, 𝑦0) is the transverse position of the bunch. For a DLW inside a vacuum the 
relative permittivity and permeability are 

(𝜖, 𝜇) =

⎧{{
⎨{{⎩

(1, 1) −𝑎 ≤ 𝑦 ≤ 𝑎

(𝜖𝑟, 𝜇𝑟) 𝑎 < 𝑦 ≤ 𝑎 + 𝛿

(𝜖𝑟, 𝜇𝑟) −(𝑎 + 𝛿) ≤ 𝑦 < −𝑎

(3.10)

where 𝜖𝑟 and 𝜇𝑟 are the relative permitivity and permeability of the dielectric material 
respectively. The boundary conditions and the requirement that the E and B fields are 
continuous, make solutions for the fields non-trivial to solve.

For a planar DLW, with layout as shown in Figure 3.1, there are two sets of boundary 
conditions, at the conducting plates and at the vacuum-dielectric boundary. At the 
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Figure 3.1. Schematic diagram of a transverse section of a planar dielectric lined waveguide with: 
half-gap 𝑎, dielectric thickness 𝛿, and width 𝑤.

conducting plates 

𝐸𝑦|𝑥=0 = 0 ; 𝐸𝑦|𝑥=𝑤 = 0 ;
𝜕𝐸𝑦

𝜕𝑦
|𝑦=±(𝑎+𝛿) = 0 ;

𝜕𝐻𝑦

𝜕𝑥
|𝑥=0 = 0 ;

𝜕𝐻𝑦

𝜕𝑥
|𝑥=𝑤 = 0 ; 𝐻𝑦|𝑦=±(𝑎+𝛿) = 0 ;

(3.11)

and at the dielectric boundaries 

𝐸𝑦|𝑦=𝑎∓0 = 𝜖𝑟𝐸𝑦|𝑦=𝑎±0 ; 𝐻𝑦|𝑦=𝑎∓0 = 𝜇𝑟𝐻𝑦|𝑦=𝑎±0 ;
𝜕𝐸𝑦

𝜕𝑦
|𝑦=𝑎∓0 =

𝜕𝐸𝑦

𝜕𝑦
|𝑦=𝑎±0 ;

𝜕𝐻𝑦

𝜕𝑦
|𝑦=𝑎∓0 =

𝜕𝐻𝑦

𝜕𝑦
|𝑦=𝑎±0 .

(3.12)

Beam𝑎𝛿

Figure 3.2. Schematic diagram of a transverse section of a circular dielectric lined waveguide with: 
radius 𝑎 and dielectric thickness 𝛿.

In the case of a circular DLW, as in Figure 3.2, the boundary conditions are simplified, 
such that the transverse fields are continuous at the dielectric boundary (𝑟 = 𝑎) and zero 
at the conducting plate boundary. Increased symmetry is given by the lack of two sets 
of boundaries. Given the symmetries in place, the simplest solution to the fields are for 
a circular DLW with the source particle at the centre.

The work in this thesis is focused on the fields in planar DLWs, so a complete derivation 
of the 3D fields in circular DLWs from Maxwell’s equations will not be shown. Details 
of derivations of the fields generated in circular DLWs are given in [111]–[113]. When 
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discussing the fields generated, we will refer to the calculation of fields using the standard 
electric and magnetic components and forces (𝐸𝑥,𝑦,𝑧, 𝐻𝑥,𝑦,𝑧, 𝐹𝑥,𝑦,𝑧), whilst for the final 
form we will use the wake potentials (𝑊𝑥,𝑦,𝑧). The longitudinal component of the 
magnetic field is negligible assuming that the transverse velocity is much less than the 
longitudinal velocity. This holds for relativistic particles, so long as the bunch propagates 
with no tilt or yaw within the DLW. The wake potential is given by the field generated by 
a particle of unit charge, i.e. the EM force field produced by a particle with charge 𝑞 is 

⎛⎜⎜⎜
⎝

𝐹𝑥

𝐹𝑦

𝐸𝑧

⎞⎟⎟⎟
⎠

≡ 𝑞
⎛⎜⎜⎜
⎝

𝑊𝑥

𝑊𝑦

𝑊𝑧

⎞⎟⎟⎟
⎠

. (3.13)

There are a number of methods to solve Maxwell’s equations with the boundary con-
ditions listed in Equations 3.11 and 3.12. With an impedance method, outlined for 
planar structures in [88], the field is calculated from the contribution of each mode. The 
dispersion equation, calculated from the boundary conditions, allows us to calculate 
the frequency of each mode. The shunt impedance (the magnitude) and quality factor 
(the power loss due to the conducting walls) of each mode is calculated and the wake 
potential is the sum of these modes. This method requires the assumption that the 
Coulomb field of the beam to be effectively constant, i.e. an ultra-relativistic electron 
beam. An alternative method is to treat Maxwell’s equations as an eigenfunction prob-
lem. Maxwell’s equations are manipulated into a form that allows for an eigenfunction 
solution, directly giving the form and amplitude of each mode. Finally, the geometry of 
the system can be exploited to give solutions to the transverse fields using a conformal 
mapping method. A conformal mapping method maps a particular DLW geometry and 
source particle position to a geometry with known solution. The inverse map can then 
be used to give the field profile for the required DLW and particle. Conformal mapping 
and transverse operator methods will be used in this thesis.

3.2.1 Conformal Mapping

Conformal mapping is a method of transforming the geometry of one system into another 
geometry space. The solutions in the desired geometry are space- and angle- preserving, 
i.e. there is no distortion of negligibly small shapes and the intersection of lines are not 
affected [114]. This does not mean individual lines are not curved or transformed. A 
conformal mapping method in the context of DLWs uses the field solution for a circular 
DLW with the source particle on-axis and was first suggested in [115].

Separating Maxwell’s equations into longitudinal and transverse parts, the equations 
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can be reduced such that 

𝜕𝐻𝑧
𝜕𝑥

= 𝜕𝐸𝑧
𝜕𝑦

, 𝜕𝐻𝑧
𝜕𝑦

= −𝜕𝐸𝑧
𝜕𝑥

. (3.14)

This set of equations form Cauchy-Riemann equations for a function defined in the 
complex plane. Therefore, a conformal mapping method can be used to solve Maxwell’s 
equations. The set of equations have solely transverse dependence so only require 
a transverse cross-section of the DLW. Given that the equations are in the form of 
Cauchy-Riemann equations, the function defined by 

𝐿 = 𝜕𝐸𝑧
𝜕𝜁

− 𝑖𝜕𝐻𝑧
𝜕𝜁

(3.15)

can be considered a plane vector field with no sources or vertices and therefore the 
derivative of a complex potential, where 𝜁 is the co-moving coordinate 𝜁 = 𝑧 − 𝑣𝑡. 
Defining 𝜒 = 𝑥 + 𝑖𝑦 the derivative of the potential 𝑔𝑍 is 

𝜕𝑔𝑍
𝜕𝜒

= 𝐿 = 𝜕𝐸𝑧
𝜕𝜁

− 𝑖𝜕𝐻𝑧
𝜕𝜁

. (3.16)

Performing a Fourier transform on the equation for 𝑔𝑍 encourages us to consider the 
geometry of the system as a region with an arbitrarily smooth boundary and complex 
plane 𝜔 with source particle at 𝜔0. From Riemann’s theorem it can always be assumed 
that a solution exists to map a geometry with a smooth boundary to a geometry defined 
by a circle with the source particle at the centre [114]. This circular plane will be defined 
as the 𝜒-plane. In the 𝜒-plane, 𝜒 = 𝜒(𝜔) where 𝜒(𝜔0) = 0 at the source position. 
Considering the change in variables with respect to the charge and boundary conditions 
it can be found that 

𝐸𝑧 − 𝑖𝐻𝑧 = −2𝑄
𝑎2 (𝜕𝜒

𝜕𝜔
)

∗ 𝜕𝜒
𝜕𝜔

∣
𝜔=𝜔0

, (3.17)

where ∗ represents the complex conjugate. Using the equation for the longitudinal EM 
fields we can obtain that the perpendicular field potential is given by 

𝑊⟂ = 4𝑄𝜃(𝜁)𝜁
𝑎2 (𝜕2𝜒

𝜕𝜔2 )
∗ 𝜕𝜒

𝜕𝜔
∣
𝜔=𝜔0

, (3.18)

where 𝜃(𝜁) is the Heaviside step-function. It is important to note that these equations 
include the assumption that there is no longitudinal dependence for the longitudinal 
fields and transverse fields increase linearly with 𝜁. The perpendicular force on a test 
particle of charge 𝑞 is given by 𝐹⟂ = 𝑞𝑊⟂. For ease of notation, 𝑓(𝜔, 𝜔0) = 𝜒(𝜔) will 
be used to refer to the function mapping the given geometry to a circle with the source 
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at the centre.

This method can be generalised to any geometry, once the solution is found to map the 
system to a circular DLW with particle on-axis. In the original geometry, the source 
particle is given by 𝜔0 and point within the structure given by 𝜔. The total mapping is 
given by 

𝑓(𝜒, 𝜒0) = 𝑎2 𝜒 − 𝜒0
𝑎2 − 𝜒𝜒∗

0
, (3.19)

where 𝜒0 is the mapping of the source to the centre of the circle and 𝜒 is the mapping 
of the point 𝜔. The complete mapping from the original geometry is given by 𝑓(𝜔, 𝜔0). 
A complete derivation of fields with the conformal mapping method is given in [116]. 
Note that the mapping function 𝑓(𝜔, 𝜔0) depends on the specific geometry of the system 
and the position of the source particle, and therefore needs to be calculated for each 
individual case. However, once the mapping function is obtained, the resulting equations 
can be used to calculate the electromagnetic fields and forces on test particles in the 
system without the need for time-consuming numerical simulations.

The assumption that transverse fields increase linearly with longitudinal distance will 
only hold for small distances relative to the wakefield wavelength, which we will refer 
to as the self-fields. The same case is true for longitudinal fields, the assumption that 
longitudinal fields produced are constant will only hold over small distances. This limits 
the conformal mapping method to showing upper limits of fields generated for short 
bunches, and giving the transverse shape of fields.

3.2.2 Conformal Mapping for Planar and Circular DLWs

The conformal mapping method can be used to calculate the fields for circular and 
planar DLWs. For a circular structure, 𝜔(𝑟, 𝜙) = 𝑟𝑒𝑖𝜙 with source particle at the point 
𝜔0 = 𝑟0𝑒𝑖𝜙0 . From Equation 3.17, the longitudinal field is given by 

𝑊𝑧 = −2𝑄
𝑎2

𝑎8 − 2𝑎6𝑟𝑟0 cos(𝜙 − 𝜙0) + 𝑟2𝑟2
0 cos[2𝜙(𝜙 − 𝜙0)]

[𝑎4 + 𝑟2𝑟2
0 − 2𝑎2𝑟𝑟0 cos(𝜙 − 𝜙0)]2

. (3.20)

The transverse field can be similarly calculated using Equation 3.18 and 

𝑊𝑟 = |𝑊⟂|, 𝑊𝜙 = arg(𝑊⟂), (3.21)

where || and arg are the magnitude and argument of 𝑊⟂. The exact forms of the equations 
can be calculated using a mathematical equation solver such as Mathematica [117].

For a planar DLW, the original structure geometry in the complex plane is defined by 
𝜔(𝑥, 𝑦) = 𝑥 + 𝑖𝑦 with source particle at 𝜔0 = 𝑥0 + 𝑖𝑦0. Mapping to a circular structure 
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is performed with 
𝜒(𝜔) = 𝑎 tan(𝜋

4
𝜔∗

𝑎
) (3.22)

and Equation 3.19 used to then map this geometry such that the source is at the centre 
of the circle, i.e. 

𝑓(𝜔, 𝜔0) = 𝑎
tan(𝜋

4
𝜔
𝑎 ) − tan(𝜋

4
𝜔0
𝑎 )

1 − tan(𝜋
4

𝜔
𝑎 ) tan(𝜋

4
𝜔∗

0
𝑎 )

. (3.23)

Given this mapping, using Equation 3.17

𝑊𝑧 = −2𝑄𝜋2

8𝑎2

1 + cos (𝜋𝑥
2𝑎 ) cosh (𝜋𝑦

2𝑎 )
[cos (𝜋𝑥

2𝑎 ) + cosh (𝜋𝑦
2𝑎 )]2

; (3.24)

the analytical function for 𝑊⟂ can be calculated from Equation 3.18 and 

𝑊𝑥 = ℜ [𝑊⟂] , 𝑊𝑦 = ℑ [𝑊⟂] , (3.25)

where ℜ and ℑ are the real and imaginary components. Similarly to the circular case, 
the full form of the transverse components of the wake potential will not be given here.

With these equations the transverse variation in 3D fields has been explored. The magni-
tude of fields depends on longitudinal position and bunch charge, so when considering 
the distribution of fields it is more appropriate to consider the relative strength of wake 
potentials. Therefore, all potentials will be expressed in arbitrary units.

The vector transverse field maps, for circular and planar DLWs, with the source particle 
on-axis and offset 𝑎/2 towards the dielectric are shown in Figures 3.3 and 3.4.
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Figure 3.3. Transverse vector field lines in a circular DLW with vacuum radius 𝑎 for a source (red) 
on-axis and offset from centre.

In a circular DLW, when the source particle is located on-axis, no transverse fields 
are excited due to the inherent symmetry in all directions. To account for this, the 

49



-3 -2 -1 0 1 2 3
-1.0

-0.5

0.0

0.5

1.0

x/a

y
/a

(a) 𝑦0 = 0

-3 -2 -1 0 1 2 3
-1.0

-0.5

0.0

0.5

1.0

x/a

y
/a

(b) 𝑦0 = 0.5 𝑎

Figure 3.4. Transverse vector field lines for a single point-like particle in a planar DLW on-axis and offset 
from centre.

on-axis fields are modeled by considering a ring of source particles centered on-axis. By 
distributing the source particles in a ring shape, the model captures the circular symmetry 
and allows for an accurate representation of the on-axis fields. This is appropriate given 
the fields in a realistic DWA are given by the convolution of a 3D beam distribution and 
the point-like fields generated by each part of the bunch. A beam centred on-axis with 
azimuthal symmetry could be considered the sum of infinitely thin rings. For an off-axis 
particle, the field excited is overall towards the dielectric surface akin-to a dipole kick. 
The force field lines in Figure 3.3(b) show that the azimuthal field is focusing, with the 
field centred on the angular position of the source particle.

The field excited off-axis in a circular DLW and a planar DLW can be viewed similarly. 
One approach to modelling transverse fields is to perform a Taylor expansion; with this 
model dipole-like terms are constant, quadrupole-like linearly varying with transverse 
position and so on. For a planar DLW with source particle off-axis (in Figure 3.4b) 
the transverse field contains dipole-like terms towards the dielectric plate and focusing 
quadrupole-like terms in the orthogonal direction. Unlike with the circular DLW this 
field shape is seen for the source particle on-axis however in this case both sets of fields 
can be viewed as a quadrupole-like: defocusing towards the dielectric plate and focusing 
parallel to the plate.
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Multipole Expansion of Planar DLW Fields

The field map in a planar DLW on-axis (Figure 3.4a) can be viewed as similar to the fields 
produced by a quadrupole magnet. With a source source particle off-axis, as in Figure 
3.4b, the field lines are instead similar to a quadrupole magnet with a dipole component. 
A multipole expansion of the transverse fields allows for relevant comparisons to be 
made for beam dynamics purposes. For example, if a field is similar to a quadrupole 
magnet, it can be expected that the normalised emittance is preserved [118].

A multipole expansion is relevant along a particular axis, i.e. 𝑊𝑦(𝑦) and 𝑊𝑥(𝑥), with 𝑥
and 𝑦 being the distance between witness and source particles. Considering the vertical 
wake potential, 𝑊𝑦(𝑦), a Taylor expansion can be performed such that 

𝑊𝑦(𝑦) = 𝑎 + 𝑏𝑦 + 𝑐𝑦2 + 𝑑𝑦3, (3.26)

where 𝑎, 𝑏, 𝑐, 𝑑 are the coefficients of the expansion, relating to dipole-like, quadrupole-
like, sextupole-like, and octupole-like fields respectively.

The multipole expansion of the vertical wake potential is shown for a source particle 
on-axis in Figure 3.5 and with offset 𝑦0 = 0.2𝑎 in Figure 3.6. With the source par-
ticle on-axis, no dipole-like or sextupole-like fields are excited and the field is well 
approximated by the quadrupole-like component for small distances from the axis. 
Further from the DLW centre, the contribution of octupole-like fields increases. At 
this point, a quadrupole-like assumption no longer holds. With the source particle 
off-axis the transverse field is more complex, with the contribution of multiple field 
components non-negligible. A constant, dipole-like component is excited, providing a 
constant kick. A sextupole-like and octupole-like component to the field is evident. The 
quadrupole-like term is still evident and non-negligible and the contribution of higher-
order terms (sextupole-like, octupole-like etc.) are greater than on-axis. For source 
particles away from the DLW centre the contribution of higher-order field components 
increases compared to the on-axis case.

It is often relevant to refer to the components of transverse fields by the equivalent magnet. 
Dipole-like fields will refer to a constant field, kicking a beam in a particular direction. 
Quadrupole-like fields focus/defocusing the transverse beam profile whilst maintaining 
emittance. Given that these fields are often sufficient to describe the transverse fields in 
most cases, other field contributions (sextupole-like, octupole-like etc.) will be referred 
to as higher-order terms when discussing the multipole expansion of transverse fields. It 
is worth noting that given that transverse fields are longitudinally varying, comparisons 
with equivalent magnets are only relevant at a given longitudinal position. For example, 
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Figure 3.5. Vertical wake potential (black line) and multipole expansion (labelled coloured lines) as a 
function of witness position with source on-axis in a planar DLW.
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Figure 3.6. Vertical wake potential (black line) and multipole expansion (labelled coloured lines) as a 
function of witness position away from a source particle at 𝑦0 = 0.2𝑎 in a planar DLW.

whilst a quadrupole magnet maintains normalised beam emittance, a longitudinally 
varying quadrupole-like wakefield would maintain slice emittance but not necessarily 
projected emittance.

3.2.3 Single-Particle Field Distribution

Circular DLWs

The fields excited within a circular DLW are radially and azimuthally symmetric with 
respect to the source position. That is, the field produced with a source particle at 
𝑟 = 𝑏, 𝜙 = 0 is equal to that at 𝑟 = 𝑏, 𝜙 = 𝜋, since the azimuthal source position simply 
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rotates the excited field. As shown in Figure 3.3, when a source particle is offset from 
the center, the transverse field excited has a stronger relative radial component than 
azimuthal (rotational) component. For the majority of the DLW (0.05 < 𝑟0/𝑎 < 0.8), 
𝑊𝑟 increases exponentially with offset (Figure 3.7). The rate of exponential increase 
grows very close to the dielectric plate (𝑟0 > 0.8 𝑎). A beam with even a very small 
initial offset from the DLW center would be expected to be kicked towards the dielectric 
plate with an exponentially increasing field.
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Figure 3.7. Radial wake potential as a function of source particle radius, 𝑟0. The witness position is the 
same transverse position as the source particle.

For a source and witness particle offset from the DLW centre, the azimuthal force 
focuses a witness particle towards the source azimuthal position. As shown in Figure 
3.8, the focusing field is directly proportional to the source-witness angular difference 
for small angles (−𝜋/4 < Δ𝜙 < 𝜋/4). The focusing azimuthal field increases with 
radius, similarly to the radial field, however the rate of increase is considerably shallower. 
The azimuthal field increases with radius, as shown in Figure 3.9.

For small offsets where the azimuthal field is greater than the radial field the beam would 
experience varying focusing (eventually towards a teardrop shape); for larger offsets the 
transverse force can be considered solely radial.

Planar DLWs

As shown in Figure 3.4(a), the transverse fields excited in a planar DLW exhibit a 
focusing effect parallel to the dielectric plate (due to 𝑊𝑥) and defocusing towards the 
dielectric plate (due to 𝑊𝑦). With the source particle away from the DLW axis (Figure 
3.4(b)), the vertical force is instead dipole-like towards the dielectric with focusing 
effects still present parallel to the dielectric plates.
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Figure 3.8. Azimuthal wake potential for varying angular difference between source and witness position, 
both at the same radius (𝑟0 = 0.5𝑎).
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Figure 3.9. Azimuthal wake potential for varying witness radius. The phase difference between source 
and witness particle is 𝜋/4 and 𝑟0 = 0.5𝑎

The transverse wake potential components (𝑊𝑥 and 𝑊𝑦) exhibit symmetry for small 
distances from the DLW axis. In this region, both 𝑊𝑥 and 𝑊𝑦 increase approximately 
linearly with the distance from the axis, as depicted in Figure 3.10(a). This quadrupole-
like behaviour opens the possibility of using multiple DLWs with alternating orientations 
to exploit this symmetry and cancel transverse fields, as in [84][88][90][91]. With 
increasing distance from the axis, the symmetry breaks down and 𝑊𝑦 increases more 
rapidly than 𝑊𝑥 (Figure 3.10(b)). The breaking of this symmetry imposes a limit on 
transverse beam size when using alternating DLW orientations.

For larger beams, non-linear effects are seen in the respective orthogonal transverse plane 
(𝑊𝑦(𝑥) and 𝑊𝑥(𝑦)). As shown in Figure 3.11, the vertical wake potential decreases 
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Figure 3.10. Vertical and horizontal wake potential, for a source particle at the centre of a planar DLW. 
The witness positions, (𝑥, 𝑦), for the horizontal potential and vertical potential are (𝑥𝑖, 0) and (0, 𝑥𝑖)

respectively.

with increasing horizontal witness position. When 𝑥 ≈ 𝑎, the vertical potential is 
no longer defocusing but instead focusing towards the DLW axis. The beam optics 
implications of this would need considering if using a beam with large aspect ratio (i.e. 
larger horizontal beam size than vertical beam size). A non-linear relationship between 
wakefield strength and transverse position reduces the comparisons that can be made 
with quadrupole fields, leading to beam asymmetry growth in transverse planes and 
emittance dilution.

With the source particle off-axis, the vertical potential increases with both offset and 
witness vertical position. The vertical potential increases exponentially with offset, 
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Figure 3.11. Vertical wake potential as a function of witness transverse position, with the source particle 
on-axis.
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Figure 3.12. Vertical wake potential as a function of source and witness position, 𝑦0.

shown in Figure 3.12, in the range 0.1 < 𝑦0/𝑎 < 0.8. For 𝑦0/𝑎 > 0.8, the rate of 
increase in vertical potential increases beyond an exponential relationship. This is the 
same relationship seen with 𝑊𝑟 for circular DLWs. The exponential relationship means 
that no initial offset is negligible and an off-axis particle will always be kicked towards 
the dielectric plate. Therefore, instability leading to single-beam breakup will always be 
a factor with both planar and circular DLWs. Given the exponential relationship, the 
kick received is very small initially however it can be assumed once a threshold offset is 
reached beam losses would increase rapidly with further propagation distance.

The longitudinal wake potential has a dependence on transverse position, shown in Figure 
3.13. The variation is cos-like horizontally and cosh-like vertically as expected from 
Equation 3.24. The magnitude of 𝑊𝑧 increases towards the dielectric plate vertically, 
and decreases with horizontal position. For larger beams in a DLW, both drive and 
witness, this would introduce energy spread across the beam transverse profile. For 
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Figure 3.13. Longitudinal wake potential as a function of witness transverse position, with the source 
particle on-axis.

example, 𝑊𝑧 varies by 2% within a 50 µm circle with 𝑎 = 500 µm. From Equation 
3.24 we know the transverse variation in 𝑊𝑧 reduces with increasing 𝑎. Therefore, this 
energy spread becomes negligible for smaller beams and larger dielectric gaps.

3.2.4 Transverse Operator Method for Field Calculations

When the longitudinal variation in fields is required, for example to simulate drive-
witness acceleration, the full 3D fields need to be solved. In this case the conformal 
mapping method is not appropriate given the assumption of a constant 𝐸𝑧 and linearly 
increasing transverse wake potential. Maxwell’s equations can be manipulated to an 
eigenfunction equation. The method detailed in [119] uses a transverse operator for 
Maxwell’s equations to find solutions for the eigenmodes of the DLW system. This 
method does not require any assumptions on the self-field generated by the beam, so 
can be used independent of bunch energy at both high-energy and low-energy regimes.

Returning to Maxwell’s Equations, using Equation 3.7

∇ ⋅ E = − (
𝐸𝑦

𝜖
𝜕𝜖
𝜕𝑦

+ 𝑒𝑛
𝜖

) , (3.27)

and applying the curl operator to Equation 3.4 it is found that 

𝜕2𝐸𝑧
𝜕𝑧2 = ∇𝑥𝑦E + ∇ [

𝐸𝑦

𝜖
𝜕𝜖
𝜕𝑦

] − 𝜖𝜇 𝜕2E
𝑐2𝜕𝑡2

= −𝑒 [∇ (𝑛
𝑒

) + 𝜇𝛽 𝜕𝑛
𝑐𝜕𝑡

V
|V|

] + 𝜕Λ
𝑐𝜕𝑡

,
(3.28)
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where it is defined that 

Λ =
⎛⎜⎜⎜
⎝

𝐻𝑧
𝜕𝜇
𝜕𝑦

0
−𝐻𝑥

𝜕𝜇
𝜕𝑦

⎞⎟⎟⎟
⎠

(3.29)

and 
∇𝑥𝑦 ≡ 𝜕2

𝜕𝑥2 + 𝜕2

𝜕𝑦2 . (3.30)

Using the co-moving variable 𝜁 = 𝑧 − 𝑣𝑡, the equation for the the 𝐸𝑦 component 
becomes 

𝜕2𝐸𝑦

𝜕𝜁2 (1 − 𝜖𝜇𝛽2) +
𝜕2𝐸𝑦

𝜕𝑥2 +
𝜕2𝐸𝑦

𝜕𝑦2 + 𝜕
𝜕𝑦

(
𝐸𝑦

𝜖
𝜕𝜖
𝜕𝑦

) = −𝑒
𝜖0

𝜕
𝜕𝑦

(𝑛
𝜖

) . (3.31)

At this point it is useful to define an operator, ̂𝑇𝐸 such that 

̂𝑇𝐸𝐸𝑦 = 1
(1 − 𝜖𝜇𝛽2)

[
𝜕2𝐸𝑦

𝜕𝑥2 + 𝜕
𝜕𝑦

(1
𝜖

𝜕
𝜕𝑦

[𝜖𝐸𝑦])] , (3.32)

from which Equation 3.31 can be rewritten as 

𝜕2𝐸𝑦

𝜕𝜁2 + ̂𝑇𝐸𝐸𝑦 = −𝑒
𝜖0(1 − 𝜖𝜇𝛽2)

𝜕
𝜕𝑦

(𝑛
𝜖

) . (3.33)

In a similar manner, the magnetic components of Maxwell’s equations can be manipu-
lated, with the operator ̂𝑇𝐻 defined such that 

̂𝑇𝐻𝐻𝑦 = 1
(1 − 𝜖𝜇𝛽2)

[
𝜕2𝐻𝑦

𝜕𝑥2 + 𝜕
𝜕𝑦

( 1
𝜇

𝜕
𝜕𝑦

[𝜇𝐻𝑦])] (3.34)

leading to the equation for 𝐻𝑦, 

𝜕2𝐻𝑦

𝜕𝜁2 + ̂𝑇𝐻𝐻𝑦 = −𝑒𝑣
1 − 𝜖𝜇𝛽2

𝜕𝑛
𝜕𝑥

. (3.35)

The two independent transverse operator equations, 3.33 and 3.35, provide equations for 
longitudinal section magnetic (LSM) and longitudinal section electric (LSE) propagating 
waves respectively. The eigenvalue equations for each are 

̂𝑇𝐸Ψ𝐸(𝑥, 𝑦) = 𝜆𝐸Ψ𝐸(𝑥, 𝑦); Ψ𝐸(0, 𝑦) = 0;

Ψ𝐸(𝑤, 𝑦) = 0; 𝜕Ψ𝐸(𝑥, 𝑦)
𝜕𝑦

|𝑦=±(𝑎+𝛿) = 0;
(3.36)

58



̂𝑇𝐻Ψ𝐻(𝑥, 𝑦) = 𝜆𝐻Ψ𝐻(𝑥, 𝑦); 𝜕Ψ𝐻(𝑥, 𝑦)
𝜕𝑥

|𝑥=0 = 0;

𝜕Ψ𝐻(𝑥, 𝑦)
𝜕𝑥

|𝑥=𝑤 = 0; Ψ𝐻(𝑥, ±(𝑎 + 𝛿)) = 0;
(3.37)

where Ψ𝐻 and Ψ𝐸 are the eigenfunctions of each function with respective eigenvalues 
𝜆𝐻 and 𝜆𝐸. Since each eigenfunction relates to LSE and LSM modes, solving for the 
eigenfunctions provides a full mode decomposition of the fields.

The eigenfunctions for each set of propagating waves can be decomposed into a series 
expansion, 

Ψ𝐸(𝑥) = ∑
𝑚

𝑋𝑚
𝐸 (𝑥)𝑌 𝑚

𝐸 (𝑦) (3.38)

Ψ𝐻(𝑦) = ∑
𝑚

𝑋𝑚
𝐻 (𝑥)𝑌 𝑚

𝐻 (𝑦), (3.39)

where 𝑚 is the mode number. The solutions to the 𝑥 component forms the set 

{𝑋𝐸(𝑥)}𝑚 = {sin(𝑘𝑚
𝑥 𝑥)}𝑚, {𝑋𝐻(𝑥)}𝑚 = {cos(𝑘𝑚

𝑥 𝑥)}𝑚, (3.40)

where 𝑘𝑚
𝑥 = 𝜋𝑚/𝑤 is the horizontal wave number. This orthonormal set is as would be 

expected given the single boundary in the 𝑥-direction. In the 𝑦-direction, the problem 
is more complicated, and there exists both symmetric and anti-symmetric solutions 
(𝑌𝐸,𝑎𝑠,𝑌𝐸,𝑠,𝑌𝐻,𝑎𝑠, and 𝑌𝐻,𝑠). In the vacuum and dielectric regions the wavenumbers 
are defined as 

𝑘𝐸
𝑣𝑎𝑐 = √(1 − 𝛽2)𝜆𝐸 + 𝑘2

𝑥; 𝑘𝐸
𝑑𝑖 = √(𝜖𝑟𝜇𝑟𝛽2 − 1)𝜆𝐸 − 𝑘2

𝑥;

𝑘𝐻
𝑣𝑎𝑐 = √(1 − 𝛽2)𝜆𝐻 + 𝑘2

𝑥; 𝑘𝐻
𝑑𝑖 = √(𝜖𝑟𝜇𝑟𝛽2 − 1)𝜆𝐻 − 𝑘2

𝑥.
(3.41)

The dispersion relation for the asymmetric and symmetric solutions are 

𝜖𝑟𝑘𝐸
𝑣𝑎𝑐 tanh(𝑘𝐸

𝑣𝑎𝑐𝑎) − 𝑘𝐸
𝑑𝑖 tan(𝑘𝐸

𝑑𝑖𝛿) = 0; 𝜖𝑟𝑘𝐸
𝑣𝑎𝑐 coth(𝑘𝐸

𝑣𝑎𝑐𝑎) − 𝑘𝐸
𝑑𝑖 tan(𝑘𝐸

𝑑𝑖𝛿) = 0;

𝜇𝑟𝑘𝐻
𝑣𝑎𝑐 tanh(𝑘𝐻

𝑣𝑎𝑐𝑎) + 𝑘𝐻
𝑑𝑖 cot(𝑘𝐻

𝑑𝑖𝛿) = 0; 𝑘𝐻
𝑑𝑖 tanh(𝑘𝐻

𝑣𝑎𝑐𝑎) + 𝜇𝑟𝑘𝐻
𝑣𝑎𝑐 tan(𝑘𝐻

𝑑𝑖𝛿) = 0.
(3.42)

The solutions, a product of trigonometric and hyperbolic functions and relating individ-
ually to the dielectric and vacuum regions, can be inserted into Equations 3.33 and 3.35
to calculate 𝐸𝑦 and 𝐻𝑦 for each mode. The solution is obtained by performing a Fourier 
transform and expanding the transverse electric and magnetic fields, the full derivation 
of which is provided in [119].

To ease the calculation of the fields for a point charge at (𝑥0, 𝑦0), and simplify the 

59



notation of fields, it helps to define the operator 

𝐼[𝑓](𝑦) ≡ ∫ 𝑓(𝑦)𝑑𝑦, (3.43)

and the vertical wavenumber 

𝑘𝑦(𝑦) = √[1 − 𝜖𝜇𝛽2]𝜆𝐸 − (𝑘𝑚
𝑥 )2. (3.44)

The longitudinal wake potential excited by a point-like particle of unit charge is then 
given by 

𝑊𝑧(𝑥, 𝑦, 𝜁) = 4𝜋 ∑
𝑚

𝑋𝑚
𝐸 (𝑥0)𝑋𝑚

𝐸 (𝑥) [∑
𝜆𝐸

𝑘𝑦𝐼[𝐸𝑚
𝑦 ][𝑘𝑦(𝑦)𝑦]

𝜆𝐸 + (𝑘𝑚
𝑥 )2 cos(√𝜆𝐸|𝜁|)

−𝜇𝛽2 ∑
𝜆𝐻

(𝑘𝑚
𝑥 )2𝐻𝑚

𝑦

𝜆𝐻 + (𝑘𝑚
𝑥 )2 cos(√𝜆𝐻|𝜁|)] .

(3.45)

Substituting the above equation for 𝑊𝑧 into the PW theorem - Equation 3.3 - the trans-
verse fields can be calculated. The transverse wake potentials are found to be 

𝑊𝑥(𝑥, 𝑦, 𝜁) = 4𝜋 ∑
𝑚

𝑋𝑚
𝐸 (𝑥0)𝜕𝑋𝑚

𝐸 (𝑥)
𝜕𝑥

[∑
𝜆𝐸

𝑘𝑦𝐼[𝐸𝑚
𝑦 ][𝑘𝑦(𝑦)𝑦]

𝜆𝐸 + (𝑘𝑚
𝑥 )2

sin(√𝜆𝐸|𝜁|)
√𝜆𝐸
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(𝑘𝑚
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𝑦

𝜆𝐻 + (𝑘𝑚
𝑥 )2

sin(√𝜆𝐻|𝜁|)
√𝜆𝐻

]

(3.46)

and 

𝑊𝑦(𝑥, 𝑦, 𝜁) = 4𝜋 ∑
𝑚

𝑋𝑚
𝐸 (𝑥0)𝑋𝑚

𝐸 (𝑥) [∑
𝜆𝐸

(𝑘𝑦)2𝐸𝑚
𝑦

𝜆𝐸 + (𝑘𝑚
𝑥 )2

sin(√𝜆𝐸|𝜁|)
√𝜆𝐸

−𝜇𝛽2 ∑
𝜆𝐻

(𝑘𝑚
𝑥 )2

𝜆𝐻 + (𝑘𝑚
𝑥 )2

𝜕𝐻𝑚
𝑦

𝜕𝑦
sin(√𝜆𝐻|𝜁|)

√𝜆𝐻
] .

(3.47)

Whilst mathematically complex, this method does not require repeated recalculation as 
the elements are constant for a given DLW structure. Once variables are calculated, the 
field at a given point is calculated from the analytical equations rather than needing to 
solve Maxwell’s equations at each individual position.
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3.2.5 Longitudinal Variation in Single-Particle Wakefields

The wakefields generated can be separated into two phases before and after the con-
tribution of Cherenkov radiation. In the first phase, the only contributing fields are 
short-range wakefields. These wakefields are caused by the bunch generating Cherenkov 
radiation within the dielectric but this radiation has not reflected back into the vacuum 
region. Cherenkov fields contribute after the radiation is reflected back into the vacuum 
region, after which point the total wake potential is the sum of the self-field and reflected 
field. In the source rest-frame, the Cherenkov radiation is as shown schematically in 
Figure 2.3, with the Cherenkov radiation contributing in the vacuum regime after 

𝜁[s] > 2𝛿
𝑐

√𝜖𝑟 − 1, (3.48)

where 𝑐 is the speed of light in vacuum, 𝛿 is the dielectric thickness, and 𝜖𝑟 is the 
relative permittivity of the dielectric. Both longitudinal and transverse wake potentials, 
shown in Figures 3.14 and 3.15 respectively, show this point clearly. The self-fields 
are independent of 𝛿 with wake potentials equal up to the point at which Cherenkov 
radiation begins to contribute to the fields.

The wakefields generated are inversely proportional to the dielectric gap squared (Equa-
tion 3.24). As shown in Figure 3.16, the wake potential generated is solely a function 
of 𝑎2 whilst the frequency is given by the dielectric thickness and relative permittivity. 
Normalising for both factors, whilst keeping the ratio of 𝑎 to 𝛿 constant, as in Figure 
3.16, the wakefields generated are constant.
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Figure 3.14. The longitudinal wake potential from a single point-like particle on-axis in a planar DLW 
with 𝑎 = 1000 µm and quartz dielectric (𝜖𝑟 = 3.75) of varying thickness.
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Figure 3.15. The vertical wake potential, as viewed 100 µm from centre, from a single point-like particle 
on-axis in a planar DLW with 𝑎 = 1000 µm and quartz dielectric (𝜖𝑟 = 3.75) of varying thickness.
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Figure 3.16. Longitudinal wake potential, multiplied by the dielectric gap squared, as a function of 
longitudinal position, normalised to the dielectric thickness.

3.2.6 Applicability of Theoretical Models to Finite Beam Distributions

Both conformal mapping and transverse operator methods allow for the calculation of 
wakefields solely within the region containing the beam, i.e. no requirement to calculate 
the fields at the dielectric boundaries. The conformal mapping method assumes a 
constant 𝑊𝑧 and linearly increasing 𝑊𝑦, naturally limiting the scope of applications 
of the 3D field distributions to short bunches. The 2D transverse field profiles are 
applicable to any beam and is considerably quicker than a full implementation of the 
transverse operator method. As shown in Figure 3.17, the variation in fields calculated 
using the two methods is consistent.
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Figure 3.17. Vertical wake potential, 𝑊𝑦, as a function of vertical beam position normalised to dielectric 
gap calculating using conformal mapping and transverse operator methods. In both cases the wake 

potential is normalised to the field at 𝑦 = 0.2𝑎.

The assumptions made in the conformal mapping method, i.e. a constant 𝑊𝑧 and 
linearly increasing 𝑊⟂ with distance from the source, are clearly only valid for very 
small distances from the source particle. For the structure parameters used in Figures 
3.14 and 3.15, 𝑊𝑧 reduces by 10% within 100 fs and similarly the gradient of 𝑊𝑦

reduces by 10% within 100 fs. Therefore, the conformal mapping method would only 
be appropriate for beams with bunch lengths sub-10 fs. For modelling the 3D fields 
produced by finite beams the transverse operator method will be used.

3.3 Shaping Wakefields with 3D Beam Distribution

The solutions to the fields given above are all for a point-like source particle. Every 
electron within a beam propagating in a DLW excites these fields; the resulting overall 
wakefield is the sum of all these individual wakefields. By shaping the electron beam 
entering the DLW, the contribution of each point-like source can be controlled, therefore 
shaping the wakefield produced. Rather than considering individual electrons, we define 
an electron bunch by a 3D distribution 𝜌(𝑥, 𝑦, 𝑧). At a witness position, the wakefield is 
given by the summation of the wake potential for a point-like source and the electron 
distribution, i.e. a convolution of the two functions. The field at the witness position 
(𝑥0, 𝑦0, 𝑧0) is given by 

𝐹𝑖 = ∫ ∫ ∫ 𝑊𝑖(𝑥, 𝑦, 𝑧, 𝑥0, 𝑦0, 𝑧0)𝜌(𝑥, 𝑦, 𝑧)𝑑𝑥𝑑𝑦𝑑𝑧, (3.49)
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where 
𝑄 = ∫ ∫ ∫ 𝜌(𝑥, 𝑦, 𝑧)𝑑𝑥𝑑𝑦𝑑𝑧 (3.50)

is the total bunch charge. The integral in 𝑧 is performed between the head of the bunch 
and witness position due to causality.

The contribution of each part of the beam, weighted by the charge of that part, leads to 
the ability to shape the wakefields generated by shaping the drive beam. The wakefields 
can be shaped to increase the magnitude of accelerating field behind a drive bunch or 
reduce the transverse forces acting to erode the drive beam. One method of shaping is 
to use multiple short drive beams, with the spacing between each optimised to construc-
tively interfere with the longitudinal field contribution of each single beam [120][121]. 
Alternatively, the longitudinal profile single longer drive beam can be optimised to 
maximise the efficiency of acceleration and/or reduce the effect of transverse fields. In 
this thesis a single drive beam has been investigated, with longitudinal and transverse 
shaping considered in turn.

Both the maximum field generated and average field are of interest. The efficiency of 
acceleration is commonly judged by the transformer ratio (T.R.) given by 

T.R. = 𝐸𝑎𝑐𝑐
𝑧

𝐸𝑑𝑒𝑐
𝑧

, (3.51)

where 𝐸𝑎𝑐𝑐
𝑧 and 𝐸𝑑𝑒𝑐

𝑧 are the maximum accelerating and decelerating field respectively. 
The maximum decelerating field may not be the most relevant value when determining 
the efficiency of acceleration given this does not take into account the energy loss by 
the rest of the drive beam (assuming the maximum decelerating field is within the drive 
bunch). When relevant, the weighted average field will be used for longitudinal and 
transverse fields, given for a field 𝐹𝑖 by 

⟨𝐹𝑖⟩ =
∫ ∫ ∫ 𝜌(𝑥, 𝑦, 𝑧)𝐹𝑖(𝑥, 𝑦, 𝑧)𝑑𝑥𝑑𝑦𝑑𝑧

∫ ∫ ∫ 𝜌(𝑥, 𝑦, 𝑧)𝑑𝑥𝑑𝑦𝑑𝑧
. (3.52)

The transverse field for a beam on-axis is symmetric about the axis so the average field 
will be ≈0. It will also be relevant to instead use the average absolute field strength. 
The average field will be a relevant value for a beam offset from the DLW axis.

The beam and structure parameters for fields calculated in this section are listed in Table 
3.1, with exceptions used to demonstrate variation with respect to a given parameter. 
Whilst the exact values of each parameter are arbitrary, they are of the same order in 
magnitude of parameters used in the rest of this thesis.
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Parameter
Bunch Charge [nC] 1
Beam Momentum [MeV/c] 250
RMS Bunch Length [fs] 1000
RMS Beam Width [µm] 50
Skewness 𝛼 -4
Dielectric Half-Gap 𝑎 [µm] 500
Dielectric Thickness 𝛿 [µm] 250
Relative Dielectric Permitivity 𝜖𝑟 3.75
DLW Width 𝑤 [mm] 10

Table 3.1. Default bunch and DLW parameters for simulations in Section 3.3.

3.3.1 Longitudinal Profile

Over the longitudinal profile of a drive bunch, the ideal longitudinal field would have 
constant decelerating 𝐸𝑧 and large relative transformer ratio. Previous studies have 
shown that a bunch with large current at the tail achieves a more constant decelerating 
field, including triangular, ‘door-step’, or double-triangular bunches [51][122][77]. To 
model the effect of peak current placement relative to the bunch centre, we have employed 
a skew-Gaussian distribution such that 

𝜌(𝑧) = 𝜙(𝑧) [1 + erf (−𝛼𝑥√
2

)] , (3.53)

where the function 𝜙(𝑧) is the Gaussian distribution, erf(𝑥) is the error function, and 𝛼
is the skewness factor [123]. Example distributions for varying values of 𝛼 are shown 
in Figure 3.18. Whilst the variance of a Gaussian distribution is given by 𝜎2, for a 
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Figure 3.18. Probability distribution function (PDF) for skew-Gaussian bunches with equal mean (𝑡 =0) 
and width 𝜎 and varying skewness 𝛼.
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skew-Gaussian distribution 

Variance = 𝜎2 (1 − 2𝛼2

𝜋(1 + 𝛼2)
) . (3.54)

The mean of a skew-Gaussian bunch does not equal the average position. Compared to 
a Gaussian distribution with the same mean, the change in average position is 

Δ⟨𝑥⟩ = 𝜎𝛼
√

2
√𝜋(1 + 𝛼2)

. (3.55)

Bunches with varying skew will be compared by keeping the longitudinal variance 
constant. The mean of skew-Gaussian bunches have been adjusted such that the average 
position is the same as respective Gaussian bunches, so field profiles can be directly 
compared.

A constant normalised energy spread before and after the DWA stage simplifies beam 
transportation into and out of the DWA, especially when using multiple DWA stages. 
Therefore, the ideal longitudinal field is constant within the drive bunch. For bunches 
with 1 ps RMS length, the longitudinal field produced with a large negative skew is 
closer to the ideal constant deceleration scenario, as shown in Figure 3.19. A negative 
skew provides the most advantageous field shape. A positive skew is clearly not desirable 
for a drive beam with increased variation in decelerating field compared to the Gaussian 
case.

The transverse fields excited with varying skewness (Figure 3.20) do not greatly differ. 
The peak 𝐹𝑦 field is approximately constant for each bunch, with an approximately linear 
increase in field within the bunch. The gradient on 𝐹𝑦 is decreased for increasingly 
negative values of 𝛼, however this is only particularly noticeable with 𝛼 = +6 where 
the position of the peak 𝐹𝑦 value is within the bunch itself rather than at/after the tail as 
for the other cases.

With a constant beam profile shape, the bunch length determines the rate of wakefield 
excitation and period of time over which wakefields are excited. A very short bunch will 
have a wakefield similar to the wake potential, given the differences between parts of 
the bunch contributing are not large enough to cause interference to each component of 
the total wakefield. With a longer bunch, there is interference between the wakefields 
generated by the head and the tail of the bunch so the overall wakefield generated 
is shaped. As shown in Figure 3.21, the difference between maximum and average 
decelerating field decreases with bunch length. This can also be seen in the profile 
shapes in Figure 3.22. The strength of all longitudinal fields, including the accelerating 
field, decreases (as expected given the reduced current) however the transverse field 
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Figure 3.19. Longitudinal field generated by bunches with varying values of skewness, 𝛼, as a function of 
longitudinal position. Each bunch is shifted such that the mean longitudinal position for each bunch is 

𝑡 = 0.

(given in Figure 3.23) increases with bunch length up to 𝜎𝑡 = 1 ps at which point the 
field strength reduces with bunch length like 𝐸𝑧. The transformer ratio (using the average 
decelerating field) increases with bunch length, as shown in Figure 3.24. Therefore, 
whilst the field strength decreases with bunch length, the efficiency of acceleration 
increases. Ever increasing bunch length does raise two issues: accelerating field within 
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Figure 3.20. Vertical field generated by bunches with varying values of skewness, 𝛼, as a function of 
longitudinal position at 𝑦 = 50 µm. Each bunch is shifted such that the mean longitudinal position for 

each bunch is 𝑡 = 0.

the drive bunch and decreased relative distance between the drive bunch and peak 
accelerating field. These can be seen for 𝜎𝑡 = 2 ps in Figure 3.22 and can be seen as a 
limiting factor in increasing the transformer ratio obtainable.
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Figure 3.21. Peak accelerating and decelerating field generated and average decelerating field within the 
drive bunch as a function of bunch length.
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Figure 3.22. Longitudinal field profile as a function of longitudinal position for varying bunch lengths, 
normalised to bunch length.
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Figure 3.23. Average absolute transverse field within the drive bunch as a function of bunch length.
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Figure 3.24. Ratio of the peak accelerating field behind the drive bunch to average decelerating field 
within the drive bunch as a function of RMS bunch length, 𝜎𝑡.

3.3.2 Transverse Profile

From the PW theorem, for longitudinal variation in the transverse field to exist (i.e. any 
transverse field excited) there must be transverse variation in the longitudinal wakefield 
generated. An infinitely wide beam, in an infinitely wide DLW, will have no transverse 
dependence in the longitudinal field excited and therefore no transverse field excited.

For the specific planar DLWs considered in this thesis, the structure aspect ratio is 
very large (width ∼cm and 𝑎 ∼mm). Bunches with RMS width 𝜎𝑥 ∼mm could be 
considered quasi-infinite relative to the vertical beam size (𝜎𝑦 ∼10 µm) and would 
be expected to show highly reduced transverse fields. A full Fourier analysis of the 
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Figure 3.25. Peak longitudinal field and average transverse fields with increasing horizontal beam width 
𝑠𝑖𝑔𝑚𝑎𝑥 and constant vertical beam, 𝜎𝑦. Fields are normalised to the circular beam case where 𝜎𝑥 = 𝜎𝑦

= 50 µm.

wakefields, detailed in [124], shows that the coupling of higher order modes decreases 
with bunch width. Higher-order modes, with smaller transverse wavelengths, have larger 
transverse gradients and therefore associated with increased transverse fields.

Investigating 3D Gaussian bunches with varying RMS beam width, 𝜎𝑥, it is clear that the 
ratio of longitudinal to defocusing force increases with 𝜎𝑥 (Figure 3.25). Therefore, for 
a given accelerating field, the defocusing force in the drive beam is reduced for elliptical 
bunches [125]. This relationship has been shown experimentally in [126]. For increased, 
but not quasi-infinite, values of 𝜎𝑥 it can be seen in Figure 3.25 that horizontal and 
transverse forces do not follow the same trend. For small increases in 𝜎𝑥 the average 
focusing force increases. As 𝜎𝑥 tends towards the quasi-infinite case, ⟨𝐹𝑥⟩ reduces with 
beam width in a similar manner to ⟨𝐹𝑦⟩.

Differing magnitudes of focusing and defocusing forces is not necessarily problematic 
so long as the beam quality is not affected. As shown in Figure 3.26, the variation 
in focusing field is increasingly non-linear for increasing 𝜎𝑥. This corresponds to the 
focusing field being increasingly non-quadrupole-like. Decreased focusing at the beam 
edge compared to the quadrupole-like beam centre would lead to an increased charge 
density at the beam centre compared to the edge. This would increase kurtosis in the 
transverse beam profile. Kurtosis is defined as the sharpness of a probability density 
function, given by the fourth moment of the distribution. The kurtosis of a purely 
Gaussian profile is zero. A quadrupole-like field would preserve a beam’s emittance 
(for a given longitudinal slice) and allow for external beam optics to be used to maintain 
beam properties and quality. A non-quadrupole-like field, like those seen for larger 𝜎𝑥, 
would likely degrade the quality of the beam and raises questions about the potential 
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Figure 3.26. Variation in horizontal focusing force across a cross section of beams of varying horizontal 
widths. Horizontal position within the cross-section is normalised to the RMS beam width, 𝜎𝑥.

suitability and stability of elliptical beams propagating over long distances in a DLW.

3.4 Summary

Two methods for calculating the wakefields generated by a point-like charged particle in 
a DLW have been evaluated. The conformal mapping method is useful for exploring the 
shape and relative strength of the fields generated by a particular DLW geometry. The 
method to calculate the fields is consistent irrespective of the geometry, with the only 
requirement that a conformal mapping from the geometry to a circular DLW be found. 
A transverse operator method, with a formal derivation required for each geometry, can 
be used over longer distances and includes a calculation of the mode composition of the 
wakefield generated.

Treating the fields calculated by a point-like particle as a wake potential, the field for 
a 3D particle distribution is calculated by the convolution of the wake potential and 
charge distribution. The 3D distribution can be shaped to generate an optimal wakefield 
for drive and witness bunches. The longitudinal distribution, both shape and length, 
allow for the generation of an accelerating field with higher efficiency. In particular, 
using a longer bunch with peak current towards the tail of the bunch ensure the variation 
in decelerating field is reduced over the drive beam profile and ratio of deceleration 
to accelerating field is maximised. The transverse beam distribution can be exploited 
to reduce the effective coupling to higher order modes in the wake potential which 
are associated with larger relative transverse forces. Shaping the bunch to be highly 
elliptical (large horizontal size), the ratio between transverse and longitudinal fields is 
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reduced, potentially increasing the stability of acceleration at a given gradient. Using 
elliptical beams does remove the symmetry in transverse fields present in circular beams, 
and the variation in transverse fields across the transverse bunch profile raises questions 
about the suitability of such beams over large distances, despite the attractive reduction 
in overall field strength. The question of the suitability of elliptical bunches will be 
addressed experimentally in Chapter 6 and in high-charge simulations in Chapter 7.
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Chapter 4

Development of DiWaCAT: Dielectric 

Wakefield Calculator and Tracker

This chapter describes the development of a specialised simulation framework, Dielectric
Wakefield Calculator And Tracker (DiWaCAT) [127], for the calculation of wakefields 
from relativistic charged beams inside a DLW. This framework is used to simulate 
relativistic electron beams in planar DLWs in the rest of this thesis. The organisation 
and optimisation of the simulation framework is discussed. The fields calculated by 
DiWaCAT have been benchmarked against the commonly used commercial code CST.

4.1 Overview of Particle-In-Cell Methods

Typical particle-in-cell (PIC) simulation codes separate the calculation of electromag-
netic (EM) fields and tracking particle motion due to these fields. For a generic particle 
motion integrator, the method for calculating the EM fields is irrelevant to the algorithm 
being implemented. Object-Oriented Programming (OOP) methods can be used to in-
crease the efficiency and flexibility of calculations. Rather than directly solve Maxwell’s 
equations for every scenario, a PIC code could use existing analytical formulae for the 
fields in a given context to simplify calculations and reduce the computational load of 
simulations. Analytical equations could be used for specific applications, increasing the 
flexibility of a code written with OOP methods.

Fields are typically calculated by setting a large number of macroparticles onto a discrete 
mesh of “cells”, as in Figure 4.1, and calculating the field at those discrete mesh points. 
The charge density is given by the probability density function (PDF) of macroparticles 
and can be applied to simulations in two ways: either with the density of macroparticles 
or the charge assigned to each macroparticle. With fixed-weights, the distribution of 
macroparticles is described by the PDF whilst for variable-weight macroparticles the 
charges/weights are instead described by the PDF and the distribution of the particles is 
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(a) 3D beam distribution of 10000 fixed-weight 
macroparticles.

(b) Beam defined on a uniform mesh, with each 
mesh point having variable charge/weight. The 

highest charge mesh points are purple and lowest 
charge points are red.

Figure 4.1. 3D distribution consisting of the a) full selection of uniform charge macroparticles and b) set 
onto a uniform mesh.

typically uniform. Tracking the charge of each variable-weight macroparticle, including 
updating the macroparticle charge when relevant, is more computationally expensive than 
6D tracking of fixed-weight macroparticles. Simulating variable-weight macroparticles 
is typically only necessary when particle-particle interactions need to be included, new 
particles are being generated within the simulation, or there is a need to control the 
density of macroparticles to avoid stochastic noise effects [128]. Using a mesh with 
variable-weights is a compromise solution; fields are calculated from charge deposition 
on to a uniform grid - forming a set of ’variable weight’ charge locations - and individual 
fixed-weight macroparticle motions are tracked.

There are two methods, and assumptions, when calculating the electromagnetic fields 
for simulations. The most commonly used method in generalised codes, is to assume 
the EM fields dynamically change during the simulation timeframe. As a result of 
this assumption, EM fields need to be regularly recalculated. This is relevant for cases 
such as plasma-based problems, given the EM fields change with changing plasma 
density (i.e. a time-dependent problem) [129]. In the case of a DLW, we can instead 
make the assumption that the field profile as a function of position within a bunch is 
constant, at least over time-scales in which the beam properties do not change. Therefore, 
recalculating the EM fields generated as a dynamic problem would be an inefficient 
use of computational time. The field applied to each macroparticle is the value of the 
constant field profile at the macroparticle position. Once the field profile is calculated, 
the simulation problem is reduced to a particle tracking problem. The field applied to 
each particle may change, as will be discussed later, but the 3D field distribution will 
not, provided there are not substantial changes to the 3D spatial distribution of the beam 
or that substantial beam losses occur.
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4.1.1 EM-PIC methods

Generalised EM-PIC codes, such as those typically commercially available, cannot make 
the assumption that fields are constant so must use an algorithm with time dependent EM 
fields that are recalculated at each step. A typically used algorithm for dynamic cases is 
the “Boris pusher” [130], which can be simplified to the “Vay pusher” for relativistic 
particles [131]. These methods use a leapfrog method, solving Maxwell’s equations 
for the EM fields in one time interval, and applying those fields to particles in the next. 
This process is typically considered a single time interval that has been split in half. 
The position of macroparticles are given at half-time intervals, and velocity at integer 
time intervals used to advance macroparticles. Compared to a more complex numerical 
integration, such as a Runge-Kutta method, the Boris pusher preserves phase-space 
volume over long distances, accounts for small-scale gyration in particle motion, and 
conserves particle energy when no electric field is applied [132][133]. With a Boris 
pusher, the particle motion is treated at discrete time steps (𝑛, 𝑛 + 1, etc.) using the 
forms 

x𝑛+1/2 − x𝑛−1/2

Δ𝑡
= u𝑛

𝛾𝑛 (4.1)

and 
𝑚u𝑛+1 − u𝑛

Δ𝑡
= 𝑞(E𝑛+1 + ̄u × B𝑛+1). (4.2)

In these equations x and v refer to the vector position and velocity, and u = 𝛾v where 
𝛾 is the Lorentz factor. ̄u is an average velocity between the two time intervals. For 
particles propagating outside of a vacuum, ̄u on the right-hand side in Equation 4.2 is 
replaced by the effective velocity. The EM fields are calculated at discretised regular 
mesh points, with the resultant field at each macroparticle position estimated using an 
interpolation method. When macroparticles are advanced, the beam is re-meshed to 
account for changing charge density over time.

The right-hand term in Equation 4.2 is the force applied to the particles. In cases 
where the EM force field is known, such as from a wakefield in a DLW, Equation 4.2 is 
simplified to 

𝑚u𝑛+1 − u𝑛

Δ𝑡
= F𝑛+1. (4.3)

Given x0 and u0 are known, this equation can be used to iteratively push individual 
macroparticles. This process is outlined in Figure 4.2.
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Calculation of Forces

Initial Macroparticle Positions

Time Interval: Macroparticles Kicked

Phase Space Kick

Time Interval: Macroparticles Kicked

New Macroparticle Positions

Figure 4.2. Flowchart for a typical particle kicker algorithm.

4.2 DiWaCAT, A Simulation Framework for Dielectric Lined Waveg-

uides

Using a particle pusher method, a simulation framework, DiWaCAT, has been developed 
to calculate the fields excited and track relativistic charged beams inside a planar DLW. 
This code has been explicitly designed to allow for integration with other beam dynamics 
simulation codes. As a result, certain parts can be performed by external software. 
Particular attention has been paid to ensure integration is possible with SimFrame, the 
in-house start-to-end (S2E) simulation framework for the CLARA/VELA beamline at 
Daresbury Laboratory [134]. This framework has been designed to work with beams 
from ASTRA [135], Elegant [136], GPT [137], and CSRTrack [138]. Beams from any 
of these can be used as inputs, or idealised beams can be generated using in-house code. 
These idealised beams are generated using 6D distributions, with beam emittance and 
longitudinal energy chirp as allowed input variables. These allow for a specific beam 
envelope to be generated for DLW simulations. DiWaCAT is used to create a cubic grid 
of non-uniform charge mesh points, at which the field is calculated. There is the option 
to add mesh points beyond the bounds of the beam. This is useful in cases where the 
field behind the beam is required, such as a drive/main beam system.

Calculating the field at the mesh points is completed in two steps: the wake potential 
(Green’s function) calculation for a planar DLW, and convolution of the Green’s function 
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with mesh point charges to generate the 3D field. Separating these steps, using an 
OOP method, allows for the separation of DLW specific calculations which can later 
be extended for arbitrary geometries. The wake potential is calculated from a sum of 
discrete eigenmodes using the transverse operator method, as outlined in Chapter 3.

The Green’s function is constant for a given DLW, so does not need to be recalculated. 
The 3D wakefields can be recalculated by the convolution of the constant Green’s 
functions with changing charge density, without the need for a full re-calculation of 
all steps. Applying the fields to the full sample of fixed-weight macroparticles can be 
performed outside the DLW simulation code, allowing for the addition of other fields 
if required. One such example would be surrounding a DLW with external magnetic 
fields, as in [77][84].

The DiWaCAT code can be viewed as a linear process shown in Figure 4.3: read 
in the beam and DLW parameters, calculate the number of modes needed for con-
vergence, calculate the Green’s function (CalcWakeElement), calculate the 3D fields 
(TotalForceMesh), and finally apply that field to the individual macroparticles for 
particle tracking (InterpolationKicker). Particle tracking can be further broken 
down, following the process outlined in Figure 4.2. Two of these processes are iterative, 
the mode convergence and particle tracking. The details and implementation of each 
process will be discussed in turn in Section 4.3.

Mode convergence is completed to a given tolerance. The 3D Green’s function is 
calculated for the outer-most mesh point (to ensure the transverse components are non-
zero) with a given number of modes, and also with 5 fewer modes. The tolerance for 
each of the 3 Green’s functions (𝑊𝑥, 𝑊𝑦, and 𝑊𝑧) is 

Tolerance(𝑛𝑋) = 𝑊𝑖(𝑛𝑋, 𝑛𝑌 ) − 𝑊𝑖(𝑛𝑋 − 5, 𝑛𝑌 )
𝑊𝑖(𝑛𝑋 − 5, 𝑛𝑌 )

(4.4)

and 
Tolerance(𝑛𝑌 ) = 𝑊𝑖(𝑛𝑋, 𝑛𝑌 ) − 𝑊𝑖(𝑛𝑋, 𝑛𝑌 − 5)

𝑊𝑖(𝑛𝑋, 𝑛𝑌 − 5)
, (4.5)

where 𝑊𝑖 is the Green’s function, calculated at the transverse mesh point closest to the 
dielectric plate. This point is chosen as this is where the highest order modes will have 
the greatest contribution. Convergence for each set of modes is assumed to be reached 
when the final 5 modes contribute less than the given tolerance for 𝑊𝑥, 𝑊𝑦, and 𝑊𝑧.

Particle tracking, performed by the InterpolationKicker function, follows the method 
shown in Figure 4.2. For each macroparticle, the field is calculated using an interpola-
tion of the field at the mesh points and each macroparticle is tracked by applying that 
field. Over small propagation distances, it can be assumed that the field at the mesh 
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HDF5 Beam File DLW Parameters

Mode Convergence

Calculate Mode Amplitudes

IF: 𝐹𝑖(𝑛𝑋,𝑛𝑌 )
𝐹𝑖(𝑛𝑋−5,𝑛𝑌 ) < Percentage Tolerance

IF: 𝐹𝑖(𝑛𝑋,𝑛𝑌 )
𝐹𝑖(𝑛𝑋,𝑛𝑌 −5) < Percentage Tolerance

nX++ nY++

Sort mesh point values

For each set of mesh positions:
CalcWakeElement

TotalForceMesh

InterpolationKicker

Output HDF5 Beam File

YES

NO

YES

NO

Figure 4.3. Functional flowchart for DiWaCAT. Beam and structure files are represented by purple, data 
organisation by orange, logic tests by green, and computational processes by red boxes.

points varies by a negligible amount, so the same fields are then used to interpolate the 
field for subsequent time steps. When macroparticles are lost at the boundaries of the 
DLW, the charge is set to zero (rather than deleting the macroparticle). This ensures 
individual macroparticle labels are consistent and individual macroparticle tracking 
can be performed. When dealing with longer propagation distances, the field requires 
recalculation. In such instances, the output beam can serve as the input for subsequent 
field calculations, effectively transforming the entire process into a self-consistent loop.
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4.3 Organisation and Optimisation of DiWaCAT

In this section, the optimisation of each method (red in Figure 4.3) will be discussed in 
detail in reverse order. The different algorithms required for accurate simulations will be 
discussed, with a focus on maintaining computational efficiency. The interpolation of the 
3D field distribution to individual macroparticles (InterpolationKicker) is discussed 
in Section 4.3.1, the particle tracking (also InterpolationKicker) in Section 4.3.2, 
mesh organisation (relevant for TotalForceMesh and CalcWakeElement) in Section 
4.3.3, and tolerance for mode convergence in Section 4.4.

For these test studies, fields are calculated with parameters listed in Table 4.1, and 
offsets from the DLW centre 𝑦0 = 0 and 750 µm. These parameters were chosen to give 
a suitably wide range of field strengths that would have a noticeable effect on beam 
properties. With the off-axis beam, the transverse field is ∼0.5 MV/m which will give 
a measureable kick after a few centimetres of propagation. The bunch length is long 
enough that the peak decelerating field is within the bunch, so the maximum field - and 
any non-linearities - within the field shape can be observed.

Parameter
Beam Momentum [MeV/c] 200
Total Charge [pC] 250
Beam Width, 𝜎𝑥,𝑦 [µm] 50
RMS Bunch Length, 𝜎𝑡 [fs] 200
Beam Emittance, 𝜖𝑛 [mm mrad] 3
DLW Half-Gap, 𝑎 [µm] 1000
Dielectric Thickness, 𝛿 [µm] 250
Dielectric Permittivity, 𝜖 4
DLW Width, 𝑤 [mm] 10

Table 4.1. Beam and DLW parameters for DiWaCAT field calculation studies.

4.3.1 Interpolation Methods

The field is directly calculated on a regular grid of non-uniformly charged mesh points. 
The field at the position of each individual macroparticle is estimated using a 3D 
interpolation from these mesh points. A more accurate interpolation method allows 
for fewer mesh points to be necessary in the simulation, reducing the time for the 
computationally expensive Green’s function calculation.

In 1D, an 𝑛𝑡ℎ-order interpolation requires 𝑛 + 1 points around the point at which the 
field is being estimated [139]. A nearest-neighbour (NN) interpolation, a 0th-order 
interpolation, only requires the single closest point. All higher-order terms require 
weighting based on relative distance from mesh points to the calculation point. Each 
dimension is considered independently, so the theory of a 1D interpolation is no different 
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to a 3D extension. Linear interpolation, being a 1-st order interpolation, uses the two 
nearest mesh points: the value at each mesh point is weighted by the fractional distance 
to each. A cubic interpolation considers the points surrounding the two closest mesh 
points to calculate a spline function. The layout of this system, for mesh cells with unit 
length separation is shown in Figure 4.4. The fractional difference between the two 
closest points (𝑥𝑖 and 𝑥𝑖+1) is given by 𝑢.
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Figure 4.4. Example nearest-neighbour, linear, and cubic interpolations for a generic 1D function with 
changing gradient between mesh points, with point values chosen at random.

Using a linear interpolation, one assumes that the overall profile of a function is described 
by the values at the mesh points. This assumes the second derivative of the function is 
negligible between mesh points, and the change in function is assumed to be linear. For 
a generic function, 𝑝(𝑥), known at mesh points 𝑖 and 𝑖 + 1 with unit distance between 
mesh points, the value at the point 𝑢 is 

𝑝(𝑢) = 𝑝𝑖 + 𝑢(𝑝𝑖+1 − 𝑝𝑖). (4.6)

Extending a linear interpolation to 3D can be performed in 2 ways: either use a weighted 
sum of all 9 surrounding points, or perform a 1D interpolation in each axis in turn. 
The later method can be simplified to improve computational efficiency. The equations 
required to extend a linear interpolation to trilinear (3D) interpolation is given in [139].

If the second derivative of the function is non-negligible between mesh points, a method 
to estimate the change in function gradient is required. In order to estimate the second 
derivative, it is necessary to consider the cube of the nearest points around the calculation 
point, as well as the cubes of points surrounding each of these closest points. The 
estimated spline function can be calculated using an interpolating curve. One example 
of an interpolation curve would be the Catmull-Rom cubic function which is expressed 
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by a matrix formula. The equation, 

𝑝(𝑢) = [𝑢3 𝑢2 𝑢1 1]

⎡
⎢
⎢
⎢
⎢
⎣

−0.5 1.5 −1.5 0.5
1 −2.5 2.0 −0.5

−0.5 0 0.5 0
0 1 0 0

⎤
⎥
⎥
⎥
⎥
⎦

⎡
⎢
⎢
⎢
⎢
⎣

𝑝𝑖−1

𝑝𝑖

𝑝𝑖+1

𝑝𝑖+2

⎤
⎥
⎥
⎥
⎥
⎦

, (4.7)

weights the function by distance to the closest point, as with a linear interpolation. 
Extending this to 3D, the method of which is listed in [140] is non-trivial and requires 
a large mesh sample. A formal tricubic interpolation requires the calculation point to 
have 64 surrounding mesh points (i.e. 4×4×4). A cascading interpolation method is 
used, with 16 interpolations performed in the first dimension, 4 in the second, and a 
single interpolation in the third dimension. Therefore, a tricubic interpolation requires 
21 calculations, compared to a 7 calculations for a trilinear interpolation [140][139]. 
When a formal tricubic interpolation is not possible at a given mesh point, the typical 
method is to use a nearest-neighbour approach and assume the value of the next mesh. 
For example, if in a tricubic interpolation the point 𝑥𝑖+2 is beyond the bounds of the 
mesh, it would be assumed that 𝑝𝑖+2 = 𝑝𝑖+1. For a trilinear interpolation, one method is 
to assume the gradient between the final two mesh points remains constant beyond the 
limit (i.e. extrapolation) or reduce the interpolation order to nearest-neighbour.

With an increasingly fine mesh the target function is well-described by the function 
values at the mesh points and higher-order interpolations are not required to estimate 
the profile shape in great detail. With a suitably fine mesh, interpolation functions 
rapidly converge after a first-order interpolation. Trilinear and NN interpolations have 
been considered as methods for the InterpolationKicker function in DiWaCAT. It 
is assumed that a mesh fine enough to accurately describe the bunch charge density 
shape will also accurately define the wakefield shape so requires only trilinear or NN 
interpolation. Explicitly this assumption is that the second derivative of the fields 
do not change drastically between mesh points, so a higher-order interpolation is not 
required. NN interpolation would be increasingly unattractive with larger variation 
in field between mesh points: physically this would be simulations with longer bunch 
lengths and increasing offset away from DLW centre.

Given the layout of DiWaCAT, individual macroparticle tracking allows for direct 
comparison of the Trilinear and NN interpolation methods. The variation in momenta 
for each macroparticle is defined as 

Δ𝑝𝑦 = 𝑝NN
𝑦 − 𝑝Trilinear

𝑦 . (4.8)
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The RMS difference in Δ𝑝𝑦 increases with transverse field strength; larger variation in 𝑝𝑦

is seen for both longer bunches and increased offsets in Figures 4.5 and 4.6, respectively. 
For both on-axis and off-axis simulations, the variation in 𝑝𝑦 is the summation of two 
Gaussian functions with a symmetric mean and identical widths. This is to be expected 
given the differences between linear and nearest-neighbour interpolations. In Figure 
4.4, the linear interpolation between two mesh points results in values that are higher 
than the nearest-neighbor value for half the distance between the mesh points, and lower 
for the remaining half. The point at which the two interpolation methods meet is at 
the halfway mark between the mesh points, resulting in each Gaussian having an equal 
width. The double-Gaussian variation can be clearly seen off-axis, in Figure 4.6, for 
both bunch lengths. For on-axis simulations, the variation in 𝐹𝑦 between grid points is 
reduced. This reduces the mean for each Gaussian distribution, leading to an overall 
distribution with a single peak and high kurtosis.
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Figure 4.5. Difference in vertical momentum of individual macroparticles, using nearest-neighbour and 
trilinear interpolation. The field at the regular mesh points is the same for each and calculated on-axis 

with 𝑎 = 1 mm.

Overall beam profiles are unaffected by interpolation method, given the Gaussian nature 
of individual macroparticle variation. The vertical beam profiles 5 m downstream, shown 
in Figure 4.7, are identical for the two methods despite the variation in macroparticle 
vertical momenta. The variation in kick received is always smaller than the difference 
between the nearest two mesh values. The over-estimation and underestimation cancel 
over a large beam sample, leading to no visible difference in beam profiles. Individual 
macroparticle behaviour is necessary to understand certain beam behaviours, and is an 
advantage of labelling individual macroparticles, so using the highest order interpolation 
where possible is preferable. The unaffected behavior of the ensemble macroparticle 
beam allows for accurate conclusions and simulations regardless of the interpolation 
order. Since higher order interpolations converge and the overall beam behavior remains 
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Figure 4.6. Difference in vertical momentum of individual macroparticles, using nearest-neighbour and 
trilinear interpolation. The field at the regular mesh points is the same for each and calculated with 

𝑎 = 1 mm, and 𝑦0 = 750 µm.
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Figure 4.7. Vertical profile, at a screen 5 m downstream from the DLW, with individual macroparticle 
kicks calculated using a nearest-neighbour and trilinear interpolation. The field at the regular mesh 

points is the same for each and calculated with 𝑎 = 1 mm, and 𝑦0 = 750 µm.

consistent, it is sufficient to use first-order interpolation.

4.3.2 Time Intervals

To accurately integrate the equations of motion using the particle pushing technique, the 
time interval between steps must be sufficiently small to minimise variations in phase 
space. The specific point at which these variations become noticeable depends on the 
applied kick and initial phase space of the particles. When the kick is negligible or 
the beam is propagating in free space, larger time intervals can be used. On the other 
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hand, a strong or changing field requires smaller time intervals to accurately capture 
non-linear beam behavior. For example, when a constant field is applied to a particle the 
particle undergoes quadratic motion. Therefore, if a beam experiences a large wakefield 
over an extended distance and undergoes a substantial angular kick compared to the 
initial particle angle, the motion is expected to be quadratic. To accurately represent 
this motion using the particle pusher method, more steps are required. Similarly, if the 
field profile varies as the beam propagates, small time steps are required to ensure an 
accurate field is applied to each macroparticle.

With a field profile at mesh points calculated and assumed constant, particles are tracked 
using Equation 4.3 with varying time intervals Δ𝑡. At each time interval the field applied 
to each macroparticle is derived from the mesh using a linear interpolation. The beams 
simulated have parameters as listed in Table 4.1. Only a selection of macroparticles are 
tracked for these simulations: those creating an ellipse of points in phase space with 
radii ±2𝜎𝑦 and ±2𝜎𝑝𝑦. For these macroparticles, 𝑥 = 𝑝𝑥 = 𝑡 = 0.

As expected, the time step required depends on the change in momentum (i.e. field 
integrated over the time interval). Particle paths for the beam on-axis are shown in 
Figure 4.8, and with 𝑦0 = 200 µm in Figure 4.9. Over small propagation distances 
(i.e. less than 5 cm or 160 ps) where the change in momentum is very small, there is 
negligible difference between any of the step sizes. There are no noticeable differences 
between particles paths for Δ𝑡 = 30 and 3 fs. For on-axis beams, differences are evident 
for 𝐿 >60 cm, and with 𝑦0 = 200 µm for 𝐿 > 40 cm. Fields are lower when the beam 
propagates on-axis, and this is reflected in the ability to use larger time intervals without 
loss in accuracy and variation in particle paths only evident at larger distances.

It is also worth considering that by the time that variation in seen in Figures 4.8 and 4.9, 
the width of the beam had increased by a factor of 2. At this point, new field calculations 
would be required given the beam parameters have significantly changed. Up to the 
point at which fields are no longer constant, the macroparticle phase space paths are 
consistent in all cases.

Beam tracking can also be considered for a single macroparticle. With a small enough 
time interval, the change in the field gradient between time steps will be negligible 
and the macroparticle paths will converge. This has been explored for the on-axis and 
off-axis cases for a particle with an initial position of 𝑦 = 25 µm and 𝑝𝑦 = 0. As shown 
in Figure 4.10, convergence is seen for both cases for Δ𝑡 < 30 fs, matching the results 
from the phase space plots in Figures 4.8 and 4.9. Given that the particle pusher method 
results in a converged solution, we can state that it is a suitable method of solving for 
particle motion.
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Figure 4.8. Phase space ellipse at varying distances within a planar DLW, for beam on-axis. 
Macroparticles are kicked at varying time intervals.
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Figure 4.9. Phase space ellipse at varying distances within a planar DLW, for beam with 𝑦0 = 200 µm. 
Macroparticles are kicked at varying time intervals.
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Figure 4.10. Vertical position of a macroparticle as a function of distance within a planar DLW. The 
initial vertical position is 25 µm from the beam centre and macroparticles are tracked with varying time 

intervals.

4.3.3 Mesh Density

An interpolation function ensures that each individual macroparticle receives an accurate 
momentum kick from the field. The accuracy of the field at the grid points is determined 
by the size and layout of the grid. The 3D grid is defined with the number of grid 
points, 𝑛𝐺𝑟𝑖𝑑, per RMS width, 𝜎, in each direction. The number of calculations is 
directly proportional to the number of mesh points; therefore a factor of 2 increase in 
mesh density in all 3 dimensions results in an 8× increase in field calculation time. 
For a Gaussian distribution the entire beam is assumed to be defined by the region 
incorporating ±3 𝜎. We would expect a converging result with increasing grid points, 
with the optimum solution being the one which provides an accurate solution with as 
few grid points as possible.
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To investigate the effect of the mesh layout, there should be significant variation in 
transverse fields across the beam profile. A larger transverse beam size, 𝜎𝑟 = 150 µm, 
was chosen for these simulations (all other parameters are listed in Table 4.1). The 
maximum 𝐸𝑧(𝑡) will often be situated within the beam, and ensuring a grid point is 
close to the turning point of 𝐸𝑧(𝑡) is important, especially given a linear interpolation 
is used to apply the field to macroparticles. This can be seen in Figure 4.11, more mesh 
points give a closer representation of the field shape, and a higher order interpolation 
would not be required. Using 1 grid point per 𝜎𝑥,𝑦,𝑡 does not accurately describe the field 
shape or magnitude, whilst the higher number of grid points only provides increasing 
accuracy. The same behaviour is seen with the transverse field. The vertical variation in 
𝐹𝑦, for a beam on-axis and offset 500 µm from a DLW with 𝑎 = 1 mm, are shown in 
Figures 4.12 and 4.13. As with the longitudinal profile, it is clear that more than 1 grid 
point per 𝜎𝑥,𝑦,𝑡 is required however the field shape is effectively captured with fewer 
grid points. The difference between fields with 𝑛𝐺𝑟𝑖𝑑/𝜎 = 2 and 5 are within 4% and 
5% for 𝑦0 = 0 and 500 µm respectively. Using fewer transverse grid points significantly 
reduces calculation time. For example, for fields accurate to 5%, 𝑛𝐺𝑟𝑖𝑑(𝑥, 𝑦, 𝑡) = (2 
per 𝜎𝑥, 2 per 𝜎𝑦, 3 per 𝜎𝑡) would be suitable. This reduces the number of grid points 
by 55% compared to using 3 grid points per 𝜎𝑥,𝑦,𝑡. The shape of the distributions are 
accurately depicted by a linear interpolation, further demonstrating the lack of need for 
a higher-order interpolation. A higher order interpolation would increase computational 
efficiency if the field strength, but not shape, was accurately calculated with fewer mesh 
points. However, this is not the case so a linear interpolation with suitably high mesh 
density is preferable.
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Figure 4.11. Longitudinal field profile calculated using varying mesh point separations, for beams 
on-axis.
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Figure 4.12. Transverse 𝐹𝑦 field profile, calculated using varying mesh point separations, for beams 
on-axis.
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Figure 4.13. Transverse 𝐹𝑦 field profile, calculated using varying mesh point separations, for beams with 
𝑦0 = 500 µm.

4.4 Mode Composition and Field Convergence

The fields excited by an electron beam in a DLW, as discussed in Chapter 3, can be 
expressed as a series of longitudinal-section magnetic (LSM) and longitudinal-section 
electric (LSE) modes. Each mode can be calculated using the transverse operator method. 
The two wave numbers, corresponding to horizontal and vertical modes, 𝑘𝑥 and 𝑘𝑦, 
excite modes with amplitudes that converge at different rates. The convergence rates are 
dependent on both the beam parameters and DLW parameters.

Accurately calculating the wakefields excited in all cases requires either determining the 
number of modes required, or using a large number of modes for all cases. The latter 
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would add unnecessary computational time to all but the most complex simulations. To 
calculate the number of modes required, an iterative process is used, as outlined in the 
mode convergence section of Figure 4.3. The contribution of horizontal and vertical 
modes converge at different rates, so must be independently considered.

When plotting and discussing mode amplitude, only contributions to the longitudinal 
field at the centre of the bunch (transversely and longitudinally) are given as an arbitrary 
reference point. Beam parameters are listed in Table 4.1, with exceptions used to 
demonstrate variation with respect to a given parameter.

4.4.1 Percentage Tolerance for Convergence

When considering mode convergence, the contribution of modes to the Green’s func-
tion in all 3 dimensions are considered. The Green’s function is calculated, using the
CalcWakeElement function, at a given point-like source and witness position. Higher 
order modes are excited closest to the dielectric plate and higher-frequency terms con-
tribute to the wake potential to a greater extent over smaller longitudinal distances. With 
this in mind, the position of the source particle is chosen to be the mesh point corre-
sponding to the centre of the bunch (transversely) and head of the bunch longitudinally. 
The witness position is chosen to be the first longitudinal mesh point and maximum 
vertical and horizontal mesh points. Higher-order modes contribute to a greater extent 
closer to the dielectric plate, so choosing this position ensures convergence in 𝑊𝑥,𝑦. 
Longitudinal detail is required over a time frame equal to the difference in mesh points, 
therefore this choice of position ensures modes are included with the frequency range 
required for convergence.

In some cases, mode convergence may not be perfectly smooth with the amplitude of an 
individual mode weak, leading to premature convergence. To exclude any discrepancy 
from a single mode, the final 5 modes are compared to the Green’s function with all 
modes included. The Green’s functions are for mode convergence purposes solely 
functions of the number of horizontal and vertical modes, i.e. 𝑊𝑖(𝑛𝑋, 𝑛𝑌 ). The 
tolerance is calculated for the 3D Green’s function using Equation 4.4.

The full mode spectra, across two frequency ranges, is shown in Figure 4.14. It appears 
by eye that suitable convergence has taken place even with a 50% tolerance. If judging 
the convergence of modes by eye, the number of modes chosen would be fewer than those 
needed for 5% tolerance; this would be a significant underestimation of the wakefields. 
An automated convergence calculation is preferable to avoid this.

Contributions of individual vertical modes, for 𝑛𝑋 = 0, and horizontal modes, for 
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Figure 4.14. Contribution of all LSE and LSM modes, on-axis, with varying levels of convergence. GHz 
and THz scale frequencies are shown separately given the order of magnitude difference in amplitude.
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Figure 4.15. Contribution of the LSE0,𝑛𝑌 and LSM0,𝑛𝑌 modes, on-axis, with varying levels of tolerance.

𝑛𝑌 = 0, are shown in Figures 4.15 and 4.16 respectively. Vertical modes set the overall 
frequency range with large differences in frequency between mode numbers. Each 
vertical mode has a corresponding set of horizontal modes, providing a sub-spectra 
with smaller difference in frequency between modes. For each set of modes, the mode 
amplitude exponentially decreases with increasing mode number (and frequency).

Given horizontal modes can be seen as sub-structure, including all combinations of 
[𝑛𝑋, 𝑛𝑌 ] modes leads to the inclusion of modes with very small amplitudes. For 
example, with the final vertical mode, the mode amplitude of the 𝑛𝑋 = 0 mode is 
already orders of magnitude lower than the fundamental mode and final 𝑛𝑋 mode has 
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Figure 4.16. Contribution of the LSM𝑛𝑋,0 modes, on-axis, with varying levels of tolerance.

an amplitude orders of magnitude lower than this. Each [𝑛𝑋, 𝑛𝑌 ] pair includes both 
the corresponding LSE and LSM mode. For a DLW with 𝑤 >> 𝑎, as is the case for 
DLWs in this thesis, LSE modes have amplitudes approximately an order of magnitude 
lower than the equivalent LSM mode. Therefore, more LSE modes are included than 
needed for a desired convergence. One way to improve computational efficiency would 
be to separate the convergence calculation of LSE and LSM modes.

4.4.2 Mode Distribution as a function of DLW Parameters

The number of modes required for a given simulation is dictated by the frequency range 
and frequency gap of excited modes. The maximum possible frequency of the modes 
excited by an electron bunch is independent of the DLW, instead depending on the 
electron bunch longitudinal distribution [124]. The number and composition of modes 
excited in a DLW determine the shape and characteristics of the wakefields generated. 
The frequency range from the fundamental mode to the maximum mode is populated 
by a varying number of modes, and the specific composition of these modes depends 
on the DLW width, structure gap, and dielectric parameters. The relationship between 
these parameters and the number of modes necessary for an accurate representation of 
the wakefields is discussed in the following sections.

DLW Width

For all planar DLWs used in this thesis, the DLW width is much greater than the beam 
width, i.e. 𝑤 >> 𝜎𝑥. The field excited does not depend on the DLW horizontal width, 
so long as this condition holds [124]. This is seen for both horizontal and vertical forces, 
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as shown in Figure 4.17, with the magnitude of each field increasing once 𝑤 ∼ 𝜎𝑥.

The DLWs considered in this thesis either fit the condition that 𝑤 >> 𝜎𝑥 or do not have 
a horizontal boundary (i.e. 𝑤 can be considered infinite). This condition also holds for 
previous DWA experiments outlined in Chapter 2. The anomalous behaviour seen for 
small 𝑤 is therefore not relevant to typical DWA studies. It is likely that this behaviour 
is a result of calculating 𝐹𝑥 and 𝐹𝑦 at a constant position relative to the DLW centre 
and constant longitudinal position. With 𝑤 >> 𝑎, the transverse field is dependent on 
the transverse position relative to the dielectric gap (𝑥/𝑎 and 𝑦/𝑎) [116]. As outlined in 
[116], the field in a DLW with finite width can be considered as a superposition of the 
field of a DLW with infinite width and from imaginary charges. Therefore, the transverse 
field will depend on both absolute and relative distance to the metal wall. This is only 
relevant when 𝑤 is no longer much greater than both the structure gap and beam width.
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Figure 4.17. Transverse field, at (𝑥, 𝑦, 𝑡) = (-2𝜎𝑥, +2𝜎𝑦, +1𝜎𝑡), for varying DLW horizontal width, with 
𝜎𝑥 = 𝜎𝑦 = 50 µm.
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The frequency gap between each horizontal mode decreases with increasing width, 
so a wider structure requires an increasing number of modes to accurately model the 
wakefield. This is seen in Figure 4.18. There is no change in the required number 
of vertical modes as function of 𝑤. To investigate the frequency spectra, it is only 
worth considering one set of horizontal modes, arbitrarily chosen as the LSM𝑚,0 modes. 
Comparing the spectra for 𝑤 = 5 and 10 mm, as in Figure 4.19, the frequency range is 
the same. The varying amplitudes are due to the number of modes excited. The total 
field strength is the same from the summation of these modes (Figure 4.17), given that 
twice the number of modes are excited with 𝑤 = 10 mm, the respective amplitude of 
each mode must be lower.
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Figure 4.18. Total number of 𝑛𝑋 and 𝑛𝑌 modes required for convergence to 1% with varying DLW 
width.

200 400 600 800 1000
10-4

0.1

100

105

108

Frequency [GHz]

A
m
p
li
tu
d
e
[V
m
]

w = 10mm

w = 5mm

Figure 4.19. Contribution of LSE𝑚,0 modes, on-axis, for DLW width of 5 and 10 mm.
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Dielectric Thickness

As discussed in Section 3.2.5, the frequency of the wake potential scales with the 
dielectric thickness. Therefore, in a similar manner to the structure width, the number 
of 𝑛𝑌 modes required to model the wakefields accurately will increase with dielectric 
plate thickness. The horizontal size of the DLW is unchanged so the number of 𝑛𝑋
modes are constant. The number of modes required for convergence to 1% follows this 
expectation, and shown in Figure 4.20.

200 400 600 800 1000

50

100

150

200

Dielectric Thickness, δ [µm]

N
u
m
b
e
r
o
f
M
o
d
e
s

nX

nY

Figure 4.20. Total number of 𝑛𝑋 and 𝑛𝑌 modes required for convergence to 1% tolerance with varying 
dielectric thickness.

The frequency of vertical modes are calculated by solving the dispersion equation in 
Equation 3.42. The argument given for changing structure width (in the case 𝑤𝑥 ≫ 𝜎𝑥), 
that the field remains constant with changing width, does not hold for changing dielectric 
thickness. Unlike DLW width, the field magnitude does depend on dielectric thickness, 
given that in most cases 𝑎 ∼ 𝜎𝑦. The mode distribution shown in Figure 4.21 for two 
values of 𝛿 does not show changing mode amplitude with dielectric thickness. The same 
frequency range is excited in both cases, requiring more modes for a thicker dielectric. 
However, the mode amplitude of overlapping modes does not changing so, for these two 
values of 𝛿 the field strength increases with dielectric thickness. This relationship does 
not generalise since the mode composition and amplitude of each mode is a function of 
both 𝑎 and 𝛿.

4.5 Benchmarking of DiWaCAT against CST

CST is a commercially available PIC code [141], commonly used for DLW simulations. 
CST has been validated against DWA experimental results in multiple publications (such 

95



0 2000 4000 6000 8000 10000 12000

10-5

0.01

10

104

107

Frequency [GHz]

A
m
p
li
tu
d
e
[V
m
]

= 50 µm

= 100 µm

Figure 4.21. Contribution of LSM0,𝑛 modes, on-axis, for a dielectric thickness of 50 and 100 µm.

as in [56] and [142]), and is widely used for simulation studies, so can be assumed 
to accurately calculate the wakefields excited within DLWs. The transverse operator 
method, used to calculate the wakefield in DiWaCAT, has been validated against CST for 
a single case in [119], however a comprehensive comparison has not been published to 
the author’s knowledge. The transverse operator method has been benchmarked against 
another widely used commercial code, VSim [143], the details of which are in [102].

Simulations with CST required a dedicated high-performance desktop with GPU cores 
allocated to CST simulations. The use of GPU acceleration limits the boundary condi-
tions which can be used in the CST solver. Namely, the DLW boundaries were assumed 
to be perfect electrical conductors. This did not significantly impact the physics simu-
lated for this benchmarking study as the same assumption is made within DiWaCAT. 
CST simulations took multiple hours to complete. In contrast, DiWaCAT simulations 
took ∼0.5 hours on a personal laptop running in serial on a single CPU core. Due to 
the different architecture (GPU and CPU), a direct comparison of core hour time and 
simulation efficiency was not made. The parameters for these simulations are listed in 
Table 4.2.

Parameter
Beam Momentum [MeV/c] 35
Total Charge [pC] 100
Beam Width, 𝜎𝑥,𝑦 [µm] 150, 300
RMS Bunch Length, 𝜎𝑡 [fs] 300, 800
Beam Emittance, 𝜖𝑛 [mm mrad] 5
DLW Half-Gap, 𝑎 [µm] 700
Dielectric Thickness, 𝛿 [µm] 200
Dielectric Permitivity, 𝜖 4
DLW Width, 𝑤 [mm] 20

Table 4.2. Beam and DLW parameters chosen for CST and DiWaCAT comparisons.
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Figure 4.22. Longitudinal macroparticle distributions for particle beams simulated using CST and 
DiWaCAT.

The mesh used in CST and DiWaCAT were not equal. To contain the DLW boundaries 
within the CST simulation window and avoid excessively long simulation times, the 
number of mesh points containing the beam is limited. Transversely the mesh density in 
CST and DiWaCAT was 1 per 𝜎𝑥,𝑦 and 3 per 𝜎𝑥,𝑦, respectively. Given the lower mesh 
density within the bunch, and different methods used to calculate each field, consistency 
is presumed when agreement is given to 5%.

A number of test cases were chosen to compare the two codes:

• Test #1: Beam centred on-axis in the DLW, 𝑦0 = 0. Beams were simulated with 
two beam sizes, 𝜎𝑟 = 150 and 300 µm.

• Test #2: Beam offset from axis, with 𝑦0 = 200 µm.

• Test #3: Changing beam offset

These are all for Gaussian bunches with two RMS bunch lengths, 𝜎𝑡 = 300 and 800 fs. 
When using CST, simulations tend to contain two phases: an initialisation stage followed 
by a phase with stable fields not affected by longitudinal DLW boundaries. Fields were 
extracted at the later steady state stage. DiWaCAT simulations do not contain a transient 
phase, fields calculated do not consider any boundary effects at the DLW entrance/exit. 
With a CST simulation, the charge distribution is defined over the entire 3D simulation 
window, whereas with DiWaCAT the charge distribution defines the simulation window. 
Therefore, the first step for comparing simulations is to ensure the charge distributions 
are aligned as shown in Figure 4.22.

The fields calculated match for all test cases, with a selection of results given here. 
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Fields are plotted with 5% regions to test consistency of results; the region containing 
5% in both x and y-axes. In each case, the longitudinal field, 𝐸𝑧, is given on-axis and 
transverse field, 𝐹𝑦, at the position Δ𝑦 = +1𝜎𝑦. Results for Test #1 are shown in Figure 
4.23. Consistent results are seen for the two beam widths, and for a beam on-axis both 
transverse field magnitude and the variation in transverse fields are consistent. In Figure 
4.23(d), non-linearity is seen in the transverse variation in 𝐹𝑦 using DiWaCAT which 
are not seen for CST. This can be explained by the lower mesh density used in CST; 
the transverse field variation is plotted from 4 transverse points with CST and 12 with 
DiWaCAT allowing for more detail. The inclusion of the entire DLW transverse cross-
section means CST simulations do not suffer from the field shape issues at the beam 
edge seen in Figure 4.12 for 1 mesh point per 𝜎𝑥,𝑦 in DiWaCAT. The small variation in 
𝐹𝑦 can therefore be accounted for and the fields still assumed consistent.
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(a) Longitudinal 𝐸𝑧 profile for 𝜎𝑟 = 150 µm.
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(b) Longitudinal 𝐸𝑧 profile for 𝜎𝑟 = 300 µm.
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(c) Longitudinal 𝐹𝑦 profile, at Δ𝑦 = +1𝜎𝑦, for 
𝜎𝑟 = 150 µm.
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(d) Vertical 𝐹𝑦 profile for 𝜎𝑟 = 150 µm.

Figure 4.23. Comparison of fields calculated for beams on-axis calculated using CST and DiWaCAT. 
Simulations are for Gaussian beams with 𝜎𝑡 = 800 fs, and two beam widths.

Results for Test #2 - bunches offset from axis - are shown in Figure 4.24. The transverse 
fields are consistent for shorter and longer bunches. The variation in 𝐹𝑦 against vertical 
position (Figure 4.24(d)) is greater than for the beam on-axis. Variation is seen closer to 
the dielectric boundary. Non-linear field variation requires an increased mesh density so, 
as with the beam on-axis, we can assume that the likely reason for this inconsistency is 
the mesh layout in CST. The transverse fields across the range Δ𝑦 = ±1𝜎𝑦 are consistent.

The transverse variation in fields are consistent between the codes for all cases across 
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(a) Longitudinal 𝐹𝑦 profile, for the beam centre, 
with 𝜎𝑡 = 800 fs.
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(b) Longitudinal 𝐹𝑦 profile, for the beam centre, 
with 𝜎𝑡 = 300 fs.
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(c) Longitudinal 𝐸𝑧 profile, for the beam centre, 
with 𝜎𝑡 = 800 fs.

-2 -1 0 1 2
0.0

0.2

0.4

0.6

0.8

1.0

y / σy

F
y
[

/
]

DiWaCAT

(d) Vertical 𝐹𝑦 profile with 𝜎𝑡 = 800 fs.

Figure 4.24. Comparison of fields calculated for beams with 𝑦0 = 200 µm, calculated using CST and 
DiWaCAT. Simulations are for Gaussian beams with 𝜎𝑡 = 800 and 300 fs.

the range Δ𝑦 = ±1𝜎𝑦. This is true for varying offset, i.e. Test #3, as shown in Figure 
4.25. Almost exact matching are seen across this transverse range, with similar results 
at varying longitudinal positions. As in previous cases, a higher degree of agreement 
is seen with 𝜎𝑡 = 800 fs compared to 300 fs, however fields in both cases match to 5% 
tolerance.
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(a) 𝜎𝑡 = 800 fs.
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(b) 𝜎𝑡 = 300 fs.

Figure 4.25. 𝐹𝑦 at the beam centre and Δ𝑦 = ±1𝜎𝑦 for varying beam offset, 𝑦0.

Overall, we can conclude that the results given by DiWaCAT and CST are sufficiently 
consistent. DiWaCAT gives an accurate representation of simulated wakefields. De-
viations between the codes in fields are seen at beam edges and likely explained by 
differences in mesh layout for these simulations. The reduction in simulation time with 

99



DiWaCAT required to match the simulation detail of CST also provides a clear example 
of the advantage of using specialised code.

4.6 Extensions and Future Applications of DiWaCAT

As previously mentioned DiWaCAT has been specifically designed for integration with 
other accelerator codes. Input and output beam file formats have been designed to 
integrate with SimFrame [134], so can therefore integrate with other accelerator codes 
such as ASTRA, Elegant, GPT, or CSRTrack. This functionality is not shown in this 
thesis, however has direct applications for DLW based beam manipulation devices (e.g. 
the DLW dechirper to be installed on CLARA [103]) and beam diagnostics (such as DLW 
streakers discussed later in Chapter 8). This functionality also allows for detailed studies 
of the feasibility of dielectric wakefield acceleration and simulated DWA experiments. 
Without S2E simulations, long-distance simulations of DWA are often limited by the 
use of idealised beams. Simulations of a complete accelerator beamline should also 
include methods to model instabilities which are seen in real facilities. Modelling the 
effect of these instabilities and methods generate drive/witness beam pairs are required 
in future DWA studies.

4.7 Summary

In summary, a specialised simulation code has been developed for relativistic beams 
inside dielectric lined waveguides. With this, the 3D fields excited can be extracted, and 
beam dynamics within the DLW is tracked. Integration of this code with other accelerator 
software has been explained, with the specific context of the CLARA online model 
given as an example. This integration can be generalised, allowing for S2E simulations 
of DWA experiments and studies with realistic beam parameters. S2E simulations of 
DWA experiments allows for the optimisation of experiments with the diagnostics and 
beam optics available at a particular facility. Comparisons of experimental data with 
detailed simulations also allows for more detailed conclusions to be made and the effects 
of specific field elements isolated.

The simulation parameters for accurate field and beam dynamics simulations have been 
studied. The methods for field interpolation, and particle pushing algorithms have been 
studied to ensure accurate methods were chosen. The fields with varying beam and 
structure parameters have been explored and the modal composition of the wakefields 
excited has been explained. The number of modes required for each simulation has 
been optimised whilst minimising simulation time, ensuring that the frequency range 
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and field profiles are accurately calculated. DiWaCAT has been benchmarked against 
a commercially available code, CST, with agreement between the two shown across 
a number of test cases. It has been shown that DiWaCAT accurately calculates the 
theoretical wakefields excited in a DLW, so is an appropriate method for simulations 
throughout this thesis. Benchmarking with experimental results is required to show the 
applicability of theoretical expectations; such benchmarking is detailed in Chapter 6.

Future work will be focused on a full integration of DiWaCAT with other simulation 
codes, to produce a complete DLW simulation package that can be utilised for a variety 
of applications, for example for design of passive beam manipulation in a Free Electron 
Laser, or in High Energy Physics collider design.
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Chapter 5

Experimental Setup at CLARA

5.1 Overview of the CLARA/VELA Beamline

The work presented in Chapter 6 describes experimental results obtained using the 
Compact Linear Accelerator for Research and Applications (CLARA) at Daresbury 
Laboratory (see Figure 5.1). At the time of experiments, the CLARA Front End (CLARA 
FE) had the capability to accelerate electrons up to a maximum achieved 50 MeV/c 
momentum for injection into the VELA (Versatile Electron Linear Accelerator) beamline 
[144].

During DWA experiments, the CLARA FE contained a 3 GHz RF gun, 2 m long linac, 
and beam optics before injection into the VELA beamline. The photoinjector used 
for the CLARA FE was a 2.5 cell S-band structure operating at 10 Hz with a copper 
photocathode. At the exit from the injector, the electron beam reached a momentum of 
5 MeV/c. The copper cathode was illuminated at an angle of 4∘ by the third harmonic 
of an 800 nm infared laser light (266 nm) via an aluminium coated mirror. The laser 
pulse duration on the cathode was variable within 2-8 ps FWHM. A 2 m long S-band 
linac, after the injector, accelerated electrons to the final momenta (set by varying the RF 
power supplied to the linac and the beam off-crest phases). Beams were injected into the 
VELA beamline via a double-bend achromate (dog-leg) where longitudinal compression 
took place [144]. The combination of the CLARA FE and VELA beamlines allowed for 
the transportation of beams with varying parameters to Beam Area 1 (BA1).

Design and operational beam parameters delivered to BA1 during the experiments 
described in this thesis are listed in Table 5.1. Operational parameters were chosen to 
prioritise a reproducible beam over multiple days of experimental time. At the time 
of our experiments, the available bunch charge was reduced due to combined effects 
of reduction in the cathode quantum efficiency and photoinjector laser beam transport 
efficiency [144]. A conservative value of 100 pC bunch charge was chosen for setting up 
the machine. A maximum momentum of 50 MeV/c could be achieved, however using 
35.5 MeV/c allowed for a wider range of off-crest accelerating phases (and therefore 
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Figure 5.1. Schematic diagram of the CLARA/VELA beamline. A more detailed schematic of Beam 
Area 1 is given in Figure 5.2

Parameter Design Value Operated Value
Bunch Charge [pC] 250 100
Momentum [MeV/c] 50 35.5
RMS Bunch Length [fs] >200 300-5000
Normalised Emittance 𝜖𝑥,𝑦 [mm mrad] ∼2 ∼5
Horizontal RMS Beam Size 𝜎𝑥 [µm] Minimum <100 100 - 1500
Vertical RMS Beam Size 𝜎𝑦 [µm] Minimum <100 100 - 300
RMS Momentum Spread [%] Variable up to 5 0.5-2
Bunch Repitition Rate [Hz] 10 10

Table 5.1. Beam parameters in Beam Area 1 as designed and delivered [144].

bunch lengths) to be used while keeping momentum constant. Keeping a constant 
momentum removed the need to adjust the transverse beam optics whilst changing the 
linac off-crest phase.

The amount of compression through the dog-leg set the bunch length delivered to BA1. 
Varying the linac phase, and therefore the energy chirp, varies the compression ratio. 
The bunch compression to second-order is governed by the following expression 

𝛿𝑧𝑓 = 𝛿𝑧𝑖 + 𝑅56
𝛿𝑝𝑧
𝑝𝑧

+ 𝑇566 (𝛿𝑝𝑧
𝑝

)
2

, (5.1)

where 𝛿𝑧𝑖 is the initial longitudinal position of the electron (with the mean longitudinal 
position 𝛿𝑧𝑖 = 0), 𝛿𝑧𝑓 is the final longitudinal position, 𝑝 is the average momentum, 𝛿𝑝𝑧

is the difference from the mean electron momentum, and 𝑅56 and 𝑇566 are the linear and 
non-linear longitudinal dispersion components of the dogleg section [145]. The dog-leg 
has a fixed 𝑅56 = −78 mm and requires positive energy chirps for bunch compression 
(i.e. higher energy at the head). In addition, there is a large non-linear component 
(𝑇566 = −2.794 m) which adds curvature to the longitudinal phase space of beams 
injected into VELA. These values are determined by the lattice of the dogleg through 
simulation [144].

The chosen maximum and minimum compression used during DWA experiments were 
given by linac off-crest phases of -6∘ and 0∘ corresponding to RMS bunch lengths of 370 
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and 800 fs respectively. During DWA experiments the bunch length and profile were 
estimated by wakefield streaking [16][108] and the previously reported relationship 
between bunch length and off-crest phase at CLARA [146]. Details of this are given in 
Section 6.3.1.

5.1.1 Beam-Area 1 Description

DWA experiments were conducted in BA1, a schematic of which is shown in Figure 5.2. 
BA1 contained a 2.3 m long experimental chamber (between vacuum valves VALV-04 
and VALV-05) which could house multiple experimental targets and diagnostics. The 
quadrupole triplet (Q-01 to Q-03) was used to set the horizontal and vertical envelopes 
through the chamber and the required beam size at the interaction point (IP). Upstream 
from the experimental chamber (between VALV-02 and and VALV-04), a TW laser light 
box was located for other user experiments. The laser box increased the distance from 
quadrupole magnets to the IP (increasing the minimum beam size at the IP). The beam 
pipe at the light box (with 10 mm inner diameter and 100 mm length), required for 
differential pumping for LWFA related gas jet experiments, limited the beam envelopes 
that could be set through BA1 without beam losses.

For one set of experiments, beams were required with various horizontal widths (up 
to 1.5 mm RMS) and an approximately constant vertical width. This was difficult to 
achieve with BA1 quads alone and therefore also required adjustment of quadrupoles in 
the VELA beamline.

2 m

HVCOR-01 HVCOR-02 HVCOR-03 HVCOR-04

VALV-01 VALV-02 VALV-04 VALV-05

BPM-01 BPM-02 BPM-03
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YAG-03

01

FCUP-01

Q-01 Q-02 Q-03 Q-04 Q-05 Q-06

Q-07

02 03 04
TW laser 
light box

Alignment
laser

CCD cameras

DLWs Slits

Glass 
door
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S-01 S-02

S-03
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Dipole

Figure 5.2. Schematic of the beamline within BA1. Red boxes are quadrupole magnets, dark blue are 
trajectory correctors, light blue is the dipole magnet for the spectrometer, and green circles are YAG 

screens.

Downstream from the experimental chamber, a quadrupole triplet (Q-04 to Q-06) was 
used to minimise the horizontal 𝛽𝑥 function at the energy spectrometer (YAG-03) and 
focus beams with large transverse sizes onto YAG-02. For beams with a large momentum 
spread, Q-07 was used to control the horizontal dispersion, 𝐷𝑥. The size of the horizontal 
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spectra at YAG-03 is 

Δ𝑥 = 𝐷𝑥Δ𝑝
𝑝

, (5.2)

where Δ𝑝 is the full momentum spread and 𝑝 is the average momentum [118]. In 
the case of beams with a large momentum spread, the horizontal spectra can extend 
beyond the size of the screen. Increasing the focusing strength of Q-07 reduces 𝐷𝑥 and 
the spectra width. Conversely, to increase the momentum resolution for a beam with 
small momentum spread, Q-07 current is reduced to increase 𝐷𝑥 and the spectra width. 
The dependence of horizontal dispersion on Q-07 current is shown in Figure 5.3. An 
iterative process of minimising 𝛽𝑥 using the quadrupole triplet and setting the dispersion 
allowed for accurate measurements of the energy spectra. The resolution of energy 
measurements is estimated by the minimal resolvable detail in the measured YAG-03 
spectra. From Equation 5.2, the minimum spatial detail Δ𝑥 relates to the momentum 
resolution Δ𝑝 which during operation was approximately 20 keV. A Faraday cup after 
YAG-03 (with this YAG screen removed from the beam path) was used to measure the 
charge transported through BA1 and monitor beam losses within DLWs.
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Figure 5.3. Horizontal dispersion 𝐷𝑥 at YAG-03 as a function of Q-07 quadrupole current, 𝐼. The line of 
best fit is 𝐷𝑥 = 1240 − 300𝐼.

The beam trajectory within BA1 was adjusted using two correctors upstream of the 
experimental chamber (HVCOR-01 and HVCOR-02) and two downstream (HVCOR-03 
and HVCOR-04). The first pair set the beam trajectory through the chamber on the 
beamline axis, and the second pair ensured the beam was centred at the dipole magnet 
entrance.
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5.2 BA1 Experimental Chamber and Bunch Diagnostics

A photograph of the BA1 experimental chamber with DWA structures installed is shown 
in Figure 5.4. Within the chamber, 3 circular YAG screens (with 30 mm diameter, and 
300 µm thickness) were installed to measure the transverse profile of the beam (S-01, 
S-03, and S-04 in Figure 5.2). A screen with the same parameters was installed at 
YAG-02; the increased distance from the IP allowed for measurements of the beam 
envelope (with the quadrupole triplet Q-04 to Q-06 turned off). With the quadrupole-
triplet turned on, large beam sizes at YAG-02 could be focused to the size of the screen 
for transverse profile measurements. Reticules included in the mounting structures (with 
assembly as in Figure 5.5) of each YAG in the chamber were used to calibrate camera 
images. The required field of view (i.e. camera zoom) and therefore calibration was 
individually set for each YAG-screen. For example at the IP small beam sizes down to 
100 µm and below were required so the field of view was smaller than on up/downstream 
YAGs. The calibration factor and distance of each YAG screen to the IP is given in 
Table 5.2. All screens and other components within the chamber were mounted on 
motorised translation stages to enable full withdrawal from the beam path. Alignment 
of components to the beamline axis was performed with an alignment laser positioned 
behind the energy spectrometer dipole with the glass window at the end of the beam 
pipe (Figure 5.2). The gate valve VALV-05 was also equipped with a glass window thus 
enabling the alignment to be performed in-air.

The beam envelope through BA1 was estimated by measuring the beam sizes on each 

Camera Calibration Factor [µm/pix.] Distance to IP [m]
YAG-01 51 3.20
S-01 30 0.84
S-03 5.65 0
S-04 33 1.05
YAG-02 32 3.10
YAG-03 21 5.20

Table 5.2. Calibration in µm per pixel for each YAG screen camera in BA1 and distance to the IP.

Figure 5.4. Photograph of the BA1 experimental chamber with the side window open. The beam 
propagates left to right.
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Figure 5.5. Schematic of the YAG setup and mounting system.

YAG screen. Beam envelopes were necessary to determine the beam trajectory into 
DLW structures and enable accurate comparison of measurements with simulations. In 
drift space the beam envelope follows 

𝜎(𝑙) = 𝜎0√1 + (𝜖(𝑙 − 𝐿0)
𝜎2

0
)

2

, (5.3)

where 𝑙 is the longitudinal position, 𝜎0 is the beam size at the waist, 𝐿0 is the waist 
position, and 𝜖 is the geometric emittance [118]. The envelope fit involves fitting 3 free 
variables (𝜖, 𝜎0, and 𝐿0) from 4 measurements (beams sizes at S-01, S-03, S-04, and 
YAG-02). Positioning of screens was not optimal for envelope measurements, therefore, 
the resultant fit can only be taken as an estimate of the envelope. The accuracy can 
be improved by measuring one of the variables, such as emittance. Setting the waist 
closer to one of the YAG screens, ideally S-03, also improves the accuracy of envelope 
measurements given 𝜎0 and 𝐿0 are approximately known in this case. The transverse 
beam size can be measured from YAG screen images in two ways: using the width from 
a Gaussian fit of the profile or using the second moment of the distribution. During 
operation it was found that the beam was not purely Gaussian, instead formed from 
several smaller beamlets. Each of these beamlets had different beam dynamics through 
CLARA FE to BA1, thus leading to non-Gaussian, in most cases, transverse distributions. 
For non-Gaussian profiles, measurement of the second moment of the distribution was 
the more appropriate method to measure the transverse width. An example of this, for a 
beam with Gaussian vertical profile and non-Gaussian horizontal profile is shown in 
Figure 5.6. The horizontal and vertical envelopes for two typical settings (one highly 
elliptical and one circular examples) are given in Figure 5.7. As these were only ever 
used for estimating the position of the waist, no error bars are shown and comments on 
fit quality would not be appropriate.

The beam transverse emittance was measured using a slit-scan method, with horizontal 
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Figure 5.6. Example transverse profile measurement using the YAG-DOWN screen. Image has been 
rescaled for an aspect ratio of 1. A Gaussian fit was used to measure 𝜎𝑦 whilst the second moment was 

used for 𝜎𝑥.

and vertical slits, each of 50 µm width, to measure vertical and horizontal emittance 
respectively. Shot-to-shot beam position jitter was negligible, allowing for the beam to 
be characterised by moving a single-slit across the beam profile. Vertical and horizontal 
slits were positioned within the experimental chamber (between S-03 and S-04 in Figure 
5.2), 0.5 m from the IP, and slit beamlets were imaged on YAG-02. To measure horizontal 
emittance, the vertical slit was moved horizontally across the beam with each resulting 
beamlet on the downstream screen measured at each slit position as shown in Figure 5.8. 
The beamlet is highly collimated, with minimal charge in the beamlet, so the size on the 
downstream screen is dominated by the emittance rather than space charge. Therefore, 
the measured downstream beamlet horizontal profile is a good estimate of the upstream 
angular distribution [147], [148]. By combining all beamlet angular distributions, the 
horizontal phase space of the entire beam can be reconstructed.
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(b) Envelope for an approximately circular beam at the IP.

Figure 5.7. Example fitted transverse envelope using the 4 YAG screens for two example beams.

The total RMS horizontal emittance is given by 

𝜖𝑥 = √⟨𝑥2⟩⟨𝑥′2⟩ − ⟨𝑥𝑥′⟩2, (5.4)

where 𝑥 and 𝑥′ are the position and angle of particles respectively and ⟨⟩ represents 
averaging over all particles. Given a slit of negligible width, dividing the beam into a 
series of beamlets is a suitable replacement for averaging over individual particles. The 
charge of each beamlet is proportional to the measured integrated image intensity.

Let denote the total charge/intensity of all 𝑁 beamlets as 𝑄, 𝑞𝑖 is the charge of the i-th 
beamlet and 𝑥𝑖 is the i-th position of the slit. Note that slit positions are usually chosen to 
avoid overlapping beamlets so 𝑄 is less than the total bunch charge. At the downstream 
screen, each beamlet profile is centred at 𝑋𝑖 and has RMS width 𝜎𝑥,𝑖. Positions 𝑥𝑖

and 𝑋𝑖 are taken relative to the centroid of each beamlet. The average centroid of all 
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beamlets is given by ̄𝑥. Using the distance between the slit and screen, 𝐿, the mean and 
RMS variance in divergence/convergence can be calculated, with 

𝑥′
𝑖 = 𝑋𝑖 − 𝑥𝑖

𝐿
(5.5)

and 
𝜎𝑥′,𝑖 =

𝜎𝑥,𝑖

𝐿
. (5.6)

Each term in Equation 5.4 can be calculated with 

⟨𝑥2⟩ = 1
𝑄

𝑁

∑
𝑖

𝑞𝑖(𝑥𝑖 − ̄𝑥)2, (5.7)

⟨𝑥′2⟩ = 1
𝑄

𝑁

∑
𝑖

𝑞𝑖[𝜎2
𝑥′𝑖 − (𝑥′

𝑖 − ̄𝑥′)2], (5.8)

where ̄𝑥′ is the correlated beamlet divergence/convergence, and 

⟨𝑥𝑥′⟩ = 1
𝑄

(
𝑁

∑
𝑖

𝑞𝑖𝑥𝑖𝑥′
𝑖) − 𝑄 ̄𝑥 ̄𝑥′. (5.9)

In each equation the sum is over all 𝑁 beamlets. The vertical emittance is measured in 
the same manner, using a horizontal slit scan. Full details of the derivation of each term 
is given in [148]. Images were taken with regularly spaced slit positions, allowing for a 
semi-automated process:

1. The imaging camera sensitivity was adjusted such that the brightest beamlet image 
had no saturated pixels.

2. The maximum and minimum slit positions were found by finding the positions at 
which no beam was measurable above the standard background.

3. An automated script was then used to take images at a set number of slit positions 
between these two edge points.

5.3 DWA Experimental Setup

For DWA experiments, various DLWs were installed at the IP position. The DLWs 
(shown and labelled in Figure 5.9) consisted of two circular DLWs and a variable gap 
planar DLW. The planar DLW is a single section of the CLARA dechirper [103], to be 
installed in phase two of the CLARA facility. The parameters for each DLW used, with 
variables as in Figures 3.1 and 3.2 for planar and circular DLWs respectively, are listed 
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Figure 5.8. Schematic of a single slit measurement. A full slit scan would involve taking an image of 
each beamlet as the slit is moved across the face of the beam.

in Table 5.3. The smaller circular DLW (#2) was not used for experiments as beam 
losses could not be prevented. Small YAG-screens (5x5 mm with 300 µm thickness) 
were glued near the entrance of the circular and planar DLW structures to facilitate 
approximate centering of the beam on the DLWs entrance. S-03 was positioned in the 
middle of 200 mm long DLWs thus providing a beam size measurement within the 
structures and, in combination with the envelope measurements as described above, 
provides information on beam size variation within the structure.

Figure 5.9. Photograph of the DLW structures installed at the interaction point in BA1.

Parameter Planar DLW Circular DLW #1 Circular DLW #2
Dielectric Gap/Diameter, 2𝑎 [µm] 500-4000 2000 900
Dielectric Thickness, 𝛿 [µm] 200 200 200
Relative Dielectric Permitivity, 𝜖𝑟 3.75 3.75 3.75
Length [m] 0.2 0.2 0.2
Width [mm] 10 N/A N/A

Table 5.3. Parameters for DLWs used in BA1 experiments.

All DLW structures were mounted onto a platform, a schematic of which is shown in 
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Figure 5.10. The entire assembly could be moved transversely using horizontal and 
vertical motorised remotely controlled translation stages. These stages also ensured that 
DLW structures could be easily moved out of the beam path. A small stage controlling 
the gap of the planar DLW was mounted on the vertical stage (enabling gap and beam 
offset variation). The gap between dielectric plates in the planar DLW could be adjusted 
with sub-µm precision. Note that the gap was controlled by moving only one (upper) 
DLW plate. Re-centering the beam therefore required additional vertical movement of 
the structure (i.e. increasing the gap by 𝑥 required the structure to be moved down by 
𝑥/2).

Figure 5.10. Schematic of the DLW stage (left:) at the face of the DLW entrance and (right:) with the 
electron beam travelling left to right. Dielectric structures are represented in red, YAGs in green, and 

arrows represent available stage motion.

To compensate for tilt, the platform was secured at one end and adjustable at the other 
using a picomotor, which allowed for precise fine-tuning of the tilt around the platform 
pivot point. Ideally, the pivot point should have been located at the entrance of the 
DLWs to ensure that adjustments in tilt did not affect the beam’s entry point into the 
DLWs. However, due to the necessity to keep the assembly centre of mass close to the 
pivot point, setting the tilt was an iterative process. To set the tilt in the planar DLW, the 
following steps were taken:

1. The dielectric gap was minimised to ensure beam losses always occurred.

2. The centre of the DLW was found by maximising charge transport.

3. The tilt was adjusted in the direction of increasing charge transportation.

4. Steps 2 and 3 were repeated until adjusting the tilt in either direction decreased the 
charge transported.

The tilt of the circular DLW was set using the same method, as the circular DLWs were 
attached to the same platform. However, the yaw of the DLW platform could not be 
adjusted, so the beam trajectory had to be adjusted to match the yaw of the structure 
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using the two upstream correctors. The same principle of maximising charge transport 
used to set the DLW tilt was used to set the beam yaw.

The centre of each DLW was determined using the charge transport through the DLW. 
Beam losses occur either at or symmetrically around the centre (assuming the tilt is 
correctly set). Using the planar DLW with 2𝑎 = 500 µm we always observed beam 
losses, so the position of the greatest charge transported was when the beam was at the 
DLW centre. For the circular DLW, beam losses were symmetric around the centre. 
An example of setting the centre of the circular DLW is shown in Figure 5.11. With 
circular DLWs, the beam centre had to be determined in both vertical and horizontal 
planes, whilst for the planar DLW, the centre only needed to be determined in the vertical 
direction, as the DLW had no horizontal boundary.
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Figure 5.11. The charge transported, measured using the Faraday cup FCUP-01, through the 2 mm 
circular DLW with varying vertical stage V2 position. The centre of the DLW is at V2 = -7.35 mm.

When taking measurements, beam energy jitter was not significant (< 0.1%) but shot-
to-shot energy spectra jitter was observed, limiting the ability to directly compare 
single-shot measurements with the DLW in/out. Where possible, YAG-03 images 
were taken by averaging over multiple shots (typically 10-20) rather than single-shot 
measurements.

5.4 Summary

In summary, the beam transported from CLARA/VELA into BA1 has been thoroughly 
characterised, and a specific set of machine parameters has been selected to ensure a 
reproducible beam for dielectric wakefield acceleration (DWA) experiments. The chosen 
machine parameters were designed to provide two distinct bunch lengths, namely 370 
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and 800 fs, while maintaining equal bunch charge and momentum.

The experimental area, BA1, has been carefully designed and equipped to facilitate 
the DWA experiments. The experimental chamber itself comprises three YAG-screens, 
which are utilised for beam diagnostics. Furthermore, horizontal and vertical slits are 
available for emittance measurements and phase space reconstruction. The set of YAG 
screens, slits, and energy spectrometer allowed for 5D beam measurements (transverse 
phase space and longitudinal momentum).

Within the chamber, both a variable gap planar DLW and a circular DLW were installed. 
To ensure precise alignment of the dielectric structures with the beam path, robust 
experimental procedures have been developed. These procedures are crucial for accurate 
positioning of the dielectric structures, which are essential components for the DWA 
experiments discussed in the subsequent chapter.

In conclusion, the beam transport system from CLARA/VELA into BA1 has been char-
acterised, and meticulous attention has been given to machine parameters, experimental 
chamber design, and alignment procedures. These efforts are aimed at providing a 
well-defined and reproducible beam environment for conducting DWA experiments in 
BA1.
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Chapter 6

Experimental Study of Wakefields in 

Dielectric Wakefield Accelerators

6.1 Experimental Measurements and Field Calculations

Experimental measurements were taken using YAG-screen images. For the majority of 
results, measurements are compared with the beam propagating in free path (no DLW 
inserted). In some cases, such as when the beam is set offset from the DLW centre, 
comparisons are instead made to the on-axis measurement (where the on-axis position 
is calculated as outlined in Section 5.3). This assumes the beam is well centred in each 
DLW for the on-axis measurements.

Average transverse fields were measured by the change in average beam position at S-04 
and/or YAG-02 and average longitudinal field was measured at YAG-03. The average 
transverse field, calculated at each screen, is given by 

⟨𝐹𝑖⟩ = 𝑝Δ𝑥𝑖
𝐿𝑙𝑠

, (6.1)

where Δ𝑥𝑖 is the change in average position due to transverse fields, 𝐿 is the distance 
between the IP and screen, 𝑙𝑠 is the length of the DLW (0.2 m), and 𝑝 is the longitudinal 
momentum (35.5 MeV/c). At YAG-03, using Equation 5.2, 𝐿 is replaced by the hori-
zontal dispersion to convert the change in average horizontal position on the screen to 
change in energy. Average fields in simulations are calculated using the 3D field profiles 
and defined as 

⟨𝐹𝑖⟩ =
∫ ∫ ∫ 𝜌(𝑥, 𝑦, 𝑧)𝐹𝑖(𝑥, 𝑦, 𝑧)𝑑𝑥𝑑𝑦𝑑𝑧

∫ ∫ ∫ 𝜌(𝑥, 𝑦, 𝑧)𝑑𝑥𝑑𝑦𝑑𝑧
, (6.2)

where 𝜌(𝑥, 𝑦, 𝑧) and 𝐹𝑖(𝑥, 𝑦, 𝑧) are the beam and field distributions.

Quadrupole-like transverse fields change the transverse beam distribution rather than 
beam position. Therefore, quadrupole-like fields were evaluated using the change in 
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beam size at a S-04 and/or YAG-02. The change in beam size was defined by 

√Δ𝜎2
𝑖 = √𝜎2

𝑖,𝑚 − 𝜎2
𝑖,0, (6.3)

where 𝜎𝑖,𝑚 and 𝜎𝑖,0 are the measured beam sizes with the DLW in and free-path re-
spectively. The effect of quadrupole-like fields were also measured using the beam 
divergence between screens. The divergence is given by 

Θ𝑖 = 𝜎𝑖(YAG − 02) − 𝜎𝑖(S − 04)
2.05

, (6.4)

where the beam size, 𝜎𝑖 was measured at S-04 and YAG-02 and the distance between 
the two screens was 2.05 m. This equation assumes that the beam is either purely 
diverging or converging between the screens, i.e. the beam waist is upstream of S-04 or 
downstream of YAG-02.

6.2 Variation of Wakefield Strength with Structure Gap

For the first set of experiments, the planar structure gap was varied with the free path 
beam envelope for each linac off-crest phase kept constant. The range of structure gaps 
were chosen such that no charge was lost within the DLW. S-04 screen images with and 
without the planar DLW in the beam path are shown in Figure 6.1. A comparison of the 
images with and without the planar DLW in the beam path reveals noticeable changes 
in transverse beam dynamics. Differences are observed between the free path and the 
presence of the DLW, as well as among different structure gaps in the DLW. However, it 
is challenging to immediately determine the magnitude and strength of the transverse 
fields solely based on the observed changes in beam sizes. The impact of transverse 
fields relies on the beam’s convergence or divergence when subjected to the applied 
field.

1 mm

1 mm

Free Path a = 1.0 mm a = 0.6 mm

Figure 6.1. S-04 images with free path and beams centred in the planar DLW set with a = 1.0 and 0.6 mm. 
Bunch length is 370 fs.
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Simulated beam envelopes for varying planar gaps at 3 waist positions are shown in 
Figure 6.2. In each simulation, the beam size at the waist was set such that the beam size 
in each transverse plane matched, to the best of our ability, the free-path measurements at 
S-01, S-03, S-04, and YAG-02. Quadrupole wakefields focusing the beam horizontally 
decrease in strength with increasing structure gap. With the waist positioned upstream 
of the DLW centre (at 𝑠 = −0.1 m), weaker focusing reduces divergence after the waist, 
reducing the downstream beam sizes. Stronger focusing at smaller planar gaps bring the 
beam to a second sharper waist, therefore increasing the divergence and downstream 
beam size. With the waist downstream of the DLW centre, the wakefield focusing at each 
gap increases the beam convergence, therefore increasing the divergence after the waist 
and increasing the beam size downstream. The opposite is true for defocusing forces: 
decreased convergence if the waist is downstream and increased divergence if the waist 
is upstream of the DLW. It was determined that for 𝜎𝑡 = 370 fs the horizontal waist was 
at 𝑠 = 0.2 m and vertical waist at 𝑠 = 0.5 m and for 𝜎𝑡 = 800 fs the horizontal and 
vertical waists were both approximately at the DLW entrance (𝑠 = −0.1 m).

The difference in waist position in each transverse plane leads to differences in the 
change in beam size, as evident in Figure 6.3, despite symmetric focusing/defocusing in 
the x and y-plane respectively. Although the beam envelope was not precisely measured 
(as explained in Section 5.2), an estimated envelope provides a good agreement between 
experimental results (data points) and simulations conducted with DiWaCAT (solid 
lines) in Figure 6.3. The match between experimental and simulation results is more 
pronounced in the vertical plane compared to the horizontal plane. This difference can 
be attributed to the waist position being closer to the DLW center in the horizontal plane. 
Within the DLW, errors in the waist position would have a larger impact on downstream 
divergence or convergence. The effect of this means that the error in expected results 
from simulations is likely larger than the measurement errors shown in Figure 6.3. 
However, for reasons given in Section 5.2, the exact size of these errors cannot be 
quantified.

Transverse fields in planar and circular structures cannot be directly compared due 
to the different symmetries of each scheme. In a planar DLW the fields are always 
focusing parallel to the dielectric plate and defocusing towards the dielectric. In a 
circular DLW, any beam asymmetry will introduce defocusing in the direction of greater 
beam size. Downstream profiles do allow for some conclusions on the strength of the 
fields to be made. Smoothed horizontal profiles at S-04 for each bunch length used are 
shown in Figure 6.4. For each structure, the beam size is larger than free path. When 
considering a bunch length of 𝜎𝑡 = 370 fs, the change in beam size for the circular 
DLW is approximately equivalent to the planar DLW with 𝑎 = 0.8 mm. Conversely, for 
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Figure 6.2. Simulated horizontal beam envelopes for varying free path waist positions, l0, and planar 
dielectric gaps. The DLW is positioned between -0.1< 𝑠 <0.1 m. The beam size at the waist position was 
set such that the beam sizes at each screen position matched the free path case. Bunch length is 370 fs.

the longer bunch length of 𝜎𝑡 = 800 fs, the change in beam size for the circular DLW is 
smaller than that for the planar DLW with 𝑎 = 1.0 mm. These profiles suggest some 
quadrupole-like fields, similar to in planar DLWs were excited in the circular DLW for 
the shorter bunch. The beam size in free path shows asymmetry between horizontal 
and vertical RMS beam size (approximately 230 and 150 µm respectively) at S-03 for 
the 370 fs RMS bunch, whilst for the 800 fs bunch the beam sizes are approximately 
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Figure 6.3. Variation in transverse beam size as a function of the planar structure gap. Solid lines 
represent simulated results. Bunch length is 370 fs.

140 µm in both transverse directions. Beam astigmatism will excite different radial field 
distributions as a result of the beam in each transverse plane, presenting as the total field 
appearing quadrupole-like. The exact characteristics of these wakefields necessitate 
detailed simulations similar to those conducted for planar DLWs using DiWaCAT.
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Figure 6.4. Vertical beam profiles at S-04 for various planar structure gaps and circular DLW at both 
bunch lengths.

The change in energy spectra allows for inferences on the longitudinal 𝐸𝑧 profile. The 
CLARA beam has a positive chirp in BA1, i.e. the tail of the bunch has lower energy. 
Non-linear components to the LPS do not allow for the energy spectra to be directly used 
to reconstruct 𝐸𝑧(𝑡). Non-linear components to the LPS also mean that DiWaCAT can 
only be used to compare average longitudinal fields, rather than directly compare with 
energy spectra. Energy spectra for the free path and planar dielectric at each structure 
gaps are shown in Figure 6.5. The spectra and average momentum (shown with vertical 
lines) indicate deceleration with both gaps. The average change in beam energy with 
the two strucutre gaps are, to measurement accuracy, equal (0.338 MeV). This can be 
explained by the bunch length, 800 fs, which both decelerates and accelerates the bunch 
as shown in Figure 6.7. Acceleration may be inferred from the energy spectra with 
𝑎 = 0.8 mm however the difference from the highest energy of the free path spectra 
makes this inconclusive.
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Figure 6.5. Averaged YAG-03 energy spectrometer data for free path and planar DLW with two structure 
gaps. The plot is normalised to integrated intensity and the average energy of each case given by vertical 

lines. Bunch length is 800 fs.

With 𝜎𝑡 = 800 fs, acceleration and deceleration complicates evaluating the strength 
of longitudinal fields using energy spectra data. It is more appropriate to use the data 
from bunches with 𝜎𝑡 = 370 fs instead. Average longitudinal fields are shown in Figure 
6.6. Simulations using DiWaCAT (solid line) show good agreement with experimental 
data. The circular DLW (red point) with 𝑎 = 1.0 mm is positioned on the horizontal 
axis where the point fits on the planar trend line, the point 𝑎 = 0.775 mm. This result 
is corroborated by the 𝐸𝑧 profiles in Figure 6.7, with approximately equal profiles 
measured for the circular and planar structures with this gap/aperture pair. The ratio of 
average 𝐸𝑧 in planar and circular structures with the same dielectric gap (𝑎 = 1.0 mm) 
is 0.6 ±0.1 in good agreement with the theoretically predicted value of 0.62 [115][149]. 
These simulated field profiles also support the conclusion from Figure 6.5 that the peak 
deceleration is within the bunch.
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6.3 Variation of Wakefield Strength with Beam Offset

In practical DWAs, the drive bunch is not expected to travel exactly on-axis over multiple 
metres of deceleration due to orbit jitter and DLW misalignment. Beams propagating 
offset from the DLW axis excite dipole-like wakefields in planar and circular DLWs 
which in turn lead to the development on single-beam breakup instability (BBU) [77]. 
Accurate modelling of these effects are necessary for future realisation of DWAs.

Examples of how these dipole-like fields affect the beam in planar and circular DLWs 
are shown in Figures 6.8 and 6.9 respectively. The beam size increases with offset in 
both structures. Screen images at YAG-03 show vertical position as a function of beam 
momentum. Given the positive chirp of the CLARA beam this is therefore vertical 
position as a function of longitudinal beam position, with the left hand-side being the 
head of the bunch. YAG-03 images (Figures 6.8(b) and 6.9(b)) indicate a dipole-like field 
that is longitudinally varying. With the beam on-axis the vertical position is constant 
for all horizontal screen positions, indicating zero kick is applied. With the beam offset 
from the DLW centre, the vertical position is a function of horizontal position, indicating 
a dipole-like field with strength increasing along the bunch. The length of the streak 
can be measured by the beam size and indicates the maximum vertical force, which 
increases with offset as shown in Figure 6.10.

The beam behaviour in the vertical plane of the planar structure is dominated by the 
dipole-like wakefield that streaks the image on the downstream screen with appreciable 
contribution from the vertical quadrupole-like fields due to relatively large transverse 
beam size. In the horizontal plane, the longitudinal slices close to the head of the bunch 
are focused to a waist while further slices towards the tail of the bunch are strongly 
overfocussed. Similar behaviour is observed with the circular structure thus indicating 
that both dipole-like and quadrupole-like fields are excited when the beam propagates off-
axis in circular DLWs. With 𝑦0 = 1.4 mm in the planar DLW and 0.6 mm in the circular 
DLW, the beam is 0.6 mm from the dielectric surface. The vertical streaks in both are 
approximately the same total length, as shown in Figure 6.11 so approximately equal 
maximum 𝐹𝑦 is excited in the two DLWs. Given the field is longitudinally dependent, 
the horizontal profile as a function of vertical position is the equivalent of the horizontal 
focusing as a function of longitudinal position. Quadrupole-like fields can be isolated in 
the horizontal plane; the strength of horizontal focusing can be evaluated by the vertical 
position at which the horizontal profile is at a waist. Similar horizontal behaviour is seen 
in both planar and circular DLW screen images (Figures 6.8(a) and 6.9(a)) with the beam 
focused to a waist at a vertical position in both structures, suggesting quadrupole-like 
fields are excited horizontally in both structures. The vertical position the waist is greater 
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Figure 6.8. Downstream screen images for varying offsets in the planar DLW with a = 2.0 mm. Bunch 
length is 800 fs.

in the circular DLW than the planar DLW, indicating weaker focusing in the circular 
DLW. Quadrupole-like fields vertically defocus each longitudinal slice. This can only 
be seen where the maximum kick is applied, so can be evaluated by the length of the 
tail in the vertical beam profile. The tail of the vertical profile in Figure 6.11 is longer 
for the planar DLW, indicating a larger contribution of vertical quadrupole-like fields.
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Figure 6.9. Downstream screen images for varying offsets in the circular DLW. Bunch length is 800 fs.
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Figure 6.11. Smoothed vertical screen profiles at S-04 for the free-path and beam offset 0.62 mm from 
the dielectric surface in the circular DLW and planar DLW with 𝑎 = 2.0 mm. Bunch length is 800 fs.

The average vertical wakefield, ⟨𝐹𝑦⟩ was measured for two bunch lengths in each 
structure, and shown in Figures 6.12 and 6.13. DiWaCAT simulations are shown for 
the planar DLW. Similar simulations cannot be undertaken for circular DLWs at this 
time using DiWaCAT so the solid line is a fit shown to aid the eye. Behaviour is 
symmetric about the DLW centre, as expected, and planar results match expectations 
from simulations. Both results show non-linear increases in ⟨𝐹𝑦⟩ with beam offset, 
however the non-linear behaviour is greater in the planar case. The circular DLW results 
follow previous results, which showed that transverse fields can be modelled using a 
combination of dipole and quadrupole terms [16]. The contribution of higher-order 
terms appears greater in planar DLW, the contribution of which increases with offset, 
given that the planar trendline cannot be modelled with linear (dipole) and quadratic 
(quadrupole) terms.
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simulation results.
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Figure 6.13. Average vertical force for each bunch length, calculated from the change in screen image 
central moment, as a function of offset in the circular DLW with a = 1.0 mm. Solid line shows a 

quadratic fit to the complete dataset.

The results for 𝜎𝑡 = 370 and 800 fs are approximately equal, despite a factor of more 
than 2 difference in bunch length. This can be explained using the 𝐹𝑦 profiles in Figure 
6.14. The shorter bunch has a larger peak 𝐹𝑦 but it is reached behind the bunch where 
the beam current is zero. The peak 𝐹𝑦 for the 800 fs bunch is lower, but contained within 
the bunch. Therefore, the average 𝐹𝑦 fields do not differ significantly. The simulated 
dependence of ⟨𝐹𝑦⟩ on bunch length at two offsets for the planar DLW is shown in Figure 
6.15. The difference between 400 and 800 fs bunches is only 15%, within the accuracy 
of measurements. For bunches shorter than 300 fs, the dependence on ⟨𝐹𝑦⟩ with bunch 
length is approximately linear due to 𝐹𝑦 peaking farther away from the bunch. The 
wavelengths of higher-order modes are lower, therefore the 𝐹𝑦 field is more likely to 
peak within longer bunches at larger offsets. At smaller offsets, where the contribution 
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Figure 6.15. Simulated average vertical wakefield strength, ⟨𝐹𝑦⟩, as a function of Gaussian RMS bunch 
length at two offsets with 𝑎 = 2.0 mm.

of higher-order modes is smaller, the average field increases with bunch length, contrary 
to larger offsets, at the expense of field strength.

Close to the dielectric plate it can be assumed that the wakefield is similar to a single 
dielectric plate irrespective of the structure geometry. It can be assumed that for large 
offsets, the variable of interest is distance to the dielectric plate rather than offset from the 
DLW centre. The data from Figures 6.12 and 6.13 are replotted as a function of distance 
to the dielectric plate in Figure 6.16(a). The change in beam size, a measurement of 
the length of the streak is shown in 6.16(b). The measured fields in planar and circular 
DLWs converge close to close of the single dielectric plate. Further away from the 
dielectric plate direct comparisons between the two structures are less relevant due to 
the different structure gap/aperture.
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Figure 6.16. Vertical beam measurements as a function of distance to the dielectric plate for planar and 
circular DLWs. Bunch lengths is 800 fs.

6.3.1 Longitudinal Profile Estimation with Streaked Beams

The RMS bunch length is determined by the linac-beam off-crest phase, with the rela-
tionship between the two at CLARA given in [146]. For shorter bunches it would be 
possible to verify this bunch length using the average wakefield strength, however as 
shown in Figure 6.14 the variation in average 𝐹𝑦 is within measurement accuracy for 
these bunch lengths.

For a given offset in the DLW, the wake potential is constant and wakefield is given by 
the convolution with the bunch profile. The downstream beam profile then relates to 
the shape of the transverse wakefield. The longitudinal profile can be reconstructed by 
finding the longitudinal profile that excites a transverse wakefield which maps that profile 
to the measured downstream image. An iterative method was used to reconstruct the 
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bunch profile; the downstream transverse profile was mapped to a longitudinal position 
using the wakefield calculated from a test profile. The wakefield is calculated from this 
longitudinal profile and used to remap the downstream profile, converging on a solution 
where the wakefield from a longitudinal profile maps the downstream profile to the same 
longitudinal profile. This method is similar to that detailed in [108][150].

The initial test profile is chosen as a Gaussian bunch with RMS length given by the 
off-crest phase. The final measured profile depends on the bunch length used for the 
test profile. The optimal longitudinal profile is found by altering the bunch length of 
the test profile. The measured longitudinal profile for each bunch length is tested by 
simulating the downstream profile, which is compared to the measured profile. The 
solution is given by the profile which gives the best agreement with the measured profile 
and the variation in agreement allows for the error in bunch length to be estimated. An 
alternative reconstruction process, using the forward propagation of a test beam profile 
is outlined in Chapter 8.

The reconstruction process for the bunch with off-crest phase of -6° is shown in Figure 
6.17. The large error in RMS bunch length is explained by the small difference in the 
wakefield strength with changing bunch length. The profile can be approximated by a 
skew-Gaussian with skew-factor 𝛼 = −2.25.

The same process is shown with the off-crest phase at 0° in Figure 6.18. For the longer 
bunch at large offsets, the peak 𝐹𝑦 value is contained within the bunch. In this case there 
are two longitudinal positions which receive the same kick and therefore measured at 
the same position at a downstream screen. A smaller offset is used instead to avoid this, 
at the expense of wakefield strength. The offset in this case is negative, so the magnitude 
of the vertical position was used for reconstructed. The reconstructed profile (Figure 
6.18(c)) is estimated by a skew-Gaussian with 𝛼 = −2.

Simulations using these bunch profiles and lengths show agreement with experimental 
results. This suggests that the reconstruction provides a reasonable estimate of the 
longitudinal bunch profile.
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(a) Smoothed beam profile at S-04 with 𝑦0 = 0 shown for comparison.
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(b) Simulated vertical kick at S-04 as a function of longitudinal position 
within a Gaussian bunch with 370 fs RMS bunch length. The head of the 

bunch is at t = 0.
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Figure 6.17. Input and output longitudinal profiles from the reconstruction of the bunch produced with an 
off-crest linac phase of -6°. The bunch length was determined to be 370 ± 60 fs.
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(b) Simulated vertical kick at S-04 as a function of longitudinal position 
within a Gaussian bunch with 800 fs RMS bunch length. The head of the 

bunch is at t = 0.
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Figure 6.18. Inputs and outputted longitudinal profile from the reconstruction of the bunch produced with 
an off-crest linac phase of 0°. The bunch length was determined to be 800 ± 100 fs.
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6.4 Variation of Wakefield Strength with Beam Ellipticity

6.4.1 BBU Suppression

The BBU instability caused by the development of dipole-like fields off-axis can be 
reduced by using a highly elliptical bunch, as previously discussed in Section 3.3.2 and 
reported experimentally in [126]. The bunch ellipticity is given by the ratio of horizontal 
to vertical beam size (aspect ratio). In this experiment, the horizontal beam size was 
varied whilst keeping the vertical beam size, 𝜎𝑦 = 150±20 µm, approximately constant. 
A circular beam is defined with an aspect ratio ≈ 1. The quoted horizontal beam size is 
the RMS size measured at S-03.

The dependence of the average vertical wakefield with beam offset is shown for a number 
of horizontal beam sizes in Figure 6.19. While the dependence for the approximately 
circular beam (𝜎𝑥 = 180 µm) follows the non-linear trend in Figure 6.12, the dipole-like 
wakefields which would lead to BBU are greatly reduced with increased horizontal beam 
size. The non-linear behaviour also reduces with beam width, with the dependence 
for 𝜎𝑥 = 750 and 1500 µm more closely resembling quadratic and linear relationships. 
This supports the theoretical reasoning for BBU reduction, that higher-order modes are 
suppressed with an increasingly elliptical beam.
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Figure 6.19. Average vertical force as a function of offset for various beam widths. Solid lines show 
simulation results. Bunch length is 800 fs.

The suppression of BBU with elliptical beams relies on the transverse and longitudinal 
fields scaling with 1/𝜎3

𝑥 and 1/𝜎𝑥 respectively. This relationship was observed experi-
mentally for the short and long bunches, as shown in Figure 6.20. The measured average 
longitudinal and transverse fields show good agreement with the theoretical expectations 
from simulations. Whilst the longitudinal field decreases with the horizontal beam size, 
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the transverse field decreases at a faster rate as theoretically expected [125]. This result 
is in agreement with previous measurements in [126], in which transverse fields were 
measured using beam position monitor (BPM) data rather than using full screen images 
as here.
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Figure 6.20. Average vertical force and longitudinal field as a function of RMS beam width. Solid lines 
show simulation results.

The magnitude of the suppression was measured at different beam offsets, shown in 
Figure 6.21. The amount of suppression with offset is larger when the beam has a larger 
initial offset. By normalising the simulation data to a beam with negligible size, as in 
Figure 6.22, this effect is clear. With a circular beam, the contribution of higher-order 
modes increases with offset so the suppression of higher-order modes is more observable 
at larger offsets.

134



0 500 1000 1500

0.00

0.05

0.10

0.15

0.20

σx [µm]

F
y
[

m
]

y0 = 1.14 mm

y0 = 1.34 mm

Figure 6.21. Average vertical force at two offsets as a function of RMS beam width. Solid lines show 
simulation results. Bunch length is 800 fs.
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Figure 6.22. Simulated relative strength of the longitudinal field on-axis and vertical field at various 
offsets as a function of RMS beam width. Fields are normalised to sigmax = 0. Bunch length is 800 fs.

6.4.2 Transverse Beam Quality

As discussed in Section 3.3.2 the transverse field distributions raise questions about the 
beam quality of elliptical beams. Whilst the reduction of dipole-like fields has been 
experimentally validated in [126], the transverse beam quality of elliptical beams in 
DLWs has not been investigated. Figure 6.23 shows horizontal and vertical divergence 
for varying beam width and planar structure gap. In the vertical plane the defocusing 
force increases divergence at all structure gaps and the change in divergence compared 
to the free path case reduces with increased beam width. In the horizontal plane the 
behaviour is more complex. Strictly speaking, data presented in Figure 6.23 can be 
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Bunch length is 800 fs.

interpreted as divergence only if the beam waist is upstream of S-04. With 𝑎 = 0.5 and 
0.75 mm the trend crosses the free path case suggesting that indeed for some values of 
𝜎𝑥 the waist is between the two screens.

Complex behaviour of the transverse beam dynamics in the horizontal plane is further 
illustrated in Figure 6.24 where the beam sizes on screens S-04 and YAG-02 are given 
as a function of beam width at the DLW (S-03). The beam here is always divergent from 
the structure position in a free path but this changes when the DLW is inserted. Small 
𝜎𝑥 bring the beam to a horizontal waist upstream of S-04 and the waist moves onto S-04 
at 𝜎𝑥 = 0.72 mm. Further increase in 𝜎𝑥 moves the waist towards YAG-02 which is 
reached at 𝜎𝑥 = 1.1 mm. After that, the beam size on YAG-02 is approaching the free 
path beam size. This behaviour provides a clear indication that the average horizontal 
field, ⟨𝐹𝑥⟩, diminishes while the beam size at DLW increases.
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Figure 6.24. Horizontal beam width downstream as a function of beam width at S-03 in the free path case 
and on-axis in the planar DLW with a = 0.5 mm. Bunch length is 800 fs.

The beam focal length is the propagation distance at which the total beam size is 
minimised. The simulated focal length as a function of 𝜎𝑥 for 3 structure gaps is shown 
in Figure 6.25. With 𝑎 = 0.5 mm, the beam is at the waist at S-04 and YAG-02 with 
𝜎𝑥 = 750 and 1200 µm respectively. This supports the results in Figure 6.24. Scaling 
the focusing force to multiple nC, as required to reach practical accelerating gradients, 
the beam waist would be after a short propagation distance for all values of 𝜎𝑥 and 𝑎. 
This may have important implications for the practical design of a DWA using elliptical 
beams, a topic explored in Chapter 7.

Both slice and projected emittances are conserved when the beam propagates through 
conventional quadrupole magnets. In DLWs, the quadrupole strength varies longitudi-
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Figure 6.25. Simulated horizontal focal length as a function of RMS beam width for varying dielectric 
gap. Dashed lines show the distance to S-04 and YAG-02 from the centre of the DLW. Bunch length is 

800 fs.

nally (zero at the head and increasing within the bunch). Each longitudinal slice receives 
a constant quadrupole-like field so slice emittance is conserved (if the field is perfectly 
quadrupole-like) however projected emittance is not preserved. Emittance dilution as the 
beam propagates diminishes the ability to control a beam with conventional quadrupole 
magnets, for example to keep a drive bunch elliptical over long distances. Examples of 
the horizontal phase space, reconstructed from slit scans, with the beam propagating 
in free path and in the DLW with 𝑎 = 0.5 mm are shown in Figure 6.26. The focusing 
quadrupole-like wakefield clearly transforms the main body of the beam from divergent 
to convergent. The transverse phase space also show that 𝐹𝑥 is non-linear across the 
wider beams (in particular 𝜎𝑥 = 0.75 mm) and toward the beam edge. Projected emit-
tance growth is seen with the DLW in for all beam widths, with the dependence of the 
projected emittance on horizontal beam width shown in Figure 6.27. As expected from 
simulations, the emittance growth increases with beam size.

6.5 Conclusions and Discussion

The work presented in this chapter provides extensive experimental benchmarking of the 
wakefields given by analytical functions in [119] and implemented in DiWaCAT against 
the experimentally measured results. Benchmarking of DiWaCAT with experimental 
results demonstrates the applicability of a lightweight code in modelling the transverse 
beam behaviour in DWAs at higher charge and energies required at future DWAs.

Cylindrical DLWs may be advantageous for DWA, since stronger longitudinal wakefields 
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Figure 6.26. Reconstructed horizontal phase space of the beam propagating in the free path (top) and 
through the planar DLW with a = 0.5 mm (bottom) for various RMS beam widths. Bunch length is 800 fs.
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Figure 6.27. Horizontal projected emittance as a function of RMS beam width. Bunch length is 800 fs.

are excited in DLWs of the same size. Measurements presented in this chapter showed 
agreement, within measurement accuracy, to the theoretical ratio of fields excited in 
planar and circular DLWs [149][115]. Dipole-like fields are excited with the beam 
off-axis in planar and circular DLWs and approximately equal in strength as the beam 
propagates closer to the dielectric plate, suggesting a negligible difference in BBU 
development between planar and circular DLWs.

Transverse wakefields on-axis in circular DLWs require further study, with quadrupole-
like wakefields a potential further cause of instability alongside dipole-like fields for 
a beam offset from the DLW centre. Beam asymmetry would have implications for 
currently suggested methods of BBU suppression in circular DLWs such as the use of a 
quadrupole wiggler [77].

Planar DLWs are known to excite strong quadrupole-like wakefields and the strength 
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of these fields with varying DLW structure gap and beam offset have been shown. 
The effect of these fields can be negated by using a series of orthogonally orientated 
DLWs [111][90][91][92][89]. Simulations of the behaviour of this DWA geometry are 
presented in the following chapter.

Transverse wakefields are reduced in planar DLWs when using an elliptically shaped 
beam. The suppression of higher-order modes with elliptical beams has been shown to 
match theoretical expectations and demonstrated by increased suppression at increased 
beam offsets. However, the quadrupole-like fields excited are still present even if reduced. 
Projected emittance growth, due to horizontal focusing, increases with ellipticity due to 
non-linear 𝐹𝑥(𝑥). Over long distances, this will degrade beam quality. Non-symmetric 
and non-linear focusing/defocusing limits the application of elliptical drive beams to a 
single DLW stage. Scaling the average focusing to the charge of proposed future DWAs, 
the overall beam profile would be brought to a waist after a short propagation distance. 
In reality the focusing is longitudinally varying so the question of beam behaviour in this 
regime is more complex. This question motivates the study of a DWA with ‘practical’ 
beam parameters, the results of which are presented in the following chapter.
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Chapter 7

BBU Suppression in a Practical 

Dielectric Wakefield Accelerator

7.1 Introduction

The work presented in Chapter 6 experimentally investigated the transverse wakefields 
for a 100 pC bunch with 35.5 MeV/c momentum. The relatively low charge ensured 
energy spread did not significantly change through the DLW and low momentum ensured 
transverse field effects were observable. This combination allowed us to take precise 
measurements of beam properties and the effects of transverse fields in a planar DLW 
and benchmark DiWaCAT against experimental results. Whilst the results can be 
scaled to higher charge beams (which would be required for a practical DWA), studies 
of these higher charge beams are required to evaluate the effectiveness of transverse 
field suppression methods. DiWaCAT offers a simulation toolkit for conducting such 
studies, allowing for the tracking of beam dynamics within a DLW, including individual 
macroparticles and beam slices. The toolkit accurately calculates fields and enables 
detailed investigations efficiently.

In this chapter, simulations of high charge and high energy drive beams are discussed 
in the context of two methods for suppression of transverse fields in planar DLWs: 
elliptical beams and DLWs with alternating orientations. This work will primarily focus 
on studying the development of the single-beam breakup instability (BBU) caused by an 
initial small beam offset. Additionally, it will investigate the effect of quadrupole-like 
wakefields on beam losses and beam quality.

The work presented here only considers a drive beam, rather than the drive-witness 
beam system required for acceleration. One of the significant challenges for a practical 
DWA is the transportation of the drive beam over long distances. Stable transportation is 
crucial to ensure maximum energy extraction from the drive beam and maintain overall 
accelerator efficiency. Efficient acceleration relies on extracting the maximum energy 
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from the drive bunch, which necessitates transporting the bunch over multiple metres 
without significant beam degradation or susceptibility to instabilities.

7.2 Parameters for High Charge Simulations

Two transverse distributions for drive beams have been considered, an elliptical beam 
(i.e. 𝜎𝑥 > 𝜎𝑦) with the aim of suppressing BBU and a circular beam (i.e. equal 𝜎𝑦

and 𝜎𝑥) with small initial transverse size. Beam parameters have been chosen to be 
reasonably achievable at current facilities, and listed in Table 7.1. One such facility 
able to produce multi-nC charge electron bunches, with parameters comparable in order 
to those in Table 7.1, is FACET-II [151]. In order to isolate the effect of transverse 
wakefields, and minimise the otherwise asymmetric ‘natural’ divergence, the emittance 
of the elliptical beam was set to the negligible value of 1 nm rad. For the circular beam 
case an emittance of 1 mm mrad was chosen as both the effect of the beam optics and 
transverse wakefield should be considered.

The DWA structure parameters were chosen to excite ∼ 100 MeV/m fields for the beam 
parameters listed. A larger vacuum gap is preferred - to reduce the relative contribution 
of higher order modes -but this could be reduced if a greater accelerating field were 
desired. A quartz-like (𝜖𝑟 = 4) dielectric with thickness readily available from suppliers 
was chosen to demonstrate the feasibility of DWA with conventional materials and 
manufacturing techniques.

Parameter Elliptical Circular
Bunch Charge [nC] 10
Beam Momentum [GeV/c] 1
RMS Bunch Length, 𝜎𝑡 [ps] 1
Longitudinal Skewness -4
Vertical Beam Width, 𝜎𝑦 [µm] 50 20
Horizontal Beam Width, 𝜎𝑥 [µm] 500 20
Normalised Emittance, 𝜖𝑥,𝑦 [mm mrad] 0.001 1
Dielectric Half-gap, 𝑎 1 mm
Dielectric Thickness, 𝛿 250 µm
Relative Dielectric Permittivity 4

Table 7.1. Beam and DLW structure parameters for elliptical and circular high charge bunch simulations.

The transformer ratio (accelerating to decelerating field ratio) can be increased with 
an optimally shaped longitudinal profile. This increases the efficiency of acceleration, 
coming at the expense of maximum accelerating field [75]. As discussed in Section 3.3, 
beams with higher charge towards the tail of the bunch are associated with transformer 
ratios greater than 2. For a maximal transformer ratio (> 5), a longer bunch with 
a ‘double-triangular’ or ‘doorstop’ shape would be used and bunch length optimised 
[77][51]. We have chosen to simulate a skewed-Gaussian, with probability density 
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function given by 

𝜌(𝑡) = 1√
2𝜋

exp (−𝑡2

2𝜎2 ) [1 + erf ( 𝛼𝑡
𝜎

√
2

)] , (7.1)

where 𝛼 is the skewness factor, 𝜎 is RMS width, and erf(𝑥) is the error function [123]. 
For these simulations, 𝛼 = −4 is chosen to estimate a highly triangular bunch, so any 
beam losses at the tail are immediately evident.

7.3 High Charge Elliptical Beam

7.3.1 Transverse Dynamics

Using an elliptical beam reduces transverse fields, as shown theoretically in Chapter 
3 and experimentally demonstrated in Chapter 6. Experimental results highlighted 
concerns regarding quadrupole and higher-order fields in practical DWAs and their 
effects over long propagation distances.

For the elliptical beam and DWA structure with parameters in Table 7.1, the maximum 
accelerating gradient is 105 MeV/m. The transformer ratio, given by the ratio of maxi-
mum accelerating to decelerating field is 1.2. However, the maximum decelerating field 
is outside the bunch; using the decelerating field at the tail of the bunch the transformer 
ratio increases to 1.44. The longitudinal profile has not been optimised for maximal 
transformer ratio given the focus of the chapter on transverse dynamics. Optimisation 
would increase the transformer ratio at the expense of maximum accelerating gradient 
[75].

Over long propagation distances, with a quadrupole-like field applied, the horizontal 
beam size of the bunch longitudinal slices should oscillate between a waist and initial 
beam width. The beam size at the waist is a function of the transverse emittance, and 
frequency of oscillations is given by the strength of the quadrupole field. To observe 
this effect, the beam is simulated without the vertical force applied, ensuring long 
distance propagation without beam losses. The magnitude of the 𝐹𝑥 focusing force 
varies longitudinally, as shown in Figure 7.1(c), so the frequency of beam size oscillations 
varies longitudinally.

The longitudinal variation of the strength of the focusing force has some important 
implications for the beam dynamics. A constant quadrupole strength would imply the 
entire beam is brought to a waist at the same focal length. However, here the focal length 
is a function of longitudinal position so each longitudinal slice of the beam oscillates 
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Figure 7.1. Longitudinal (a) charge distribution, (b) longitudinal field, and (c) transverse field profiles for 
the elliptical beam. The beam head is positioned at the left-handside of the plot.

sinusoidally about a waist with different frequencies. With a perfect quadrupole-like 
(linear) field, slice emittance would be preserved (for an infinitely thin longitudinal slice) 
whilst projected emittance would grow due to the longitudinally varying focusing. On a 
macroscopic scale, the beam width, 𝜎𝑥 is the sum of the beam width of all longitudinal 
slices. This is also true for the beam width of a longitudinal slice with a finite length, as 
the beam only oscillates with a constant frequency for an infinitely thin slice. Taking the 
limit as the slice width tends to zero, this beam width becomes the integral of sinusoidal 
waves with longitudinally varying frequency. Modelling this for a perfect quadrupole-
like field, the strength of which linearly increases from the head, the oscillations can be 
modelled as 

𝑝(𝑠, 𝑧) = sin (𝑎𝑠𝑧), (7.2)

where 𝑝 is the beam width, 𝑠 is the propagation distance/time, 𝑧 is the longitudinal 
position within the ‘bunch’, 𝑎 is an arbitrary number (the gradient of the frequency 
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increase). A discrete sum of sinusoidal waves would produce a beating wave as the 
waves constructively and destructively interfere. Instead the integral of 𝑝(𝑠, 𝑧), 𝑃, over 
a longitudinal slice 𝑎 < 𝑧 < 𝑏 is given by 

𝑃(𝑠, 𝑎, 𝑏) = ∫
𝑏

𝑎
𝜌(𝑧)𝑝(𝑠, 𝑧)𝑑𝑧, (7.3)

where 𝜌(𝑧) is the bunch distribution. This function is shown for a arbitrary triangular 
distribution (𝜌(𝑧) = 𝑧) for 3 slice widths in Figure 7.2. In each case the phase difference 
across the slice width increases over time. With a thin slice, this difference is very small 
so the beam size continues to oscillate with some reduced amplitude over time. A thicker 
slice, with large phase difference across the slice exhibits overall damping within some 
beat wave features. With the largest slice no beating frequency is seen; since the phase 
difference across the slice is very large after small 𝑠 the amplitude of the oscillations are 
strongly damped.

0 2 4 6 8 10

-0.4

-0.2

0.0

0.2

0.4

0.6

s

]

P s,0,1)

P s,0.5,0.6)

P s,0.54,0.55)

Figure 7.2. Integral of a sinusoidal function with longitudinally varying frequency, given by Equation 7.3, 
with 3 slice widths.

The behaviour seen with an arbitrary function above can be applied to a beam and beam 
slices. The evolution of beam width with propagation distance is shown in Figure 7.3, 
for the entire beam and the longitudinal slices in Figure 7.1(a). For slices towards the tail 
of the bunch, where 𝐹𝑥 is larger, the beam width oscillates with a higher frequency and 
each slice oscillates with increased damping. This make the total beam width appear 
over-damped with a constant value of 𝜎𝑥 observed after 1 m.

To maintain a Gaussian horizontal profile within a longitudinal slice, and preserve 
normalised slice emittance, the horizontal focusing force would need to increase linearly 
with horizontal position. This would be akin to a ideal quadrupole magnet. The actual 
horizontal 𝐹𝑥 distribution is not perfectly quadrupole-like, with higher-order octupole-
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Figure 7.3. RMS beam width, for the 95% innermost macroparticles, for the full elliptical beam and 
longitudinal slices. The vertical field, 𝐹𝑦, is not applied.

like fields observed, as shown in Figure 7.4. At the beam edge, the horizontal field is 
reduced compared to the ideal quadrupole at the beam centre. Whilst an ideal quadrupole 
shears the horizontal phase space, keeping the total phase space volume constant, the 
reduced 𝐹𝑥 at the beam edge will lead to a more spiral phase space shape. This effect 
is evident when tracking individual macroparticles. In Figure 7.5, the phase space of 
individual macroparticles with only the 𝐹𝑥 force applied is shown. For small values of 
initial horizontal position, Δ𝑥, the force is quadrupole-like so the particle maintains an 
orbit of constant radius. For larger Δ𝑥, the macroparticle does not maintain a constant 
radius, instead oscillating with changing radii. The closer to the beam centre, the closer 
these oscillation resemble circular orbits as the offset from a quadrupole field is small, 
whilst at the beam edge these oscillations are more extreme.

For the entire beam, the damped behaviour seen in Figure 7.3, and deviations from 
quadrupole-like behaviour contribute to increase both the emittance and kurtosis of 
the horizontal projected beam profile. After a small propagation distance, the kurtosis 
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Figure 7.4. Horizontal variation in 𝐹𝑥 across the elliptical beam at 𝑡 = 0. The dashed black line shows the 
quadrupole field with the same gradient as 𝐹𝑥 at 𝑥 = 0. The RMS beam width is 500 µm.

increases (i.e. higher central charge than for a Gaussian distribution), as shown in Figure 
7.6. The 𝐹𝑥(𝑥) profile shown in Figure 7.4 will curve the phase space of an infinitely 
thin slice over time due to transversely varying focal length. This can be seen with a thin 
slice (-2< 𝑡 <-1.9 ps), shown in Figure 7.7. The reduced focusing at the beam edges 
increases the RMS width compared to a perfectly linear field. Considering a Gaussian 
profile with width equal to the RMS slice width, the centre of the bunch is focused more 
and beam edge focused less. Therefore, the density of macroparticles at the centre of 
the slice increases relative to the beam edge so the slice kurtosis increases.

As a result of the transversely and longitudinally varying 𝐹𝑥 force, and nature of the 𝐹𝑥

force changing the beam profile and increasing emittance, it would not be reasonably 
feasible to use conventional magnets to control the beam horizontally. A large energy 
chirp would be required to account for the longitudinally varying transverse fields. As 
the drive beam energy decreases as the beam propagates through the DWA stage this 
chirp would change, complicating the beam dynamics. Non-linear (i.e. octupole-like) 
components to the focusing field would cause both projected and slice emittance growth, 
further complicating the optics that would be required. Therefore a single elliptical 
bunch would only be able to be used over a single DWA stage, with multiple elliptical 
drive bunches required for long distance acceleration.
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Figure 7.5. Phase space over 20 m for individual macroparticles with initial 
(𝑥, 𝑦, 𝑡, 𝑝𝑥, 𝑝𝑦, 𝑝𝑧) = (Δ𝑥, 0, 0, 0, 0, 1 GeV/c). Particles are tracked with only the 𝐹𝑥 field applied.
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7.3.2 Charge Losses and BBU

Charge losses are caused by two factors: the beam defocusing until the beam reaches the 
dielectric boundary, or a small initial offset from the beamline axis leading to the beam 
kicked towards the dielectric plate. The cause of such offsets would be for example 
beam pointing jitter and/or DLW misalignment. In both cases the direct cause of beam 
losses are vertical fields towards the dielectric plate. To simulate a small initial offset, 
𝑦0 = 50 µm was chosen. This offset is comparable to the vertical beam size and small 
relative to the overall beam size, so a reasonable estimate of beam positioning accuracy 
in a DWA.
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The amount of charge transported along the DLW is shown in Figure 7.8 with 𝑦0 = 0
and 50 µm, with the circular bunch also shown. For the elliptical beam in both cases, 
charge losses start at 𝐿 ∼ 1 m. The contribution of higher-order modes, suppressed by 
an elliptical beams, increase close to the dielectric plate. With the beam off-axis, the 
beam centroid is streaked towards the dielectric plate increasing the excitation of these 
higher-order modes. In comparison, when the beam defocuses whilst on-axis the beam 
centroid remains on-axis so the contribution of higher-order modes remains smaller. As 
a result of this, elliptical beams suppress BBU to a greater extent than they suppress 
beam losses due to on-axis defocusing. With 𝑦0 = 50 µm, the amount of beam lost at 
L = 1.5 m is reduced by 50% (2.4 nC compared to 4.8 nC) whilst for the beam on-axis 
the reduction is ≈ 20% (0.82 compared to 1.05 nC).
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Figure 7.8. Total charge transported for elliptical (solid line) and circular (dashed line) within a DLW 
on-axis and with initial vertical offset 50 µm from centre.

Transverse forces cannot solely be considered independently, i.e. focusing forces effect-
ing beam quality and defocusing/kicking forces cause beam losses. Instead each force 
is dependent on the 3D position within the bunch, i.e. 𝐹𝑥(𝑥, 𝑦, 𝑧) and 𝐹𝑦(𝑥, 𝑦, 𝑧). As 
discussed in Chapter 3, 𝐹𝑦(𝑥) is maximised towards the centre of the bunch. The focus-
ing force therefore reduces the bunch ellipticity, reducing transverse force mitigation, 
and pushes particles towards regions of higher defocusing/kicking fields. To isolate the 
impact of the focusing forces, simulations were conducted with the 𝐹𝑥 applied and set 
to zero in all places. Charge losses in both cases with the beam propagated on-axis and 
offset in the DLW are shown in Figure 7.9. In both cases, charge losses are greater with 
𝐹𝑥 applied.

With 𝐹𝑥 applied, the beam is focused towards the beam centre reducing the beam width 
and therefore reducing the ellipticity of the beam. This reduces the mitigation of 𝐹𝑦, 
increasing the rate of charge loss. 𝐹𝑦(𝑥) is also maximised towards the beam centre so 
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the focusing force kicks particles towards a region of higher 𝐹𝑦, also increasing the rate 
of charge loss compared to the case where no horizontal kick is applied.

The beam profiles for the bunch on-axis and with 𝑦0 = 50 µm are shown in Figures 
7.10 and 7.11 respectively. Given 𝐹𝑦 is largest at the tail of the bunch, beam losses 
are first seen here. Two forms of beam losses can be clearly seen in the two particle 
distributions; on-axis the beam losses are symmetric and always present, caused by 
defocusing quadrupole-like fields, whilst with a small offset the BBU instability causes 
the beam to be kicked towards the dielectric plate in the direction of the offset.

Figure 7.10. Longitudinal-vertical bunch profile, for elliptical bunch on-axis in a DLW, at various 
propagation distances.
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Figure 7.11. Longitudinal-vertical bunch profile, for elliptical bunch with initial vertical offset 50 µm 
from DLW centre, at various propagation distances.
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Figure 7.12. Percentage charge transported in longitudinal slices, defined in Figure 7.1(a), for an 
elliptical beam on-axis in a DLW.

Beam losses for each longitudinal beam slice are shown in Figure 7.12. Greater beam 
losses are seen at the bunch tail, with the slices at the tail completely eroded by ≈ 2 m 
of propagation. Charge losses reduce the accelerating field excited behind the bunch 
and shorten the bunch length. The beam has lost ∼50% of the initial charge by 3 m of 
propagation. However, at this point slices 4 and 5 (shown in Figure 7.12) have been 
completely eroded. Therefore, the total bunch length has been reduced by 40%.

An elliptical beam with 𝜎𝑥 = 500 µm would not be suitable for DWA over long propaga-
tion distances, and alternative methods to reduce transverse fields and BBU effects must 
instead be considered. Further increase in 𝜎𝑥 would increase the propagation distance 
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by further suppressing transverse fields, however this would be at the expense of longitu-
dinal field strength and introduce further non-linearity into the focusing quadrupole-like 
fields. The 2D transverse wakefields, 𝐹𝑦(𝑥, 𝑦) and 𝐹𝑥(𝑥, 𝑦), are a significant source of 
losses including on-axis. This reduces the propagation distance of an elliptical drive 
beam, setting a limit on the energy extraction from a drive bunch and therefore overall 
DWA efficiency.

7.4 Transverse Field Cancellation with Alternating DLW Orienta-

tion

For the beam and structure parameters used in this Chapter, beam losses caused by 
on-axis transverse fields start within 1.5 m of beam propagation for both elliptical and 
circular bunches (Figure 7.8). Therefore, on-axis transverse fields must be compensated 
to achieve acceleration of a main bunch over multiple metres.

2𝑎

𝛿

2𝑎 𝛿

⊗𝑒−

(a) Beam propagating into the page.

𝐿𝑠𝑒𝑐𝑡𝑖𝑜𝑛

2𝐿𝑠𝑒𝑐𝑡𝑖𝑜𝑛

H-Section

V-Section𝑒−

(b) Beam propagating from top to bottom of 
the page.

Figure 7.13. H+V layout with two orientations.

A circular beam propagating on-axis in a planar DLW, with beam size small compared to 
the structure gap, will excite approximately symmetric focusing and defocusing forces.

The on-axis transverse quadrupole-like fields can be cancelled using a series of alter-
nating orthogonal horizontal and vertical DLWs (H+V), with layout as in Figure 7.13
[88], [90], [91][152]. The symmetry of the quadrupole-like fields are therefore used to 
maintain transverse beam properties over long propagation distances. Simulations here 
have been conducted with the parameters listed in Table 7.1. An accelerating gradient 
of 112 MeV/m is excited behind the drive bunch, with the same transformer ratio as 
with the elliptical bunch, as shown in Figure 7.14.
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Figure 7.14. Longitudinal profile produced by the circular bunch, with beam and DLW parameters as in 
Table 7.1. The longitudinal profile is given by the dashed line.

For clarity, each DLW will be referred to as a single section orientated horizontally 
(H-section) or vertically (V-section). These sections will be combined to form one ‘cell’, 
with beam properties equal in/out of each cell. These cells will then be combined in 
series to form an acceleration stage/module, multiple metres in length.

The length of each cell must be set to cancel both the transverse field and change in beam 
size. In each section, the transverse fields increase/decrease the transverse momentum 
of each particle. A simplified case is constant field applied to a single particle. Sections 
of equal length effectively cancel the change in transverse momentum, as shown in 
Figure 7.15(a). However, in this case the momentum is changing beam position in one 
direction. As shown in Figure 7.15(c), the particle position increases quadratically in 
the first section and the gradient decreases linearly in the second section. Whilst the 
momentum has been cancelled, the beam has only been kicked in one direction so the 
effect of the field has not been cancelled. A second V-section kicks the particle in the 
opposite direction, the effect of which is cancelled in a final H-section. With this layout 
both momentum and position equal at the start and end, as shown in Figures 7.15(b) 
and (d). Rather than H+V+H it is sensible to consider this setup as a cell of 4 sections 
H+V+V+H (with V+V being formed of one contiguous piece) instead so each section 
length is equal.

For the simple setup in Figure 7.15 the force applied was constant so the only criteria 
was that the length of the second section be twice the length of the first (H+V+V+H). In 
reality, the transverse force is a function of transverse position and beam size; variation 
in beam size between sections will lead to the force applied in one section not equalling 
the force applied in the next. If the section length is too long, the initial (de)focusing will 
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Figure 7.15. Transverse momentum and position of a single particle as a function of propagation distance, 
normalised to the length of the first section. A constant force is applied which changes sign with 

changing structure orientation, shown by dashed lines in each plot. (a) Transverse momentum with two 
DLWs of equal length (H+V). (b) Transverse momentum for 3 sections with the second twice the length 

of the first and last (H+V+V+H). (c) Transverse position with two DLWs of equal length (H+V). (d) 
Transverse position for 3 sections with the second twice the length of the first and last (H+V+V+H).

not be completely cancelled by the following section. This is a function of the transverse 
field strength and therefore structure gap. For effective cancellation, the force applied by 
each section must equal the force applied by the previous section. Taking the example of 
the initial horizontal focusing force, after the beam is focused in the H section the beam 
size at the subsequent V-section will be reduced. The subsequent 𝐹𝑦(𝑦) is smaller close 
the DLW centre so the defocusing will also be reduced. In the vertical transverse plane, 
initial defocusing would lead to a slightly elliptical beam at the start of the subsequent 
section. Ellipticity in the plane parallel to the dielectric plate reduces transverse fields 
in both planes and reduces the amount of cancellation that occurs. This would lead 
to an overall focusing/defocusing effect given by the orientation of the first section. 
The ideal scenario would be for the phase space of each particle to orbit in a circular 
motion. This is achieved by minimising the change in beam size over each section with 
a shorter section length, as shown in Figure 7.16. A perfectly circular orbit cannot 
be completely achieved however shorter sections minimises the effect to negligible 
amounts, especially when considering the initial transverse momentum distribution of 
a real beam. With each section length 10 cm, the change in beam size over one cell 
is 1.07 µm. By halving the section length the change is negligible, 38 nm. Extending 
this to even shorter sections, the design and manufacture of each cell becomes more 
complex. Alternatively, cancellation could be achieved by changing the length/gap of 
each section along an accelerating stage however this would require optimisation across 
the entire stage and likely impractical.

For simulations over longer distances, a section length of 5 cm has been chosen. A 
long distance DWA stage/module could be arranged as in Figure 7.17, with all sections 

155



39.0 39.2 39.4 39.6 39.8 40.0

-0.02

-0.01

0.00

0.01

0.02

x [µm]

p
x
[

/
]

H-Section

V-Section

(a) 𝐿𝑠𝑒𝑐𝑡𝑖𝑜𝑛 = 5 cm

36 37 38 39 40

-0.04

-0.02

0.00

0.02

x [µm]

p
x
[M
e
V
/c
]

(b) 𝐿𝑠𝑒𝑐𝑡𝑖𝑜𝑛 = 10 cm

Figure 7.16. Phase space of a single particle, with initial (𝑥, 𝑝𝑥) = (40 µm, 0), over a complete H+V 
section. A complete section in this context is a H-section of length 𝐿𝑠𝑒𝑐𝑡𝑖𝑜𝑛, followed by a V-section of 

length 2𝐿𝑠𝑒𝑐𝑡𝑖𝑜𝑛, and a final H-section of length 𝐿𝑠𝑒𝑐𝑡𝑖𝑜𝑛.

with the same orientation connected and controlled collectively. This approach has also 
been chosen for experiments with a H+V setup at AWA reported in 2023 [92]. With 
such a setup, all horizontal and vertical sections can be aligned with each other, and all 
sections would require the same gap, so control of each section would not be required. 
Alignment to the beam would take place once in each plane and the beam centred on-axis 
in horizontal and vertical directions.

The beam parameters over a metre-scale stage should be compared to the initial beam 
in free path. As shown in Figure 7.18, horizontal and vertical beam sizes are kept 
approximately equal to the initial beam drifted an equal distance. The same can be said 
of the projected emittance, as shown in Figure 7.19. Emittance increases by 20% to 
1.2 mm mrad at the end of the DWA stage. The projected emittance changes within 
a section as a consequence of the longitudinally dependent focusing, which causes a 
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Figure 7.17. Schematic of a DWA module, consisting of multiple H+V DLW sections. DLWs with the 
same orientation are controlled by a single set of actuators to control the dielectric gap and on-axis 

position of each section.
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Figure 7.18. Horizontal and vertical RMS beam size, within a 2 m DWA stage consisting of multiple 
H+V sections. The beam size for the beam drifting equal distance is shown with a dashed line.

longitudinal variation of the slice Twiss parameters. The variation in projected emittance 
within each section does increase over time; over the first 1 m the variation in normalised 
emittance is 0.1 mm mrad whilst in the final section the variation is 0.65 mm mrad. 
Given simulations are with a perfectly symmetrical Gaussian transverse profile, and 
the initial beam is set with a waist at the entrance of the DWA stage, the increase in 
variation over each section has been given further consideration.

The increase in projected emittance over the 2 m can be attributed to non-linear transverse 
fields, as was the case for elliptical beams. This effect is much smaller than with elliptical 
beams; the variation from a linear quadrupole-like field for circular beams (Figure 7.20) 
is much smaller than an elliptical bunch (Figure 7.4). The variation from a linear 
quadrupole-like field increases with beam size. Therefore, as the beam size increases 
due to natural divergence as the beam propagates in a H+V setup, the variation from a 
perfect quadrupole-like field increases. Since these fields are not fully cancelled the rate 
of projected emittance growth increases with propagation distance.
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Figure 7.19. Normalised horizontal and vertical emittance, within a 2 m DWA stage consisting of 
multiple H+V sections.
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Figure 7.20. Horizontal variation in 𝐹𝑥 in a H-section at 𝑡 = 0. The dashed black line shows the 
quadrupole field with the same gradient as 𝐹𝑥 at 𝑥 = 0.

To demonstrate the origins of projected emittance increase, three scenarios are compared 
after 2 m of propagation: no DLW (i.e. free path), a 2 m long horizontal DLW, and a 
H+V setup with each cell as before (5 cm section length). As shown in Figure 7.21, the 
horizontal and vertical phase spaces are approximately equal in the free-path and H+V 
setup. With a single horizontal DWA stage, not only is the beam defocused vertically (as 
seen in the vertical phase space) leading to beam losses, but the horizontal phase space 
shows varying degrees of focusing, manifesting in a non-elliptical horizontal phase 
space. This can be seen for the total beam profile in Figure 7.21 and at each longitudinal 
slice in Figure 7.22. Over multiple H+V cells the phase space is constant for each slice 
which is not the case with a single horizontal DLW. There are small deviations in vertical 
phase space between the free path and beam after the H+V stage, seen at the beam 
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(a) Horizontal phase space.

(b) Vertical phase space.

Figure 7.21. Phase space of the initial beam propagating 2 m in drift-space, multiple H+V sections, and a 
single horizontal DLW.

edge, which explains the small growth in emittance through the H+V stage. The beam 
parameters are effectively conserved and listed for the 3 cases in Table 7.2, with an 
average momentum loss of 48 MeV/c over the 2 m. A smaller average momentum loss 
is observed for the horizontal DLW, as particles at the tail are lost first and these receive 
the greatest decelerating field (shown in Figure 7.14).

Given the H+V sections only cancel the effects of each other, the total DWA stage 
cannot replace the role of conventional magnets in a beamline. Beam divergence and 
beam size must still be controlled using quadrupole magnets, as is the case with an 
RF linac at a conventional accelerator. Given the physical size of the DLWs these 
could either surround the waveguides or be placed before/after each DWA stage. The 
exact design of the beam lattice would need to take into account the longitudinally 

159



Figure 7.22. Horizontal phase space after 2 m propagation in multiple H+V sections and a single 
horizontal DLW for each longitudinal slice. Each slice position is given in Figure 7.1(a)

Beam Parameter No DWA H+V Stage H Only Stage
Beam charge [nC] 10 10 7.3
Average Beam Momentum [GeV/c] 1 0.952 0.976
RMS Bunch Length 𝜎𝑡 [ps] 1 1 0.562
Vertical Beam Width, 𝜎𝑦 [µm] 54.8 53.8 302.7
Horizontal Beam Width, 𝜎𝑥 [µm] 55.1 55.5 44.6
Vertical Normalised Emittance, 𝜖𝑦 [mm mrad] 1 1.22 116.4
Horizontal Normalised Emittance, 𝜖𝑦 [mm mrad] 1 1.20 5.19

Table 7.2. Beam parameters after 2 m with no DWA stage, a H+V stage, and single H stage. Initial beam 
and DLW parameters are listed in Table 7.1.

varying deceleration. No field is excited at the head of the beam whilst the rest of bunch 
decelerates as the bunch propagates. The longitudinal profile can be shaped to produce a 
more monotonic deceleration however the head of the bunch will still have approximately 
constant longitudinal momentum. Multiple DWA stages could be used with a single 
drive beam to maximise energy extraction, with optics used to match the beam entering 
each stage (taking into account the reduced energy over propagation distance). Given 
the beam parameters have been preserved in/out of this 2 m long simulations, there is no 
reason to suggest this setup could not be extended to multiple 10s of metres, providing 
the energy of the drive beam is large enough.
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7.5 BBU Suppression with Alternating DLWs

When a beam propagates off axis in a DLW it receives a longitudinally varying transverse 
kick. An example of this ‘streaked’ beam can be seen in Figure 7.11. As discussed in 
Section 7.3, beam losses will begin at the tail of the bunch where the kick received is 
greatest.

The transverse field at a position within the bunch is excited by the particles in front of 
that position (as must be true given causality). Quadrupole-like fields are centred on 
the beam centroid position with focusing forces steering the beam towards the beam 
centroid. If a beam is streaked, due to an initial offset, in the first H-section, the beam 
centroid will be longitudinally varying. This is shown in Figure 7.23, with the beam 
centroid always closer to the axis than the change in beam position at each longitudinal 
position. Therefore, the beam is offset compared to the quadrupole zero-cross point. 
Instead of being a purely focusing force the field will steer particles towards the central 
beam position, as in seen when propagating off-axis in a quadrupole magnet. Given the 
change in beam position in the H-section will likely be smaller than the initial offset and 
quadrupole-like fields on-axis are typically weaker than dipole-like kicks off-axis, this 
effect is likely to mitigate for BBU effects rather than completely eliminate them.
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Figure 7.23. An example streaked beam, with the beam centroid, defined as the mean vertical position of 
all macroparticles towards the head, given by the solid line. The black line is the zero-point of the 

quadrupole-like focusing force in the following section.

To evaluate this effect and determine whether BBU suppression occurs, two scenarios 
have been considered. Using a circular beam, with parameters listed in Table 7.1, and 
H+V setup with 5 cm section length, beams have been simulated with an initial vertical 
offset of 10 and 50 µm. This will streak the beam vertically in the H-sections. Without 
the H+V setup, beam losses began at 𝐿 = 0.45 m, as shown in Figure 7.8. When referring 
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to longitudinal slices, these will match those referenced in Figure 7.1(a).

Directly comparing the charge transported over 2 m stage, as in Figure 7.24, partial 
BBU suppression is observed. With 𝑦0 = 50 µm, charge losses begin at 1 m, double the 
distance with a single DLW. Beam losses begin after the same length of horizontally 
orientated DLW, however without the vertically orientated DLWs the addition of drift 
space between each section would cause beam losses to occur earlier. For 𝑦0 = 10 µm, 
beam losses amount to 0.2 nC over 2 m and do not begin until 𝐿 = 1.75 m.
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Figure 7.24. Charge transported in a single DLW and multiple H+V sections, with an initial vertical 
offset 50 µm from the DLW centre. For the H+V setup, no charge is lost in vertical sections.

The mean particle position and momentum, for the entire beam and each slice (Figures 
7.25 and 7.26), illustrates how the suppression occurs over the first 1 m. As expected, 
the vertical (/correcting) section reduces but does not cancel the initial kick. Instead, 
the focusing force decreases the rate at which ⟨𝑦⟩ increases with propagation. This is 
evidenced by the average vertical momentum of the beam and each slice in Figure 7.26; 
the average momentum is reduced by the vertical sections (therefore suppressing BBU) 
but never reduces the vertical momentum below zero. Therefore, at no point is the 
beam travelling away from the dielectric plate in the horizontal sections. Given higher 
momentum particles are lost first, the average momentum of the whole beam in Figure 
7.26(b) does not increase once slices 4 and 5 are lost.

The correction each vertical section applies is proportional to the kick, as shown by the 
increasing amplitude of momentum oscillations over distance in Figure 7.26. This is a 
result of the distance from the focusing zero-cross point increases as ⟨𝑦⟩ increases. The 
BBU suppression caused by a H+V layout increases the allowed beam alignment and 
jitter tolerances at the start of each DWA stage without charge losses.

162



20

40

60

80

100

〈
〉
[µ

]

Whole Beam

Slice 1

Slice 2

Slice 3

Slice 4

Slice 5

a)

0.0 0.2 0.4 0.6 0.8 1.0

50

100

150

200

250

300

350

400

L [m]

〈
〉
[µ
m
]

b)

Figure 7.25. Average vertical position for the whole beam and each longitudinal slice for (a) 𝑦0 = 10 µm 
and (b) 𝑦0 = 50 µm.

7.6 Summary and Conclusions

7.6.1 Summary of Findings

Beam losses in a planar DWA are caused by both off-axis dipole-like fields and on-axis 
quadrupole-like fields. Both of these fields must be considered for DWA to be feasible 
over multiple metres. An elliptical beam does suppress the deflecting fields leading to 
BBU, however it has been shown that quadrupole-like fields reduce this effect and limit 
the length of DWA stages with an elliptical drive beam. Conversely, a H+V setup can 
control the quadrupole-like fields but provides comparatively limited suppression of 
deflecting forces.

From experimental results in Section 6.4 it was concluded that quadrupole-like fields 
would limit the propagation of elliptical beams over long distances. These conclusions 
have been confirmed with higher charge simulations. Longitudinally varying quadrupole-
like fields, which deviate from a linear relationship with transverse position, degrade 
the beam quality over time and increase both projected and slice emittance. Defocusing 
fields for a beam on-axis still lead to beam losses and are suppressed less than off-axis 
fields. Focusing fields reduce BBU suppression as an elliptical beam propagates and 
contribute to increased beam losses. These beam losses limit the potential propagation 
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Figure 7.26. Average vertical momentum for the whole beam and each longitudinal slice for (a) 
𝑦0 = 10 µm and (b) 𝑦0 = 50 µm. In (b), lines stop when there are no macroparticles in the particular slice.

length of an elliptical drive bunch, limiting the energy transfer possible from an elliptical 
drive bunch to a witness/main bunch.

Alternating DLWs in a H+V setup can be used to exploit the quadrupole-like fields 
and minimise beam losses due to defocusing towards a dielectric plate. It is possible 
to set the parameters of each DLW section to keep the beam properties approximately 
unchanged compared to the beam in free path.

For a beam propagating on-axis, a H+V setup effectively cancels the transverse fields. 
The alternating field polarity also mitigates for off-axis kicks caused by small offsets 
in beam position from the beamline axis. This does not eliminate BBU effects caused 
by small initial offsets, but does provide a level of BBU mitigation. For the beam and 
DLW parameters in this chapter, the tolerance in initial beam position would be less than 
10 µm to ensure no charge losses over 2 m of propagation. With these beam and DLW 
parameters a witness/main bunch could be accelerated by ∼200 MeV over this distance. 
Higher accelerating gradients would decrease tolerances given increasing transverse 
fields with smaller gaps and/or increase drive bunch charge. Further research into this 
effect, including experimental study, would provide tolerances required to operate a 
DWA over long distances and maximal drive beam energy extraction.

The work presented in this chapter shows the importance of a flexible and scalable 
simulation tool like DiWaCAT to accurately model non-linear fields and small changes 
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in field profiles due to change in the beam profile over long and small time intervals. 
Conventional simulation tools are typically used over small time intervals (with in-
creased field detail) or larger time intervals with assumptions on fields (such as perfectly 
quadrupole-like fields) that cannot capture required details. The advantages of an effi-
cient and scalable code, such as DiWaCAT, include being applicable across a range of 
beam parameters, whether low-charge and low-momentum beams such as in Chapter 6
or beam and DLW parameters indicative of future applications of DWA technology as 
in this Chapter.

7.6.2 Extensions and Future Development

Future work on methods to increase the stable propagation distance could include 
investigations of maintaining natural/free path beam size within DWA stages. Previous 
work on this topic has focused on the effects on BBU, rather than beam quality. The 
study of circular DLWs are also of interest: we showed that transverse fields are excited 
in circular DLWs in Chapter 6. The strength of these compared to planar DLWs should 
be a topic of research to directly compare the feasibility of each DLW geometry.

Methods presented here only mitigate, rather than completely eliminate, charge losses 
from BBU. The transverse fields which streak the beam are longitudinally varying, so 
a traditional corrector magnet could not be used after the DWA stage to correct the 
streak. Future work could be focused on methods to correct the beam streak with a 
longitudinally varying transverse field, such as a conventional RF deflecting cavity, or 
with the beam purposefully off-axis in a DLW as in a dielectric streaker. The effect 
could be further mitigated by surrounding the DWA stage with quadrupole magnets, in 
a FODO layout, and using a drive beam with large energy chirp, as in [77].
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Chapter 8

Longitudinal Bunch Diagnostics with a 

Dielectric Streaker

8.1 Introduction

In recent years, passive diagnostic and beam manipulation devices, including structure-
based wakefield streakers, have been investigated and installed at accelerator facilities. 
Examples of experimentally demonstrated wakefield streakers are given in Section 2.3.2. 
A charged particle beam in a wakefield streaker excites a longitudinally varying transverse 
field which converts a longitudinal particle position to a downstream transverse position. 
The downstream transverse profile can be used to reconstruct the initial longitudinal 
profile in a similar manner to a conventional RF transverse deflecting cavity (TDC).

With a planar DLW, such transverse streaking forces are excited by a beam propagating 
off-centre towards the dielectric plate (i.e. 𝑦0 > 0 in Figure 3.1). The transverse fields 
in planar DLWs have been explored experimentally with results given in Chapter 6.

There are relatively few streakers under operation so a detailed investigation of such 
a diagnostic across a range of beam parameters is required, and is presented in this 
chapter. Limiting factors for dielectric wakefield streakers include reduced field strength 
at shorter bunch lengths and higher energy beams, and non-monotonic streaking fields 
for longer bunches [16]. These limitations have implications for two different types 
of beams specific to different facilities. A streaker at an accelerator technology test 
facility, would be expected to operate over a wide range of bunch lengths and with 
various longitudinal profiles. In this case, the important factors would be ensuring a 
streak profile is monotonic and ensuring there is a unique solution when reconstructing 
the longitudinal profile from the streaked profile. A facility such as a free-electron laser 
facility would be expected to work with shorter bunch lengths and at a higher energy. 
As the bunch length decreases, the transverse wakefields within the bunch also decrease 
and the angular kick applied is inversely proportional to beam momentum.
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8.2 Theory of Longitudinal Bunch Reconstruction

In a passive streaker, as with a TDC, the longitudinal profile is given by using the 
mapping of longitudinal position to downstream transverse position, 𝑦(𝑡). When 𝑦(𝑡) is 
independent of the bunch itself, such as in a TDC, a coordinate transform applied to 
the measured transverse profile returns the longitudinal profile. The transverse force in 
a DLW is a function of the 3D bunch profile, the convolution of the bunch profile and 
Green’s function. Therefore, both 𝑦(𝑡) and the measured transverse profile are functions 
of the longitudinal profile. The transverse force, and therefore downstream position, 
is also a function of initial transverse position. The transverse force can be seen as a 
series of dipole-like and higher-order fields. The dipole-like term is purely dependent 
on longitudinal position and higher-order terms introduce transverse variation in the 
field. The relative contribution of higher-order terms increases with distance from the 
DLW centre, increasing the contribution of non-dipole fields.

Using a simplified model with only dipole-like fields, the angular kick applied to a 
particle at longitudinal position 𝑡 is given by 

𝐾𝑦(𝑡) =
𝑙𝑠𝐹𝑦(𝑡)

𝐸𝑏
, (8.1)

where 𝐸𝑏 is the beam energy, 𝑙𝑠 is the length of the streaker, and 𝐹𝑦(𝑡) is the dipole-like 
transverse force applied to the particle at 𝑡. In reality 𝐹𝑦 is a function of 𝑥, 𝑦, and 𝑡. 
The particle position at the downstream screen is given the 𝐾𝑦(𝑡) multiplied by the 
element of the standard transfer matrix element relating transverse angle to downstream 
transverse position, 𝑅34 [153].

8.2.1 Theoretical Resolution

The resolution of streaker measurements is given by the smallest longitudinal distance for 
which the downstream transverse profiles can be differentiated. If each longitudinal slice 
produces a Gaussian transverse profile centred at 𝑦(𝑡), the resolution 𝑟 is given when 
𝑦(𝑡 + 𝑟) − 𝑦(𝑡) is greater than the RMS width of the transverse profile, 𝜎𝑌. Therefore, 
the resolution is a function of longitudinal position with 

𝑟(𝑡) = 𝜎𝑌(𝑡)
𝑅34

𝑑𝐾𝑦(𝑡′)
𝑐𝑑𝑡′ ∣

𝑡

. (8.2)

In the case of a pure drift, 𝑅34 is the distance from the end of the streaker to a downstream 
screen.
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Without external optics and sufficiently large distance to the screen, the transverse width 
𝜎𝑌 increases linearly with 𝑅34. Therefore, the predominant determining resolution is 
the gradient of the streaking field. Quadrupole or higher-order fields applied by the 
streaker increase the beam divergence. Increased divergence increases 𝜎𝑌 for a given 
𝑅34, increasing (worsening) resolution.

The resolution in a passive streaker is worse (i.e. larger 𝑟) at the head of the bunch, 
where 𝐹𝑦 is smaller [154][16][108]. However, the field behind the head of the bunch 
is excited by the particles at the head. Therefore, the streaked profile does depend on 
the current at the head of the bunch so the current at the head can still be estimated 
despite low theoretical resolution. This case shows an important distinction between 
theoretical and practical resolution. The theoretical, or idealised, resolution at 𝑡 assumes 
the longitudinal profile is known for all parts before 𝑡 since Equation 8.2 assumes 𝐹𝑦(𝑡)
is known. In a practical streaker this is not true; an error in the longitudinal profile 
at the head propagates downstream leading to incorrect measurements of the entire 
longitudinal profile, since 𝐹𝑦(𝑡) is then incorrect. The obtainable resolution is therefore 
dependent on the accuracy of the longitudinal profile reconstruction. For an accurate 
reconstruction the measured streak must match the streak that would be theoretically 
produced by the same profile. In this case, the resolution in Equation 8.2 holds.

As a figure of merit for the achievable resolution, we will use an average resolution 
rather than the resolution along the bunch. Similarly to the average force used previously, 
we define this value as 

⟨𝑟⟩ = ∑ 𝜌(𝑡)𝑟(𝑡)
∑ 𝜌(𝑡)

, (8.3)

where the sum is over a series of longitudinal slices within the bunch and the total bunch 
charge, 𝑄 is given by 

𝑄 = ∑ 𝜌(𝑡). (8.4)

Since the centre of the first slice with finite width is past the head of the bunch, the 
resolution here is not infinite as is theoretically true at the head.

8.2.2 Longitudinal Profile Reconstruction

An iterative optimisation algorithm is required to measure the longitudinal profile 
from the downstream streak profile. Neglecting the transverse profile of the beam, or 
contribution of transverse variation in the streak, the downstream profile is 

𝜌𝑆(𝑦) = 𝜌𝑧(𝑅34𝐾𝑦(𝑡)), (8.5)
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where 𝜌𝑧(𝑡) is the longitudinal profile. For a given profile, 𝜌𝑧(𝑡), the vertical field is 
given by the convolution 

𝐹𝑦(𝑡) = 𝑊𝑦(𝑡) ⊛ 𝜌𝑧(𝑡). (8.6)

Using these two equations the following process can be utilised:

1. For a test profile, calculate 𝐹𝑦(𝑡).

2. Apply 𝐹𝑦(𝑡) to the test profile for a simulated streak profile, 𝜌𝑌(𝑦).

3. The cost factor is given by the difference between simulated and measured streak 
profiles.

4. Vary the test profile, repeating steps 1-3 to minimise the cost factor.

A similar process has been implemented for other passive streakers, details of which are 
given in [16]. The choice of cost function and performance of a reconstruction algorithm 
is described in Section 8.6.

8.3 Streaker Parameter Space

The transverse kicking force increases exponentially with offset from the DLW axis, 
𝑦0, for the majority of offsets. The maximal offset possible without beam losses or 
significant beam evolution within the DLW should be chosen for a dielectric streaker. 
Beam evolution within the DLW removes the assumption that 𝐹𝑦(𝑥, 𝑦, 𝑡) within the 
bunch is constant.

A non-monotonic streak refers to a field profile where the peak 𝐹𝑦 value is within 
the bunch, i.e. when the bunch occupies more than a quarter wavelength of the field. 
This is a limiting factor for longer bunches. With a non-monotonic streak, at least two 
longitudinal positions receive the same transverse force and are therefore kicked to 
the same downstream position. These multiple longitudinal positions would not be 
resolvable. Two methods mitigate this: decreasing the frequency of modes excited 
and reducing the contribution of higher order modes. As shown in Figure 8.1(a), for a 
Gaussian bunch with 200 fs RMS length, a thin dielectric with low permittivity produces 
a non-monotonic streak for the 200 fs bunch whilst a thick high permittivity dielectric 
does not. By comparison, in Figure 8.1(b) with short 10 fs bunches, the same two 
structures produce approximately equal 𝐹𝑦 profiles. For shorter bunches, where the 
bunch length is much smaller than the wavelength of the wakefield, the field generated 
does not depend on the dielectric thickness or permittivity.
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Figure 8.1. 𝐹𝑦 profile along Gaussian bunches with (a) 200 fs and (b) 10 fs RMS length for 2 DLWs each 
with 𝑎 = 1 mm. The offset for each beam, chosen to produce approximately equal 𝐹𝑦 values, are (a) 

800 µm and (b) 900 µm.

The streak increases with bunch length, as shown in Figure 8.2, up to the bunch length 
at which the field is non-monotonic. Therefore, the average downstream position (from 
which ⟨𝐹𝑦⟩ can be calculated) is a function of offset and bunch length. Longer bunch 
lengths cannot be resolved at large offsets, therefore smaller offsets must be used to 
avoid a non-monotonic field at the expense of field strength. Measurements of ⟨𝐹𝑦⟩ at 
multiple offsets could be performed quickly to measure the bunch length.

8.3.1 Mitigation of Higher-Order Terms

The theoretical resolution and reconstruction algorithm assume that 𝐹𝑦 is solely depen-
dent on longitudinal position. We have previously discussed the effect of focusing and 
defocusing forces for a beam on-axis in a planar DLW. These fields are still present 
off-axis and introduce variation in the vertical field applied across a beam cross-section. 
This variation implies that particles at different longitudinal positions will receive the 
same angular kick, and therefore be kicked to the same vertical position. In a similar 
manner to a non-monotonic streak, these longitudinal positions would not be resolvable. 
The resolution with transverse variation in 𝐹𝑦 is limited by the region of longitudinal 
positions receiving the same kick.
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Figure 8.2. Average 𝐹𝑦 force for Gaussian bunches of varying bunch length at two offsets from the centre 
of a DLW with 𝑎 = 1 mm.

Previous studies of dielectric streakers have modelled the transverse variation in streak 
as solely quadrupole-like [154], however the contribution of higher-order terms increase 
towards the dielectric plate. As shown in Figure 8.3, non-linear variation in 𝐹𝑦 across 
the transverse bunch profile increases with offset. A second DLW, oriented in a H+V 
setup as discussed in Chapter 7 can be used to cancel the variation.
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Figure 8.3. Percentage variation in 𝐹𝑦, relative to the beam centre, at three offsets from the centre of a 
DLW with 𝑎 = 1 mm. The RMS beam width and length are 50 µm and transverse variation in wakefields 

are independent of longitudinal position.

It is optimal to maximise the beam offset, which in turn maximises the contribution 
of higher-order modes. These higher order modes would also need to be excited in 
the second DLW but with the beam in the DLW centre. This can only be achieved by 
reducing the dielectric gap, with transverse fields proportional to 1/𝑎3 [87]. Therefore, 
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Figure 8.4. Variation in 𝐹𝑦, relative to the beam centre, with and without a second perpendicular DLW.

to ensure the transverse variation is not over-compensated a shorter second DLW is 
required. To minimise the variation in streaker across the bunch, the second DLW length 
is set as 0.1 m (first DLW length is 0.2 m). As shown in Figure 8.4, the variation in 𝐹𝑦

across the bunch cross-section is reduced from 140% to 35%. The percentage transverse 
variation in fields is independent of longitudinal position so Δ𝐹𝑦(𝑦) is constant along 
the bunch profile.
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Figure 8.5. Angular kick applied at the beam centre at ±𝜎𝑦 with and without a second perpendicular 
DLW. 𝐾𝑦(𝑡) is the same for the single DLW and DLW pair at the beam centre.

The cancellation of non-dipole terms reduces the longitudinal region receiving the same 
kick. In Figure 8.5 this effect is clear; without the second DLW 𝐾𝑦 = 4 mrad is applied 
to particles across a slice of width 1𝜎𝑡 whilst with the second DLW this is reduced to 
0.1𝜎𝑡. There is no cancellation in the streaking term so 𝐾𝑦(𝑡) at 𝑦 = 0 (the bunch 
centre) is unchanged.
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Horizontal focusing forces excited by the first DLW are also cancelled by the second 
DLW. It is preferable to have a large distance to the downstream screen, to maximise the 
translation of 𝐾(𝑡) to downstream 𝑦(𝑡). The horizontal focusing forces, with a single 
DLW, bring large parts of the beam to a waist before the screen, leading to a very diffuse 
beam image with regions of low charge density as in Figure 8.6. Cancellation of the 
focusing forces keeps the beam closer to the pure drift case. Without the second DLW 
the majority of the beam may not be detectable against a background noise level 5 m 
from the end of the streaker. The charge density of the streaked beam is very small for 
𝑦 > 10 mm for a single DLW. This location is equivalent to the kick received at 𝑡 = 0
(see Figure 8.5), so half the longitudinal profile could be resolved poorly. The second 
DLW makes the beam image horizontally focused thus increasing the signal to noise 
ratio at the detector.

Figure 8.6. Simulated beam images, 5 m downstream from the DLW exit, for a 200 fs Gaussian bunch, 
with and without a second perpendicular DLW. Simulations are with 𝑦0 = 800 µm, 𝑎 = 1 mm, and 

𝑎2 = 185 µm.

8.4 Dielectric Streaker at Electron Test-Facilities

Accelerator test facilities for future technology are required to operate over a wide range 
of bunch lengths and charge distribution shapes. Such a facility would be expected to 
operate over bunch lengths up to ps-scale. Beam parameters, chosen to be comparable to 
CLARA Phase 2 (250 MeV) operation, used in this section are given in Table 8.1. The 
important factor for streaker performance is the ratio of bunch charge to beam momentum, 
as demonstrated by Equation 8.1. Therefore, whilst the simulations here are for a specific 
facility, the conclusions are relevant to facilities with similar charge to momentum ratios 
(such as CLEAR [155], FLUTE [156], and SPARC_LAB [157] in Europe). Gaussian 
and uniform/‘flat-top’ longitudinal distributions have been chosen as two extreme cases 
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to compare. The uniform current of the flat-top case provides a constant contribution to 
the wakefield over the bunch whilst the contribution of a Gaussian profile will increase 
and decrease over the bunch. The point at which non-monotonic behaviour is seen 
would therefore be expected to vary. Given the constant wakefield contribution, flat-
top bunches would be expected to remain monotonic for longer bunch lengths. For a 
Gaussian bunch with RMS bunch length 𝜎𝑡, the corresponding flat-top beam is set with 
total bunch length 4𝜎𝑡.

Parameter
Bunch Charge [pC] 250
Beam Momentum [MeV/c] 250
RMS Bunch Length, 𝜎𝑡 [fs] 50 - 800
Normalised Emittance [mm mrad] 1
RMS Beam Width, 𝜎𝑥,𝑦 [µm] 50

Table 8.1. Parameters used to approximate example electron test-facility bunches. Longitudinal bunch 
distributions are either Gaussian or flat-top in shape.

The streaker chosen must produce a monotonic streak across the full range of bunch 
lengths. Choosing a thick dielectric with high permittivity reduces the frequency of the 
wakefield excited. With 𝛿 = 𝑎 = 1 mm and 𝜖𝑟 = 10, a positive streak gradient at the 
tail of both Gaussian and flat-top bunches can be produced. As shown in Figure 8.7, 
the offset needs to be reduced for longer Gaussian bunches, at the expense of wakefield 
strength, to achieve a monotonic field. For flat-top bunches a monotonic streak is still 
achievable across the range of bunch lengths.

The average magnitude of the streak increases with bunch length until the point at which 
the streak becomes non-monotonic, as shown in Figure 8.2. The average transverse field, 
⟨𝐹𝑦⟩, can be measured from the average streak position at the downstream screen and 
used to evaluate the RMS bunch length. Approximately equal streak lengths (maximal 
𝐹𝑦 at the tail of the bunch) are produced by Gaussian and flat-top bunches (Figures 8.8
and 8.9), with different profile shapes. Being able to independently measure the bunch 
length and profile ensures that the likelihood of multiple solutions being found for bunch 
profile reconstruction is low.

8.4.1 Resolution

Calculations of the resolution from simulations are taken by slicing the beam longi-
tudinally and calculating 𝜎𝑌 from the second moment of macroparticles in each slice. 
The theoretical resolution assumes a Gaussian transverse profile since this assumes 
slices can be resolved if the difference in slice downstream position is greater than the 
RMS width of each slice. To test this assumption, the profile is compared to a Gaussian 
distribution with a width of 𝜎𝑌. The percentage error in 𝜎𝑌 is given by the average 
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Figure 8.7. The angular kick gradient at 𝑡 = +2𝜎𝑡 for Gaussian and flat-top bunches of varying length 
and initial offset.

percentage variation between the approximated Gaussian profile and actual distribution 
across the profile. Therefore, the error in 𝜎𝑌 is an approximation of the validity of 
assuming a Gaussian transverse profile in Equation 8.2. The gradient of 𝐹𝑦 is calculated 
from the calculated 𝐹𝑦 profile so does not contribute to the overall error in 𝑟(𝑡).

The resolution along the bunch profile for a 200 fs bunch, with and without the second 
DLW is shown in Figure 8.10. Transverse variation in 𝐹𝑦 defocuses each longitudinal 
slice, increasing 𝜎𝑌 and therefore worsening the resolution. The second DLW ensures 
the resolution is approximately constant, after the bunch head, along the entire bunch 
and ensures all parts of the bunch can be resolved.
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Figure 8.8. 𝐹𝑦 as a function of longitudinal position within (a) Gaussian and (b) Flat-Top bunches of 
varying length with initial offset 𝑦0 = 800 µm.
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Figure 8.9. Vertical profiles 5 m downstream from the streaker.
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Figure 8.10. Resolution, 𝑟(𝑡), as a function of longitudinal position with and without a second 
perpendicular DLW for a Gaussian bunch with 200 fs RMS bunch length. The initial offset from the 

DLW centre is 800 µm.

For a given total bunch length, the longitudinal 𝐹𝑦 profile is approximately independent 
of profile distribution, so resolution is approximately constant, as shown in Figure 
8.11. The resolution at the head of a Gaussian bunch is poor due to small wakefield 
contributions where current is low. With a flat-top distribution this is not true so 
resolution at the head is improved.
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Figure 8.11. Resolution, 𝑟(𝑡), as a function of longitudinal position for Gaussian and flat-top bunches 
with 𝜎𝑡 = 200 fs. The initial offset from the DLW centre is 800 µm.

In practice, the resolution is only relevant when compared to the bunch length. The 
resolution, normalised to bunch length, is approximately constant (Figure 8.12), with 
a small increase in relative resolution for longer bunches. Therefore, the resolution 
along the bunch is proportional to bunch length. This can be expected given the bunch 
current, and therefore wakefield strength, is proportional to bunch length. As shown in 
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Figure 8.12. Resolution, 𝑟(𝑡), normalised to bunch length as a function of longitudinal position for 
flat-top bunches with varying bunch length. The initial offset from the DLW centre is 800 µm.
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Figure 8.13. Average resolution for Gaussian and flat-top bunches as a function of bunch length. The 
dashed line shows 𝑟(𝑡) = 𝜎𝑡/3, the threshold for achievable reconstruction. Each offset is shown upto the 

point at which the 𝐹𝑦 profile is no longer monotonic.

Figure 8.13, the average resolution is also proportional to bunch length. The streak for a 
Gaussian bunch becomes non-monotonic for 𝜎𝑡 > 400 fs with 𝑦0 = 800 µm so a smaller 
offset (600 µm) is used for 𝜎𝑡 > 400 fs to resolve the entire bunch profile. Reducing the 
beam offset decreases the strength of 𝐹𝑦 so ⟨𝑟⟩(𝜎𝑡) is discontinuous when the offset is 
changed. For both Gaussian and flat-top bunches, the resolution is below the ⟨𝑟⟩ = 𝜎𝑡/3
line for the full range of bunch length. We can therefore expect the streaker to accurately 
reconstruct beams with these parameters for 50 < 𝜎𝑡 < 800 fs. Extrapolating the 
average resolution would suggest reconstruction possible for 𝜎𝑡 > 800 fs however the 
streak becomes non-monotonic for both Gaussian and flat-top profiles beyond this point, 
for the DLW parameters used here. Using a thicker dielectric or higher permittivity could 
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further increase the maximum bunch length by increasing the wakefield wavelength.

8.5 Dielectric Streaker for Ultra-Short Bunches

Streaking of shorter bunches is not limited by non-monotonic streaks but instead the 
reduction of field strength with bunch length. Electron beams with 𝜎𝑡 ∼ fs and ∼ GeV/c 
momenta have applications in hard x-ray free-electron laser facilities, or are generated 
by novel acceleration techniques such as laser wakefield acceleration (LWFA). For these 
beams, increased momentum reduces the kick applied. Beam parameters used in this 
section to simulate such beams are given in Table 8.2. For applications such as LWFA, 
energy spread within the bunch is typically large. A correlated energy spread could 
be accounted for during reconstruction and reduced momentum towards the tail could 
improve resolution as the kick gradient would increase. Uncorrelated energy spread 
can be seen as an error factor in the kick received and result in particles at multiple 
longitudinal positions receiving the same kick. This would blur the overall profile in a 
similar manner to transverse variation in 𝐹𝑦. One solution to an uncorrelated energy 
spread could be to measure the streaked profile at an energy spectrometer, measuring 
the streaked profile of a thin momentum slice.

Parameter
Bunch Charge [pC] 250
Beam Momentum [GeV/c] 1
RMS Bunch Length, 𝜎𝑡 [fs] 1 - 50
Normalised Emittance [mm mrad] 1
RMS Beam Width, 𝜎𝑥,𝑦 [µm] 20

Table 8.2. Parameters used for ultra-short type bunches. Both longitudinal and transverse profiles are 
Gaussian.

The magnitude of streak reduces with bunch length, requiring larger offsets to achieve 
the same streak strength. As shown in Figure 8.1, an offset of 100 µm from the dielectric 
is required for a 10 fs bunch to match the magnitude of 𝐹𝑦 produced by a 200 fs bunch 
200 µm from the dielectric.

The choice of dielectric permittivity or thickness does not affect the magnitude or 
shape of the streak for shorter bunches (Figure 8.1), since the bunch length is much 
smaller than the fundamental wavelength of the wakefield. The number of modes 
required for convergence however is much higher for a thicker dielectric such as used in 
Section 8.4. To reduce simulation time a DLW with 𝛿 = 25 µm and 𝜖𝑟 = 4 was chosen. 
The justification for using a second perpendicularly orientated DLW holds for shorter 
bunches; the streak variation is minimised for 𝑦0 = 900 µm with 𝑎2 = 95 µm. Note 
that to avoid beam losses, the choice of offsets and second DLW gap sets a limit of the 

179



transverse beam size through the streaker.

8.5.1 Resolution

The wakefields excited by Gaussian bunches can be qualitatively described in three 
stages: increasing 𝐹 ′

𝑦(𝑡) at the head of the bunch (due to 𝜌(𝑡) and 𝑊𝑦(𝑡) increasing 
over time), an approximately linear streak, and finally reducing gradient with reducing 
𝜌(𝑡). The time taken for the streak to become linear encompasses a greater portion of 
shorter bunches (Figure 8.1(b)). Therefore, the region at the head of the bunch with 
poor resolution is larger as 𝜎𝑡 reduces. For a 10 fs bunch the resolution is approximately 
constant from 𝑡 = −1.5 𝜎𝑡, as shown in Figure 8.14. By comparison, for 𝜎𝑡 = 200 fs 
and 𝑦0 = 800 µm as in Figure 8.10 this point is 𝑡 = −2 𝜎𝑡.
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Figure 8.14. Resolution, 𝑟(𝑡), as a function of longitudinal position for a Gaussian bunch with 10 fs RMS 
bunch length, offset 900 µm from the DLW centre.

The average resolution for ultra-short bunches of varying length is shown in Figure 8.15. 
Using the same criteria as for longer bunches reconstruction can be assumed possible 
down to 𝜎𝑡 ≈ 5 fs.

8.5.2 RMS Bunch Length Measurement

As the RMS bunch length reduces to fs-scale, it can be assumed that the longitudinal 
distribution is Gaussian. Using a streaker solely as a bunch length (and not complete 
profile) diagnostic is still possible in this case. The average 𝐹𝑦 force, shown in Figure 
8.16, is proportional to bunch length. This relationship is increasingly linear for shorter 
bunches. The average force directly relates to the average change in downstream position, 
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dashed line shows 𝑟(𝑡) = 𝜎𝑡/3, the threshold for achievable reconstruction.

Δ𝑦, given by 

Δ𝑦 =
𝑅34𝑙𝑠⟨𝐹𝑦⟩

𝐸𝑏
. (8.7)

The vertical profile, relative to the average position of the initial bunch, for three ultra-
short bunches are shown in Figure 8.17. The streak is small, especially for 𝜎𝑡 = 1 and 
5 fs, however a measurable difference in average streak is observed. The gradient of 𝐹𝑦

against 𝜎𝑡 for short bunch lengths is approximately 0.38 MV/m/fs (normalised to charge 
this is 1.52×10−3 MV/m/pC/fs). Therefore, for short bunch lengths the RMS bunch 
length is 

𝜎𝑡[fs] = 𝐸𝑏Δ𝑦
𝑙𝑠𝐷𝑄

× 6.57 × 10−16, (8.8)

where 𝐷 (in m) is the distance from the exit of the dielectric streaker to the screen, 𝑙𝑠 (in 
m) is the streaker length, 𝐸𝑏 (in eV) is the beam energy, and 𝑄 (in C) is the total bunch 
charge. As an example, for the ultra-short bunch parameters used here with 𝐷 = 5 m, 
resolving a position change of Δ𝑦 greater than ≈ 350 µm is required to measure a sub-fs 
long bunch. This resolution would need to incorporate the imaging resolution, transverse 
profile jitter, and any beam pointing jitter that would correspond to ⟨𝐹𝑦⟩ jitter from 
changing offset. Given the performance of current electron beam facilities - in terms 
of transverse stability and diagnostics [144] - this is not an unreasonable resolution so 
sub-fs RMS bunch length measurements can be expected.
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Figure 8.16. Average 𝐹𝑦 as a function of bunch length for ultra-short bunches offset 900 µm from the 
DLW centre.
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Figure 8.17. Vertical profiles 5 m downstream for ultra-short bunches of varying length. Dashed lines 
represent the average vertical positions for each bunch at the screen.

8.6 Reconstruction Algorithm

As previously mentioned, the reconstruction algorithm aims to minimise the variation 
between a measured streak and simulated streak. To ensure the spatial resolution is equal 
to the measured streak, the simulated streak is given by a histogram of macroparticle 
positions with bin widths matching the pixel width.

The reconstruction process can utilise a backward or forward propagation method. With 
forward propagation a test longitudinal profile is used to calculate 𝐹𝑦 and propagated 
to the screen for comparison with a measured profile. The test profile is optimised to 
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minimise the difference between simulated and measured screen profile (cost function). 
Alternatively, using a backward propagation method, the test 𝐹𝑦 profile is used to 
backward propagate the measured streak to calculate an improved longitudinal profile. 
The process is repeated using the new longitudinal profile, converging towards the ‘true’ 
solution. This method is outlined in detail in [150]. The results in this section utilise 
the forward propagation method, whilst the results in Section 6.3.1 used a backward 
propagation method. A comparison of the two methods is a topic of future study.

The choice of cost function is non-trivial. The vertical profiles can be compared in 
two ways: each profile normalised to integrated intensity or peak intensity. Bin or 
pixel intensity are both proportional to bunch charge in that bin or pixel so normalising 
to integrated intensity is equivalent to normalising to bunch charge. Alternatively, 
normalising to peak intensity will avoid the optimisation placing too much weight on 
peak intensity areas close to the head of the bunch. A combination of the two is used 
for reconstruction here.

Since reconstruction is an optimisation problem, the initial guess directly impacts the 
accuracy of the measured profile and speed of convergence on a solution. The RMS 
bunch length can be estimated from the average streak. The bunch length is given by 
minimising the difference in average streak between the measured streak and a Gaussian 
of varying lengths. Using this bunch length, an 𝐹𝑦 profile is calculated from a Gaussian 
of this length; the 𝐹𝑦 profile is used to map the measured profile to a longitudinal profile 
which is used as the initial guess.

For each longitudinal profile tested, the 𝐹𝑦 profile is calculated. The profile is re-sampled 
with an increased number of points, to which the appropriate kick to a downstream 
position is applied. The percentage transverse variation in 𝐹𝑦(𝑦) at each longitudinal 
position is constant. The fractional variation in streak is converted into a probability 
density function. The vertical position of each point is randomly applied an additional 
fractional kick using this PDF. A histogram of downstream positions of each point is 
then compared to the measured stream and cost function evaluated.

Previous studies of passive streakers which include a reconstruction of the longitudinal 
profile have used a profile with multiple peak currents [154][108] or returned a profile 
with an erroneous second peak [16]. It is important to assess whether single-peak 
functions are a particular weakness of a dielectric streaker.

The reconstruction process has been tested for simulated beams with parameters as in 
Table 8.4 with 𝑦0 = 800 µm. For single-peak distributions, 𝜎𝑡 = 100 and 600 fs was 
chosen with Gaussian, flat-top, and skew-Gaussian (𝛼 = ±6) longitudinal distributions. 
The longer bunches were chosen to test performance for a non-monotonic streak. With 
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𝜎𝑡 = 600 fs, it would be reasonable to reduce the offset to achieve a monotonic streak 
and with 𝑦0 = 800 µm an optimum solution would not be expected. A skew-Gaussian 
distribution allows for testing performance with high current at the tail and head, depend-
ing on the sign of 𝛼, where average resolution is improved and worsened respectively. 
A double-Gaussian was also simulated to match the double-peak solutions of previous 
studies. Gaussian distributions at the head and tail were chosen with 100 and 200 fs RMS 
bunch length respectively. The peaks of each were offset by 1.4 ps and the amplitude of 
the 200 fs Gaussian 1.25× greater than the 100 fs profile.
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Figure 8.18. Inputted and reconstructed longitudinal profiles for a double-Gaussian beam, with RMS 
widths 100 and 200 fs at the head and tail respectively.

The reconstructed profile and comparisons of simulated and measured streaks for the 
double-Gaussian case are shown in Figure 8.18. The reconstruction process correctly 
reconstructs both Gaussian profiles with the correct length and correctly calculates the 
offset between the two within 100 fs. The detail of the first Gaussian is significantly 
worse, as expected given the worse resolution at the bunch head. Multiple distributions 
can produce the same 𝐹𝑦 profile, limiting the ability to indirectly measure the profile at 
the head of the bunch.

A selection of reconstructed profiles for 100 fs and 600 fs single bunches are shown in 
Figure 8.19 and 8.20 respectively. The reconstruction performs better for the shorter 
bunches, as expected given that the transverse field is non-monotonic for 600 fs bunches. 
The effect of incorrectly reconstructing the head of the bunch is shown in Figure 8.19(d); 
whilst the overall profile shape is correct there are additional incorrect details present. A 
smoothed profile could be inferred as either a combination of a Gaussian profile followed 
by a flat-top profile or (correctly) a singular skewed-Gaussian bunch.

The results for 600 fs bunches do show that a passive streaker can still be used for profile 
measurements. The non-monotonic fields do result in multiple solutions producing the 
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Figure 8.19. Longitudinal profiles for input beams and reconstructed profiles from streaks for a selection 
of distributions each with 𝜎𝑡 = 100 fs.
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Figure 8.20. Longitudinal profiles for input beams and reconstructed profiles from streaks for a selection 
of distributions each with 𝜎𝑡 = 600 fs.

same streak shapes, leading to an increased likelihood of erroneous artifact (such as at 
the head and tail of Figure 8.20(c)). Positively skewed bunches (with high current at 
the head) are correctly reconstructed, despite low resolution at the head, supporting the 
assumption that indirect measurements of areas of low resolution is possible due to those 
areas exciting the wakefields in higher resolution regions. Overall, the performance 
for single-peak distributions is worse than the double-Gaussian distribution supporting 
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the suggestion that a passive streaker is most suited to more complex longitudinal 
distributions which produce non-smooth streak profiles.

8.7 Summary

In conclusion, we have demonstrated the operating window of a passive dielectric 
streaker for two types of accelerator: medium energy electron test-facilities and ultra-
short higher energy bunches. The importance of quadrupole-like and higher order 
fields has been demonstrated and influenced the choice of a H+V geometry, unlike 
other proposed streakers which are either a single cylindrical or planar DLW/corrugated 
structure. Simulations have shown that a passive device can be used as a longitudinal 
diagnostic (measuring bunch length and/or profile) in the same manner as a TDC, 
without the need for external infrastructure or ongoing operating costs. Bunches are 
successfully reconstructed, with more accurate reconstruction for beams with large 
current towards the tail of the bunch or non-smooth distributions. This method can be 
easily implemented at existing facilities given the small physical size of a dielectric 
streaker (30 cm in the case of simulations in this section). Bunch length measurements 
are possible down to the fs-scale, and profile reconstruction across an RMS bunch length 
range of 10 < 𝜎𝑡 < 1000 fs independent of bunch longitudinal profile.
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Chapter 9

Conclusions

9.1 Summary

In this thesis, a comprehensive investigation of dielectric wakefield acceleration (DWA) 
structures, as well as a diagnostic application of dielectric lined waveguides, has been 
presented through experimental and simulation studies.

A simulation framework called DiWaCAT has been developed, which demonstrates 
high efficiency and enables the study of DWA with realistic beam parameters. To ensure 
the reliability of the simulation results, DiWaCAT has been benchmarked against the 
commercial code CST as well as validated against experimental data. The efficiency 
of DiWaCAT has facilitated a detailed examination of the key parameters essential for 
accurately modeling wakefields in planar DLWs. Through optimisation of the mesh 
layout for field calculations, the framework achieves improved efficiency by reducing 
unnecessary computations while maintaining accuracy through an appropriate mesh 
density. Furthermore, the study investigates the mode composition of fields for different 
DLW structure parameters and examines the implications of the number of modes 
required for precise simulations.

A series of experiments were conducted at the CLARA/VELA facility, with two types 
of structures, a variable gap planar DLW and a circular DLW, examined. The transverse 
and longitudinal fields measured in the planar DLW were in agreement with theoretical 
expectations. With the same structure gap/aperture, stronger longitudinal fields were 
measured with the circular DLW than planar structure, as predicted by theory. Transverse 
field effects, akin to a quadrupole-like force, were observed when propagating through a 
circular DLW. This observation was likely due to transverse beam size asymmetry and 
the study of these fields as a cause of beam instability in future DWAs is required.

Experimental measurements of transverse fields using elliptical beams in planar DLWs 
supported previous findings of beam-breakup (BBU) suppression, as reported in [126]. 
However, the presence of quadrupole-like fields raised concerns regarding the suitability 
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of this method for practical DWA applications, especially when scaling up to nC-scale 
charge.

Efforts to minimise transverse fields in planar DLWs were explored using DiWaCAT, 
considering beam parameters indicative of potential future DWAs. The study revealed 
that although elliptical beams helped suppress transverse fields, these fields still led to 
beam losses within approximately 1 metre of propagation. The presence of quadrupole-
like fields exacerbated these losses by focusing the beam towards regions with higher 
defocusing/kicking fields. Moreover, slice and projected emittance growth resulting 
from longitudinally varying transverse fields during propagation would hinder the ability 
to reshape the drive bunch between acceleration stages. However, quadrupole-like 
fields can be effectively cancelled by using a circular/symmetric beam and a series of 
orthogonally orientated planar DLWs in an H+V setup. By employing short DLWs to 
minimise beam size changes within a single DLW, emittance growth can be kept to a 
minimum. The H+V setup also demonstrated a degree of BBU suppression, where the 
transverse kick introduced in one DLW is cancelled by the fields in the following DLW 
orientation. Although the transverse momentum is reduced, complete cancellation of 
the kick is not achieved, resulting in the development of BBU and subsequent beam 
losses, albeit after an greater propagation distance.

Furthermore, the work presented in this thesis investigated the use of dielectric wakefield 
streakers for longitudinal bunch diagnostics across two distinct ranges of beam param-
eters, relevant to medium-energy electron test-facilities and higher energy ultra-short 
electron bunches. Through simulation studies, it was demonstrated that dielectric streak-
ers possess a wide operating window of bunch lengths, expanding their applicability to 
a broad range of accelerator facilities. This finding highlights the potential of dielectric 
streakers as versatile tools for accurately measuring the longitudinal profile of electron 
bunches in different beam parameter regimes.

In summary, this thesis has contributed significant insights into the experimental and 
simulation aspects of dielectric wakefield acceleration structures. The development 
of the efficient DiWaCAT simulation framework, combined with experimental valida-
tion and comprehensive parameter studies, has advanced understanding of wakefield 
characteristics and potential applications. The findings on minimising transverse fields, 
cancellation of quadrupole-like fields in an H+V setup, and the versatility of dielectric 
streakers for bunch diagnostics open new avenues for future research and development 
in the field of dielectric wakefield acceleration.
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9.2 Outlook

Current dielectric wakefield acceleration experiments have been limited to cm-scale 
propagation distances, whilst studies of longer distances have been limited to simulation 
studies such

The field of dielectric wakefield acceleration holds great promise, but there are several 
challenges that need to be addressed before the technology can reach its full potential. 
Current experiments have been limited in terms of structure length, demonstrating the 
ability to achieve large accelerating gradients but limited energy gain. To advance practi-
cal applications of dielectric wakefield acceleration, it is crucial to conduct experiments 
with longer accelerating structures that span propagation lengths on the order of metres. 
Over these propagation lengths it would be possible to extract a large percentage of the 
drive beam energy, allowing for studies of efficiency and scaleability of DWA.

Such experiments would provide valuable insights into the behavior of dielectric wake-
field acceleration over extended distances, enabling a better understanding of the scala-
bility and feasibility of future DWA applications.

While significant progress has been made in understanding the transverse dynamics 
in planar DLWs, studies on transverse fields in cylindrical DLWs have not been as 
extensive. Further investigations into these fields are necessary, and it will be essential to 
develop lightweight simulation software specifically designed for circular DLWs, similar 
to the capabilities of DiWaCAT for planar DLWs. Proposed methods for beam-breakup 
(BBU) suppression, such as the use of a quadrupole wiggler, require experimental 
validation, especially considering the precise tolerances needed for DLW and quadrupole 
manufacture in these schemes [77][84].

Upgrades to CLARA increasing the beam charge (100 to 250 pC), momentum (35.5 
to 250 MeV/c), and transverse beam quality (detailed in [144]) will allow for the con-
tinuation of DWA research at this facility. The higher bunch charge should allow for 
measurement of larger accelerating gradients, with fields ∼100 MV/m reasonable with 
250 pC charge drive bunches. Detailed study of transverse dynamics is possible at the 
upgraded facility, given the positioning of interchangeable diagnostics (YAG screens, 
slits, and dielectric wakefield streaker) within the experimental area (FEBE) and should 
remain a focus of DWA experiments at the facility [158]. The combination of detailed 
beam dynamics studies whilst exciting longitudinal fields comparable to those at fu-
ture DWA applications would provide necessary insights to practical DWA operation. 
The study of longer DLWs will be possible at CLARA given the 1.8 m long space 
available within the experimental chambers, as will the study of transverse dynamics 
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in drive-witness bunch pairs, facilitated by the use of masking or laser pulse shaping 
techniques.

At Daresbury Laboratory, there is a strong focus on the development of passive beam 
manipulation and diagnostic devices utilising DLWs. The installation of the dechirper 
[103] in the CLARA beamline and the planned implementation of a dielectric wakefield 
streaker in the FEBE hutch [158][109] highlight these efforts. The ongoing development 
of passive devices should continue, including evaluating the performance of the streaker 
across the range of bunches expected in CLARA experiments, thereby validating the 
conclusions drawn in this thesis.

In conclusion, the future of DWA research lies in overcoming the challenges related to 
structure length, transverse beam dynamics in cylindrical DWA structures, and BBU 
suppression. The upgrades to the CLARA facility, combined with ongoing developments 
in passive beam manipulation and diagnostics, provide exciting opportunities to further 
advance DWA technology. By addressing these challenges and conducting comprehen-
sive experiments, the field of DWA can move closer to practical implementation and 
open doors to a wide range of applications.
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