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Abstract

Whether Transformers can learn to apply sym-
bolic rules out-of-distribution is an open re-
search question. In this paper, we devise a
data generation method for producing intricate
mathematical derivations, and systematically
perturb them with respect to syntax, struc-
ture, and semantics. Our task-agnostic ap-
proach generates equations, annotations, and
inter-equation dependencies, employing sym-
bolic algebra for scalable data production and
augmentation. We then instantiate a general
experimental framework on next-equation pre-
diction using 200K examples, and assess math-
ematical reasoning and generalisation capabili-
ties of Transformer encoders. The experiments
reveal that perturbations heavily affect perfor-
mance and can reduce F1 scores of 97% to be-
low 17%. This suggests that inference is dom-
inated by surface-level patterns unrelated to a
deeper understanding of mathematical opera-
tors, and underscores the importance of rig-
orous, large-scale evaluation frameworks for
revealing fundamental limitations of existing
models.

1 Introduction

Systematicity and out-of-distribution generalisa-
tion in deep neural models, such as Transform-
ers (Vaswani et al., 2017), are challenging yet
crucial areas of research (Schlegel et al., 2023;
Belinkov, 2022; Teney et al., 2020). Enhanc-
ing these capabilities could bolster model robust-
ness (Kumar et al., 2020), facilitate transparent
decision-making (Lee et al., 2022), and amplify
complex reasoning abilities in science and mathe-
matics (Frieder et al., 2023; Valentino et al., 2022b;
Lewkowycz et al., 2022; Drori et al., 2022; Welleck
et al., 2021). Various strategies have been proposed
to evaluate model robustness, including direct input
manipulation (Rozanova et al., 2023b; Stolfo et al.,
2022; Nie et al., 2020; Kaushik et al., 2019) and
probing on the internal representation (Rozanova
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Figure 1: An overview of the proposed framework. We
leverage computer algebra to generate large-scale train-
ing data for mathematical reasoning tasks (a) and apply
systematic perturbations to examples from a static test
set to form a perturbed test set (b). The static evalua-
tion scores are compared with scores on the perturbed
set, given some metric, to determine model robustness
and generalisation (c).

et al., 2023a; Ravichander et al., 2021; Elazar et al.,
2021; Veitch et al., 2020).

This paper considers input interventions through
syntactic, structural and semantic perturbations
to mathematical text. Current interventional ap-
proaches are challenged by the difficulty of iso-
lating confounding factors, and formalising the
expected causal mechanisms that underpin mod-
els’ predictions (Rozanova et al., 2023b; Stolfo
et al., 2022; Ribeiro et al., 2020; Kaushik et al.,
2019). These hurdles impact the scope and reliabil-
ity of causality and robustness studies (Pearl, 2009;
Shreya et al., 2022).

To tackle existing limitations, we leverage the
rich environment of symbolic algebra to design a
task-agnostic and systematic evaluation framework.
Strict symbolic rules offer a systematic approach to
perturbing mathematical reasoning and evaluating
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out-of-distribution generalisation of neural mod-
els. This allows us to perturb multiple elements
of math reasoning, covering structural, semantic,
and syntactic aspects across diverse mathematical
subdomains, extending beyond the limited interven-
tional scope of previous works (Stolfo et al., 2022;
Patel et al., 2021; Ribeiro et al., 2020; Kaushik
et al., 2019; Yao et al., 2021).

Additionally, we address an impending data
scarcity problem, where high-quality data is fore-
cast to be outpaced by the training needs of models
within the decade (Villalobos et al., 2022). Sym-
bolic engines facilitate the generation of annotated
mathematical reasoning, which allows the construc-
tion of high-quality datasets for various tasks. We
combine (18) symbolic operators with simple rules
that guide exploration of equational state spaces
and generate derivations, then perturb and adapt
them for specific entailment tasks. These are se-
quence classification tasks involving next-equation
prediction that focus on operator usage in annotated
derivations, or the direct integration or differentia-
tion of expressions.

To validate our framework, we test a canon of
Transformer encoders used in mathematical lan-
guage processing (Li et al., 2023; McNichols et al.,
2023; Zhong et al., 2022; Meadows and Freitas,
2022) to determine their capacity for learning how
operators work out-of-distribution, and to abstract
fundamental properties impacting their ability to
generalise.

To summarise, the paper offers the following
contributions:

1. An approach to generating annotated equa-
tional derivations of controllable complexity
levels, involving premise equation generation
(Algorithm 1) and the sequential application
of operators to premises (Algorithm 2).

2. A systematic and scalable methodology to per-
turb various aspects of mathematical language
including structure, syntax, and semantics.

3. Example instantiations of the framework in-
volving sequence classification tasks based
on next-equation prediction. The generated
datasets include static and perturbed deriva-
tions totalling 200K task-specific examples.

4. An extensive experimental framework for
training models on mathematical reasoning

tasks and evaluating their robustness, includ-
ing dataset generation, systematic perturba-
tion, training, and evaluation (Fig. 1).

5. An empirical evaluation of Transformer en-
coders used in mathematical language pro-
cessing. Our results suggest that models are
not predominantly learning abstract rules in
this context, and inference heavily depends on
superficial textual patterns unrelated to deeper
mathematical understanding.

To the best of our knowledge, we are the first to pro-
pose a general algebraic solver-based framework
for producing large-scale and systematic evalua-
tion benchmarks for mathematical reasoning with
Transformers. We release the data generation algo-
rithms and the complete datasets adopted for the
experiments1.

2 Related Work

This work meets at the intersection of computer
algebra, mathematical reasoning with Transformer-
based models, and evaluation frameworks. We
briefly describe the landscape for each domain.

Computer algebra. SymPy (Meurer et al., 2017)
is a computer algebra system used in conjunction
with a number of language processing methods.
For example, Chen et al. (2022) solve numerical
reasoning tasks including simple math elements
such as numbers, by chain-of-thought prompting
language models to generate SymPy solvable code.
Mandlecha et al. (2022) use SymPy to generate data
for answering questions ranging from arithmetic to
calculus, tasks, without testing for generalisability.
Hu and Yu (2022) solve a similar array of problems
from a large-scale dataset (Saxton et al., 2019), and
test for generalisability to an extrapolation set of
problems. Drori et al. (2022) fine-tune the decoder
model, Codex (Chen et al., 2021), on a dataset
of questions from MIT’s university-level mathe-
matics courses, generating SymPy solution code.
Meadows and Freitas (2021) incorporate computer
algebra with a basic heuristic search to reconstruct
derivations from condensed matter research (Mann
et al., 2018).

Reasoning with mathematical language. Since
early reasoning work with Transformers (Saxton
et al., 2019; Clark et al., 2020; Rabe et al., 2020),
they have revolutionised multiple subdomains of

1https://github.com/anonymous/TBA

https://github.com/anonymous/TBA


Figure 2: Example perturbations applied to a derivation using computer algebra. Given the next-equation predic-
tion task chosen, annotation replacement (red) is semantics-altering, while the others are semantics-preserving.
Variable Renaming (VR) involves replacing symbols with out-of-distribution Greek letters. Expression Exchange
(EE) swaps expressions either side of an equality symbol. Annotation Replacement (AR) selects an alternative
final annotation that leads to an alternative final equation.

mathematical language processing (Meadows and
Freitas, 2022) and are responsible for headlining
results (Lewkowycz et al., 2022; Drori et al., 2022).
Transformer encoder models obtain state-of-the-art
performance in variable typing (Ferreira et al.,
2022; Lai et al., 2022), formula search (Zhong
et al., 2022; Peng et al., 2021), natural language
premise selection (Valentino et al., 2022a; Tran
et al., 2022), and retrieval-based math question
answering (Reusch et al., 2022; Novotnỳ and
Štefánik, 2022), among others.

Data-augmentation and evaluation frame-
works. In particular, Stolfo et al. (2022) perturb
elements of math word problems (Liang et al.,
2022) such as numerical operands of implicit
arithmetic operations, and natural language.
Inspired by related work (Patel et al., 2021;
Ribeiro et al., 2020), they apply a causal analy-
sis (Christiansen et al., 2021) to determine the
effect of do-interventions (Pearl, 2022). Their
data-augmentation approach is limited to one or
two task-dependent interventions. Our approach is
task-agnostic, systematic, and scalable, and allows
for complex changes to mathematical elements
such as operators, variables, expressions, and
equations.

3 Generating and Perturbing
Derivations with Computer Algebra

We describe the general framework for generating
derivations from a vocabulary of symbols and a set
of operators. The operators include addition, sub-
traction, multiplication, division, exponentiation,
cos, sin, log, exp, operations for setting up deriva-
tives and integrals and evaluating them, expression
substitutions, and operations for defining premises.
An example of a generated derivation is given in
Fig. 3.

3.1 Premise Generation

Derivations rely on premise equations. Operations
are applied to premises to generate new equations,
as shown in Fig. 3. The first step in Fig. 3 is the
premise equation (1). We outline our approach
to generating premises in this subsection, using a
vocabulary, and a set of operations defined within
a computer algebra system.
The vocabulary includes uppercase and lowercase
English characters, excluding {i, e, d, O}, due to
their connection with math concepts. Operators are
classified by their arity. For example, the symbols
Z and o are sampled from the vocabulary and used
as operands for the 2-arity operator “divide”. Then,
Z is sampled from the vocabulary as an operand for
the 1-arity operator “integrate”. This expression
becomes

∫
Z
o dZ, and consists of the free symbols

Z and o. This is the RHS of the premise equation.



Figure 3: A generated derivation using the proposed
computer algebra system. Colours highlight the depen-
dencies between different reasoning steps.

To form the LHS, a function symbol is sampled
from the vocabulary, in this case S, and the two free
symbols are assigned as variables. The LHS and
RHS are themselves inputted as arguments of an
equation operation, and the premise (1) is obtained.
A formal description is given by Algorithm 1 in
Appendix B.

3.2 Equational Reasoning

Operations accept premise equations and sampled
math elements, and generate new equations. All
generated equations in a derivation may be used to
derive the next equation. We describe this formally
in Algorithm 2, including a description of how
we sample from equation distributions to emulate
human-like derivations, in Appendix C. Operators
are classified by their arity ∈ [0, 2], and are natu-
rally applied to each side of an equation.
For example, starting from the premise in Fig. 3,
given by

S(Z, o) =

∫
Z

o
dZ, (1)

the 2-arity class is selected, and “differentiate” is
chosen from operators matching that arity. All valid
expressions and variables are sampled from, and
the algorithm selects Z. The annotation [‘differ-

entiate’, 1, Z], means the operator was applied to
operand equation (1), with the second operand Z,
and is applied to both LHS and RHS of (1) to give

∂

∂Z
S(Z, o) =

∂

∂Z

∫
Z

o
dZ. (2)

The notation [‘minus’, 1, Derivative(S(Z,o), Z)]
means that an 2-arity operation was selected, the
operator “minus” was chosen, and the LHS of (2)
was selected as the second operand. This operand is
subtracted from both sides of first operand equation
(1), to give

S(Z, o)− ∂

∂Z
S(Z, o) = − ∂

∂Z
S(Z, o)+

∫
Z

o
dZ.

(3)
The final step, annotated by [‘substi-
tute_LHS_for_RHS’, 3, 2], means the substitution
function was chosen, and equations (3) and (2) are
the first and second operands. In this case, the LHS
of (2) was identified within (3), and substituted for
the RHS of (2), to give:

S(Z, o)− ∂

∂Z
S(Z, o) = − ∂

∂Z

∫
Z

o
dZ+

∫
Z

o
dZ.

(4)
This procedure, formalised in Algorithm 2, allows
for a systematic and scalable generation of equa-
tional derivations, with grounded symbolic proper-
ties.

3.3 Perturbations

A perturbation targets a single aspect of a derivation
(such as variable names), and either preserves the
semantics of the original derivation or alters it in a
specific and controllable way.

Semantics-preserving. An input derivation se-
quence, such as Fig. 4(a), is associated with a label
determining its truth value (in the current classi-
fication context). Semantics-preserving perturba-
tions generate examples that preserve the semantic
link between sequence and label, and the given
sequence is still True after the change. Fig. 2 de-
scribes variable renaming (VR) and expression
exchange (EE) perturbations of this type. Vari-
able renaming involves sampling variables from
a different vocabulary to that of the training data.
We sample from a set of ten Greek symbols and
replace English variables using SymPy substitu-
tion operations. The EE perturbation generates
reordered equations, where the only change is the



position of top-level expressions either side of the
equality operator. We also necessarily reverse any
asymmetric annotations with respect to LHS or
RHS of equations. For our set of operations, this
means replacing the substitution function, “sub-
stitute_LHS_for_RHS”, with its RHS equivalent,
and vice versa. Due to a premise always featur-
ing a function on the LHS, it never sees EE exam-
ples during training, and due to the Greek symbols,
VR examples are also out-of-distribution. We also
apply variable renaming and equality conversion
perturbations to examples from the direct calculus
task variation. As described in Fig. 4(b), a differ-
entiation example input may be x2 [SEP] x [SEP]
2x. Equality conversion (EC) involves converting
the valid expressions into equations, by sampling
the LHS symbol from unused symbols. The EC
perturbed example in this case may be y = x2

[SEP] x [SEP] d
dxy = 2x. For integration, the first

expression becomes the equation containing the dif-
ferential operator. This perturbation is the simplest
possible introduction of an equality operator while
maintaining mathematical correctness.

Semantics-altering. A perturbation of this type
alters the semantic link between the sequence and
label. A perturbed sequence is now False if it was
previously True. As in Fig 4(a), an input consists of
previous derivation steps, an annotation associated
with an operator used to generate the final equation,
and the candidate final equation. This equation
is either the ground truth or a negative example,
and the input is paired with a label that reflects the
overall sequence coherence. Both true and false
versions of a sequence are seen during training, that
differ only by the final equation. To alter the seman-
tic link between sequence and label meaningfully,
the annotation replacement (AR) perturbation re-
places a final annotation in a way that the negative
example corresponds to the positive label, and vice
versa. The classification labels are then swapped to
reflect the change. This perturbation is possible be-
cause we generate negative examples by applying
alternative final operations to equations using com-
puter algebra. We do not apply the AR perturbation
in direct calculus, because negatives are generated
differently for that task. As mentioned in Section 4,
negatives for direct calculus are selected by rank-
ing generated premise expression lists with a string
metric. Fig.2 and Fig. 1(b) display the effect of
perturbations.

[ an 1, eq 1 ],  [ an 2, eq 2 ], … [SEP] an  𝒏 [SEP] eq

[ operator , operand 1 , operand 2 ]

expr  [SEP] var [SEP] expr

(a)

(b)

Figure 4: Two variations of encoder input for the next-
equation prediction task: (a) structured derivations, and
(b) direct calculus.

4 Framework Instantiation

4.1 Next-Equation Prediction
We instantiate the general framework described in
Section 3 for evaluation, formalising two sequence
classification tasks as a next-equation prediction.

Next-equation prediction is a binary sequence
classification task. Given all equations and annota-
tions in the derivation so far, including the final an-
notation that describes how to construct the ground
truth final equation, a candidate equation is paired
with the prior context, and the model learns whether
the reasoning entails this equation. We generate
two variations of the task: the above describes the
structured derivations variation that relies on Algo-
rithm 2, while direct calculus involves single-step
differentiation and integration of premise expres-
sions generated with Algorithm 1.

Structured derivations. Fig. 4(a) describes the
input format for generated derivations. A step con-
sists of an equation and an annotation, as described
in Fig. 3. An annotation is a list comprising an
operator name and its operands. Each step [an, eq]
is linearised and comma separated, up to the final
step. The final step annotation is separated from the
derivation, and the final equation is replaced with a
negative example equation, or left unchanged. All
three input components are [SEP] separated as in
Fig. 4(a). Negative examples are generated by ap-
plying a different operation to a previous equation.
Any previous equations may be used to generate
the final equation, meaning there are long-range
dependencies. Mathematically, the model should
learn the necessary equation dependencies required
to form the final equation, and how to apply the
correct operator (guided by the final annotation).

Direct calculus. In this task we emphasise a
single-step evaluation of derivatives and integrals.
Fig. 4(b) describes the input. A premise expres-
sion containing at least two variables is generated,
a variable is randomly selected from the premise,



Task Train Dev Test
Structured derivations

2-steps 20K 5K 4K
3-steps 20K 5K 4K
4-steps 20K 5K 4K

direct calculus
integration 32K 8K 4K

differentiation 32K 8K 4K

Table 1: The number of examples considered by mod-
els during training, development, and evaluation.

and the resulting expression after differentiating
or integrating with respect to that variable is the
ground truth. This positive example is either re-
placed with a negative example, or not. A classi-
fier infers if the reasoning context generated the
final expression. Negative examples are generated
by selecting from a list of alternative premise ex-
pressions. This list includes the result of differen-
tiating/integrating the expression with respect to
other variables in the expression, and differentiat-
ing/integrating other randomly generated expres-
sions comprised of the same symbols. The list
of expressions are then ranked in terms of their
Damerau-Levenshtein distance (Zhao and Sahni,
2019) from the ground truth (Meadows and Freitas,
2021). For example, the expression −T + sin(U)
is differentiated with respect to T to give −1. The
corresponding negative example is 1. The expres-
sion, variable, and candidate expression are [SEP]
separated upon input to the model, as shown in
Fig. 4(b).

4.2 Data Generation

We construct datasets that allow for derivation
reconstruction within the computer algebra
system, such that they may be further perturbed
or extended. The derivations themselves are
task-agnostic, but we include negative equations
from the current task for reproducibility. A single
entry consists of the reasoning sequence up to
the final expression or equation (see Fig. 4). This
sequence is grouped with both the correct final
equation and negatives, and is stored in both
LaTeX and SymPy-interpretable language (Meurer
et al., 2017). Before a model encounters an
example, it is processed into two sequences: one
including the positive equation, one including the
negative, along with their classification labels. The
number of examples seen by models is displayed
in Table 1. Perturbations are applied to the test
set and generate an equal number of perturbed

examples. The structured derivation datasets
include 20k training, 5k development, and 4k
evaluation examples. Direct calculus includes
32k training, 5k development, and 4k evaluation
examples.

Generalisation to extrapolation examples.
A model that can sufficiently generalise should
be able to solve mathematically less complex
versions of problems encountered during training.
The structured derivations task is split into a
further three variants: those considering 2, 3,
and 4 step derivations. 4-step derivations are
intuitively the hardest, as the static evaluation
supports, and 2-step derivations are the easiest.
To test for generalisability to an extrapolation
set. We evaluate models trained on derivations
with higher step counts, on derivations with lower
step counts. This is represented in the s - 1 and
s - 2 columns in Table 2, where s is the number of
steps the model was trained on. Models solving
the direct calculus task are trained/evaluated on
examples comprising at least two variables, e.g.,
cos(ax)− z. We generate a set of easier calculus
problems with 1.5k examples that consist of only
one variable, e.g., cos(x).

5 Evaluation

As described in Fig. 1, we first evaluate models
on a static set, apply perturbations to the static
set examples, evaluate models on the perturbed
sets, and compare the difference between scores
(accuracy and F1). In addition, we evaluate on
extrapolation examples described in the previous
section, including derivations consisting of less
steps, and direct calculus examples consisting of
functions of single variables. Table 2 (structured
derivations) and Table 3 (direct calculus) display
results from next-equation prediction experiments.

5.1 Results

Models fail to generalise. For structured
derivations, models average 80% F1 over all
static derivation lengths, and decreases due to
perturbations average 10% (VR), 11% (EE), and
16% (AR). This is at most 4% above F1 majority
baseline. BERT-uncased and SciBERT-cased
fine-tuned on 2-step derivations are exceptions, but
the 13 other models are sensitive to at least one
perturbation. All models tested do not generalise
to less derivation steps, reaching as low as 11% F1.



Static VR EE AR s - 1 s - 2

Acc F1 Acc F1 Acc F1 Acc F1 Acc F1 Acc F1

BERT-base-uncased (s=2) 0.877 0.889 0.870 0.881 0.870 0.880 0.875 0.887 - - - -
BERT-base-uncased (s=3) 0.789 0.787 0.719 0.710 0.691 0.660 0.537 0.506 0.684 0.690 - -
BERT-base-uncased (s=4) 0.588 0.636 0.550 0.603 0.564 0.603 0.424 0.481 0.657 0.622 0.528 0.298

BERT-base-cased (s=2) 0.872 0.885 0.819 0.832 0.853 0.861 0.855 0.872 - - - -
BERT-base-cased (s=3) 0.782 0.773 0.688 0.645 0.650 0.589 0.545 0.496 0.546 0.305 - -
BERT-base-cased (s=4) 0.668 0.717 0.585 0.615 0.626 0.672 0.433 0.531 0.719 0.739 0.543 0.218

MathBERT (s=2) 0.832 0.820 0.762 0.706 0.790 0.757 0.785 0.760 - - - -
MathBERT (s=3) 0.842 0.839 0.691 0.645 0.633 0.522 0.663 0.640 0.674 0.587 - -
MathBERT (s=4) 0.671 0.684 0.595 0.526 0.623 0.621 0.485 0.479 0.686 0.680 0.518 0.290

SciBERT-uncased (s=2) 0.925 0.926 0.729 0.704 0.868 0.861 0.900 0.902 - - - -
SciBERT-uncased (s=3) 0.889 0.894 0.821 0.819 0.703 0.664 0.709 0.722 0.806 0.818 - -
SciBERT-uncased (s=4) 0.763 0.765 0.695 0.668 0.686 0.659 0.607 0.596 0.769 0.779 0.593 0.574

SciBERT-cased (s=2) 0.926 0.931 0.853 0.871 0.898 0.902 0.910 0.917 - - - -
SciBERT-cased (s=3) 0.772 0.724 0.727 0.672 0.610 0.441 0.508 0.295 0.529 0.128 - -
SciBERT-cased (s=4) 0.710 0.709 0.651 0.646 0.666 0.654 0.470 0.429 0.779 0.749 0.527 0.110

Average (s=2) 0.886 0.890 0.807 0.799 0.856 0.853 0.865 0.868 - - - -
Average (s=3) 0.815 0.803 0.729 0.698 0.657 0.575 0.592 0.532 - - - -
Average (s=4) 0.680 0.702 0.615 0.612 0.633 0.642 0.484 0.503 - - - -

Average over all steps 0.794 0.798 0.717 0.703 0.715 0.690 0.647 0.634 - - - -

Table 2: Model performance on the structured derivations variation of the next-equation prediction task. The
Static column shows scores on data that is unperturbed with respect to the training data. VR (variable renaming)
shows scores after renaming variables as Greek letters. EE (expression exchange) shows scores after swapping
expressions either side of equality symbols in equations. AR (annotation replacement) shows scores after deriving
an alternative final equation. s - n shows scores after evaluating on derivations with n less steps than training
derivations (for n ∈ {1, 2}). Bold numbers denote highest F1 scores for 2-step derivations. Bold italic numbers
denote highest 3-step scores. Bold, italic, and underlined numbers denote highest 4-step scores.

In direct calculus static scores average 90%
and perturbations decrease this by 17% (VR)
and 33% for Equation Conversion (EC). All 10
fine-tuned models completely fail to generalise to
perturbations and easier examples, with 97% F1
scores repeatedly dropping below 17%.

Entailment pre-training improves general-
isability. BERT (Devlin et al., 2018) was
trained on masked language modelling (MLM)
and next sentence prediction (NSP) objectives.
SciBERT (Beltagy et al., 2019) was fine-tuned
with scientific papers on MLM and NSP. Math-
BERT (Peng et al., 2021) was fine-tuned with
scientific papers on standard and structural MLM,
and a context correspondence objective (related
to NSP). Fine-tuning generally overwrites repre-
sentations learned from previous tasks (Mosbach
et al., 2020), so it is likely that MathBERT as
forgotten those associated with NSP (compared to
BERT or SciBERT). The context correspondence
objective used to train MathBERT learns to pair
the description of an equation with the equation
itself. In contrast, NSP involves recognising
consecutive sentences which – particularly in

scientific text – better teaches logical entailment.
Next-equation prediction considers if context
entails the equation in an argumentative sense,
rather than a descriptive sense. We therefore
attribute generalisability failures of MathBERT to
insufficient entailment pre-training. It has strug-
gled with entailment before (Meadows et al., 2022).

Learning formula structure instead of en-
tailment does not necessitate structural
perturbation invariance. Expression Exchange
(EE) and Equation Conversion (EC) involve
perturbing implicit tree-structures of equations,
such as operator trees (Mansouri et al., 2019).
Despite MathBERT using a dedicated pre-training
objective for learning equation tree structure, it is
not more robust to structural perturbations than
other models.

5.2 Qualitative Analysis
We consider (uncased) models trained on 3-step
derivations. This number of steps closely reflects
the average results over all step counts in Table 2.
The All (perfect generalisation) and Not P
(complete generalisation failure) columns of
Table 4 reinforce the relative generalisability gap



Static VR EC Easy

Acc F1 Acc F1 Acc F1 Acc F1

BERT-base-uncased (int) 0.900 0.907 0.688 0.704 0.751 0.780 0.627 0.729
BERT-base-uncased (diff) 0.759 0.803 0.649 0.733 0.622 0.698 0.551 0.691

BERT-base-cased (int) 0.930 0.934 0.716 0.777 0.852 0.867 0.638 0.718
BERT-base-cased (diff) 0.742 0.779 0.642 0.724 0.603 0.649 0.567 0.696

MathBERT (int) 0.922 0.923 0.744 0.758 0.744 0.718 0.586 0.686
MathBERT (diff) 0.847 0.859 0.597 0.481 0.584 0.473 0.561 0.500

SciBERT-uncased (int) 0.968 0.968 0.656 0.744 0.541 0.158 0.626 0.711
SciBERT-uncased (diff) 0.918 0.923 0.726 0.765 0.668 0.581 0.552 0.678

SciBERT-cased (int) 0.971 0.972 0.681 0.758 0.542 0.170 0.580 0.671
SciBERT-cased (diff) 0.923 0.927 0.709 0.765 0.654 0.546 0.615 0.723

Average (int) 0.938 0.932 0.697 0.748 0.686 0.537 0.611 0.703
Average (diff) 0.838 0.858 0.665 0.694 0.626 0.589 0.569 0.658

Average over both tasks 0.888 0.895 0.681 0.721 0.656 0.563 0.590 0.681

Table 3: Model performance on the direct calculus variation of next-equation prediction. The Static column shows
scores on unperturbed data. VR (variable renaming) shows scores after renaming variables as Greek letters. EC
(equation conversion) shows scores after rewriting expressions as equivalent equations that preserve the semantics
of the reasoning. Easy shows scores on simpler examples that consist of only one variable (in comparison to at
least two variables in the static set). Bold numbers denote highest F1 scores for integration derivations. Bold italic
denotes highest differentiation scores.

Static ± All Not P

BERT
62.3 7.4 5.3

R
∫
E

∂E ∂E

∫
− SL

∫
E

R

SciBERT
79.6 21.3 1.6

R
∫
E

∂E

∫
∂E cos R XO ×

MathBERT
70.3 7.8 9.3

R
∫
E

∫ ∫
cos sin R ∂E

∫
E

Table 4: Static ± is the rate at which positive and as-
sociated negative unperturbed sequences are both cor-
rectly classified. All (perfect generalisation) is the per-
centage of examples where the static and perturbed
(positive and negative) sequences are correctly classi-
fied. Not P (complete failure to generalise) is per-
centage of examples where only the static positive se-
quences are classified correctly, while all perturbed pos-
itive sequences are incorrect. Symbols correspond to
the top three most frequent (final) operators in each
unperturbed sequence, where frequency is normalized
with respect to operator frequency in the static set. R
is a premise renaming operator.

∫
and ∂ are integration

and differentation operators.
∫
E

and ∂E are respective
evaluation operators. XO is exponentiation,× is multi-
plication, − is subtraction, and SL is LHS substitution.

between SciBERT and MathBERT, despite both
being trained on scientific corpora, and display the
top three operators by normalised frequency per
generalisation category.

Generalisation failure depends on the un-
predictability of an operator. For examples
where models perfectly generalise, the operator

Figure 5: Three examples of the total 15, where
both SciBERT and MathBERT correctly classify unper-
turbed examples (as shown), but incorrectly classify all
perturbed examples.

responsible for setting up an integral (without
evaluating it) is most common. This is likely
because it involves prepending a unique text span
"\int" to expressions either side of equations, which
is easy to identify. Models generalise well to cos,
sin, exp, and log operators, likely due to their
similarly predictable effect on equations associated
with regular text spans.

To highlight that it is likely the relative unpre-
dictability of an operator’s effect on text that leads
to generalisation failure, we analyse the set of ex-
amples where both SciBERT and MathBERT cor-
rectly classify unperturbed sequences, but misclas-
sify all perturbed sequences. Three examples are
displayed in Fig. 5. The renaming premise opera-



tion is overwhelmingly frequent. It takes a random
previously defined expression as the RHS, and de-
fines a new function as the LHS. It does not nec-
essarily depend on a single previous step and is
non-deterministic due to random sampling of the
RHS, yet it can never generate more complex equa-
tions than those previously derived (unlike all other
operators).

6 Conclusion

We propose the use of mathematical reasoning gen-
eration algorithms to generate synthetic data for
training language models to derive equations. In
this case, we fine-tune Transformer encoder models
to classify correct use of operators when deriving
equations, through next-equation prediction tasks.
Models obtain high scores on unperturbed test sets,
but largely fail to generalise to perturbed test sets
systematically generated with computer algebra.
This instantiation of the framework suggests mod-
els are relying on textual patterns mostly unrelated
to any deeper mathematical understanding of the
operators. We explore the relationship between
generalisation failure and operator usage, and de-
termine that operators with a less predictable (and
identifiable) effect on the surface form of equa-
tions reliably leads to generalisation failure, even
if the mathematics is not necessarily more difficult.
Although models that incorporate formula struc-
ture are strong in many tasks (Zhong et al., 2022;
Meadows and Freitas, 2022; Peng et al., 2021), we
suggest this should not overwrite knowledge that
is crucial to the application at hand, such as textual
entailment in next-equation prediction. Future re-
search may explore the flexibility of the proposed
symbolic framework to instantiate novel math rea-
soning tasks, investigate the systematic behaviour
of larger language models (Chung et al., 2022;
Brown et al., 2020), and incorporate causal analy-
sis (Stolfo et al., 2022).

7 Limitations

Overall ethical impact. This work explores a
systematic way to elicit the mathematical/symbolic
inference properties of Transformer-based models
in mathematical language processing tasks. As
such, it contributes in the direction of a critique of
the true reasoning capabilities and biases of these
models.

Derivation generation. There are irrelevant
steps in some longer derivations, such as apply-

ing an operation to an equation, but not using the
result. This should not affect results as the final
equation always depends on a previous equation,
except when it is a renaming premise. This error
is likely due to incorrect subderivation extraction,
and will be improved.

Perturbations. Perturbations should only
change a single aspect of the input, controlling
for all other casual aspects. The variable renam-
ing perturbation should only replace variables.
However, the difference between the use of Greek
and English alphabet, is the wordpiece tokenizer
splits e.g.,β into two tokens, meaning attention
scores are calculated between them. This does
not occur for English characters. Also, due to
SymPy ordering limitations, a change in notation
may change the ordering of commutative variables
within expressions. Therefore, this implementation
does not lead to an pure perturbation that only
changes a single mathematical property, and
further artefacts are present within the evaluation.

Integration. SymPy does not generate integra-
tion constants. Although we account for this within
derivation generation, we choose not to for direct
calculus of integrals. Also, many integrals are eval-
uated to be case-based expressions, including value
inequalities. We omit these examples for a closer
comparison with differentiation, and for better com-
patibility with the perturbations.
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A Training

Transformer encoders with a binary sequence clas-
sification layer are fine-tuned for 12 epochs on
a 16GB Tesla V100, with a batch size of 8, and

a learning rate of 5e-7, via the Transformers li-
brary (Wolf et al., 2019). We use adapted ver-
sions of the public2 training scripts. Tokeniz-
ers pad up to a max length of 256, and the best
model by F1 is selected after training. We train
25 models stemming from 5 encoders: BERT-base-
uncased (Devlin et al., 2018), BERT-base-cased,
SciBERT cased and uncased (Beltagy et al., 2019),
and MathBERT (Peng et al., 2021). SciBERT is
a version of BERT pretrained on scientific text.
MathBERT is initialised on BERT-base-uncased,
and pretrained on three masked language modelling
tasks related to the structure of equation operator
trees (Mansouri et al., 2019), and the relationship
between equations and their natural language con-
text. It delivers state-of-the-art results in formula
search (Zhong et al., 2022).

B Algorithm for Premise Generation

Algorithm 1 is implemented to generate premises
with computer algebra. Functions specific to the
computer algebra system such as e.g., Symbol and
Function, are used directly in the algorithm, and in-
directly to compose functions such as differentiate,
integrate, etc.

C Algorithm for Derivation Generation

Algorithm 2 relies on Algorithm 1, in order to de-
rive subsequent equations. It relies on two other
procedures other than Step. The EquationDistri-
bution function relies on the hyperparameter ph,
which controls the frequency that recent equations
are sampled as a cubic function of ph. The Extract-
Derivation function is responsible for collecting all
related steps from the initial longer derivation, such
that a final self-contained derivation is obtained.
This derivation must match the desired length, Lf .

Hyperparameters. We rely on other hyperpa-
rameters to control 1. the selection bias towards
operations being applied to more recent equations,
2. the bias towards operators of a particular arity,
and 3. bias towards other operator subcategories.
Considering 1., in the 2-arity two annotation format
[‘operator’, operand 1, operand 2], operand 1 is al-
ways an equation index. This is also true for 1-arity,
and 0-arity does not require an operand. An equa-
tion is randomly sampled from a non-repeating set
of derived equations. The history hyperparameter,

2https://huggingface.co/docs/
Transformers/tasks/sequence_
classification
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Algorithm 1 Generate Premise Equation
Requires a global vocabulary of letters, V , and operations e.g., cos, sin, etc.

1: procedure PREMISE(Mc)
2: S ← [Symbol(v) for v in V]
3: R1 ← [Cos, Sin, Exp, Log]
4: R2 ← [Add, Minus, Times, Power, Divide, Differentiate, Integrate]
5: arity← random.choice([1,2])
6: if arity = 1 then
7: R← random.choice(R1)
8: S ← random.choice(S)
9: RHS← R(S)

10: LHS← random.choice([s for s in S if s 6= S])
11: else if arity = 2 then
12: R← random.choice([r for r inR2 if r not in [Differentiate, Integrate]])
13: S1 ← random.choice(S)
14: S2 ← random.choice([s for s in S if s 6= S1])
15: RHS← R(S1, S2)
16: LHS← random.choice([s for s in S if s not in [S1, S2]])
17: end if
18: complexity← random.choice(range(Mc))
19: for i ∈ range(complexity) do
20: arity← random.choice([1,2])
21: if arity = 1 then
22: R← random.choice(R1)
23: RHS← R(RHS)
24: else if arity = 2 then
25: R← random.choice(R2)
26: S ← random.choice(S)
27: RHS← R(RHS, S)
28: end if
29: end for
30: LHS← Function(LHS)(*tuple(RHS.free_symbols))
31: premise← Eq(LHS, RHS)
32: return premise
33: end procedure



ph, clones an equation in the list, through a cubic
function of its step-wise chronological position, as
described above. With our default settings, the
last equation in a list of three is twice as likely to
be selected as input than the first. This emulates
mathematicians working with recent equations, but
having to occasionally sample from distant results.
Other hyperparameters work similarly, by repeat-
ing elements of lists. Considering 2., we bias to-
wards 2-arity, as those contain calculus, and con-
sidering 3. we bias towards substitution operations,
differentiation, and integration.

Collecting scattered derivations. A sequence
of operations applied to premises can result in un-
linked derivations. These can merge to form larger
derivations by substituting expressions from one
into another. If a merging operation does not occur,
the derivations remain separated, and each may be
treated independently. Briefly, we traverse a sin-
gle generated chain reverse-chronologically, using
the equation numbers in annotations as guides for
determining dependency. This is handled by the
ExtractDerivation function.



Algorithm 2 Generate Equational Reasoning
1: procedure STEP(D, p0, p1, p2, ph, pr, pe, pc, ps)
2: D ← [i[0] for i in D]
3: A← [i[1] for i in D]
4: R0 ← [Premise] + [RenamingPremise]×pr
5: R1 ← [Cos, Sin, Exp, Log, Expand] + [EvaluateDerivatives, EvaluateIntegrals]×pe
6: R2 ← [Add, Minus, Times, Divide, Power] + [Differentiate, Integrate]×pc

+ [SubsLHSForRHS, SubsRHSForLHS]×ps
7: elements← numbers, variables, and subexpressions from D
8: arity← random.choice([0]×p0 + [1]×p1 + [2]×p2)
9: if arity = 0 then

10: R← random.choice(R0)
11: equation← R
12: annotation← R.__name__
13: else if arity = 1 then
14: R← random.choice(R1)
15: e1 ← random.choice(EquationDistribution(D, ph))
16: equation← R(e1)
17: n← D.index(e1)
18: annotation← [R.__name__, n+ 1]
19: else if arity = 2 then
20: R← random.choice(R2) . R depends on the length of D
21: e1 ← random.choice(EquationDistribution(D, ph))
22: e2 ← random.choice(elements) . e2 will vary depending on R
23: equation← R(e1, e2)
24: n← D.index(e1)
25: annotation← [R.__name__, n+ 1, e2]
26: end if
27: if equation is valid then . validity depends on various checks
28: return equation
29: else
30: return None
31: end if
32: end procedure
33: while True do
34: D ← [(Premise(Mc), "premise")] . generate first step using Algorithm 1
35: while len(D) < Li do . Li is an initial length of the derivation
36: step← Step(D, p0, p1, p2, ph, pr, pe, pc, ps)
37: if step is not None then
38: D.append(step)
39: end if
40: end while
41: derivation← ExtractDerivation(D)
42: if len(derivation) = Lf then . Lf ≤ Li is the desired length of the derivation
43: break
44: end if
45: end while
46: D = derivation


