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Empirical Article

Scientists should be open-minded and consider all new 
evidence, hypotheses, theories, and innovations when 
doing research, even those that challenge or contradict 
their own interests and beliefs (Anderson, 2000; Merton, 
1942/1973). However, scientists do not always abide by 
this Mertonian norm. Studies have shown that scientists 
regularly add, drop, or alter study elements when pre-
paring reports for publication (Dwan et al., 2013, 2014; 
Mazzola & Deuling, 2013; O’Boyle et al., 2017), a prac-
tice known as “selective reporting” (Cairo et al., 2020). 

For example, researchers may fail to report study results 
that are not statistically significant and thus “not interest-
ing” for publication (Chan et al., 2004), or they may alter 
hypotheses after seeing the data to make their article’s 
narrative cleaner and more convincing (Giner-Sorolla, 
2012; Kerr, 1998).
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Abstract
In this study, we assessed the extent of selective hypothesis reporting in psychological research by comparing the 
hypotheses found in a set of 459 preregistrations with the hypotheses found in the corresponding articles. We found 
that more than half of the preregistered studies we assessed contained omitted hypotheses (N = 224; 52%) or added 
hypotheses (N = 227; 57%), and about one-fifth of studies contained hypotheses with a direction change (N = 79; 18%). 
We found only a small number of studies with hypotheses that were demoted from primary to secondary importance 
(N = 2; 1%) and no studies with hypotheses that were promoted from secondary to primary importance. In all, 60% of 
studies included at least one hypothesis in one or more of these categories, indicating a substantial bias in presenting and 
selecting hypotheses by researchers and/or reviewers/editors. Contrary to our expectations, we did not find sufficient 
evidence that added hypotheses and changed hypotheses were more likely to be statistically significant than nonselectively 
reported hypotheses. For the other types of selective hypothesis reporting, we likely did not have sufficient statistical 
power to test for a relationship with statistical significance. Finally, we found that replication studies were less likely 
to include selectively reported hypotheses than original studies. In all, selective hypothesis reporting is problematically 
common in psychological research. We urge researchers, reviewers, and editors to ensure that hypotheses outlined in 
preregistrations are clearly formulated and accurately presented in the corresponding articles.
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Selective reporting seems to be driven at least partly 
by a desire to publish work in prestigious, selective 
journals (Van der Steen et al., 2018) and biases the sci-
entific literature toward articles with publishable (often 
statistically significant) results. Indeed, statistically sig-
nificant results are so abundant in the scientific literature 
that it is unlikely that the literature represents all research 
that has been conducted (Scheel et al., 2021; Sterling, 
1959; Sterling et al., 1995).

Selective-reporting practices have been identified in 
many scientific fields, but studies on this issue have been 
especially prevalent in biomedicine (see DeVito et al., 
2020; Thibault et al., 2021; Vinkers et al., 2021). The rea-
son for this is that clinical trials in this field are generally 
required to be registered in a formal and publicly acces-
sible registry (DeAngelis et al., 2005; European Commis-
sion, 2012; Food and Drug Administration Amendments 
Act of 2007, 2018). This requirement enables comparing 
the registered protocol and the actual scientific publica-
tion to assess whether the authors of the publication 
changed, omitted, or added results, outcomes, or hypoth-
eses. A systematic review of dozens of such metastudies 
by Thibault et al. (2021) found that between 10% and 68% 
(95% prediction interval) of articles contain at least one 
primary-outcome discrepancy.

The social sciences do not have an extensive registra-
tion infrastructure, so selective reporting has mainly 
been studied by comparing publications with disserta-
tions (Cairo et  al., 2020; Mazzola & Deuling, 2013; 
O’Boyle et al., 2017) and archived research proposals 
(Franco et al., 2016). Only a handful of studies compared 
publications with their corresponding preregistration, 
and all of them found that these publications often con-
tained undisclosed deviations (psychology: Claesen 
et al., 2021; gambling: Heirene et al., 2021; economics 
and political science: Ofosu & Posner, 2023). In our 
study, we make use of the increased popularity of pre-
registration in psychological research in recent years 
(Hardwicke et  al., 2022; Nosek & Lindsay, 2018) and 
check a large sample of preregistered psychology pub-
lications to assess the prevalence of one form of selective 
reporting: the selective reporting of hypotheses.

Selective hypothesis reporting can take on different 
types. We derived the terminology for these types from 
the biomedical literature, more specifically from Chan 
et al. (2004) and Thibault et al. (2021). One major differ-
ence between our study and earlier biomedical studies, 
however, is that we focus on hypotheses, whereas bio-
medical studies typically focus on outcomes (i.e., depen-
dent variables). This may be because outcomes take a 
prominent place in the clinicaltrials.gov registration tem-
plate used for many clinical trials. In the current study, we 
distinguish five types of selective hypothesis reporting.

First, the number of hypotheses can change from  
the preregistration to the publication, which includes 

hypotheses that were present in the preregistration but 
did not appear in the publication (“omitted hypotheses”) 
and hypotheses that were not present in the preregistra-
tion but did appear in the publication (“added hypoth-
eses”). Second, the status of hypotheses can change 
between the preregistration and the publication, which 
includes hypotheses that were labeled as “primary” in 
the publication but as “secondary” in the preregistration 
(“promoted hypotheses”) and hypotheses that were 
labeled as “secondary” in the publication but as “pri-
mary” in the preregistration (“demoted hypotheses”). 
Third, the direction of hypotheses (i.e., a positive, nega-
tive, null, or nondirectional effect; or A > B, A < B, A = 
B, or A ≠ B when comparing groups) can change 
between the preregistration and the publication 
(“changed hypotheses”). Note that hypotheses can also 
differ in other ways between preregistration and article. 
For example, sometimes authors alter the names of cer-
tain variables in the article compared with the preregis-
tration, or sometimes authors change the hypothesis 
from passive to active tense or vice versa. We do not 
consider such changes in this study because they change 
a hypothesis only superficially rather than structurally. 
We thus use the adjective “changed” only for hypotheses 
with a direction change.

Note that the presence of statistical results related to 
added hypotheses in a publication is fine as long as they 
are labeled as “exploratory” (Logg & Dorison, 2021; 
Nosek et al., 2018). This is exemplified by the fact that 
both the CONSORT 2010 reporting guideline (Schulz 
et al., 2010) and the Journal Article Reporting Standards 
( JARS) reporting guideline (Appelbaum et  al., 2018) 
explicitly encourage the reporting of exploratory analy-
ses. Readers will then know that the hypotheses were 
drawn up a posteriori and that using hypothesis tests to 
make statistical inferences may be invalid (Wagenmakers 
et al., 2012). However, if the results of added hypotheses 
are labeled as “confirmatory” or not labeled at all, read-
ers are unaware of the exploratory nature of the hypoth-
eses and may inappropriately interpret the results using 
a hypothesis-testing framework. In these instances, 
undisclosed and statistically uncontrolled explorations 
could unjustly be perceived as solid confirmatory evi-
dence. In this study, we therefore use the term “added 
hypotheses” only for nonpreregistered hypotheses with 
statistical results that are labeled as “confirmatory” or 
not labeled at all.

We investigate the different forms of selective hypoth-
esis reporting in psychological research by identifying 
hypotheses in our sample of preregistrations and the 
accompanying publications. We distinguish between 
hypotheses that are part of direct replications and 
hypotheses that are part of original studies because we 
believe selective hypothesis reporting to be less of an 
issue for the former than for the latter (Hypothesis 1). 
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We also assess whether forms of selective hypothesis 
reporting are related to statistically significant results 
(Hypotheses 2a–2d). Our specific hypotheses and our 
rationale for these hypotheses are outlined below.

Hypotheses

We had no hypotheses about the exact proportion of 
studies involving selective hypothesis reporting, but we 
did expect that forms of selective hypothesis reporting 
would be less common among direct-replication hypoth-
eses than among original hypotheses because direct-
replication hypotheses need to adhere (both in the 
preregistration and the publication) to the hypotheses 
outlined in the original study. We also expected some 
forms of selective hypothesis reporting to be associated 
with statistical significance because results that are sta-
tistically significant are more likely to be published than 
results that are not statistically significant (Kerr, 1998; 
Scheel et  al., 2021). Our hypotheses are listed more 
formally below and can also be found in our preregistra-
tion at https://osf.io/z4awv. Note that we originally 
uploaded our preregistration on OSF on January 21, 
2021, before data collection. However, we formally 
entered it into the registry on March 5, 2023, to increase 
the findability of our preregistration (see https://osf.io/
nxgtv). Aside from correcting the erroneous statement 
listed in Footnote 3, we did not make any changes.

Hypothesis 1: A hypothesis that is part of a direct 
replication is less likely to be selectively reported 
(omitted, promoted, demoted, or changed) than an 
original hypothesis.

Hypothesis 2a: The test result of an added hypothesis 
is more likely to be statistically significant than the 
test result of a preregistered hypothesis that is appro-
priately reported.

Hypothesis 2b: The test result of a promoted hypoth-
esis is more likely to be statistically significant than 
the test result of a preregistered hypothesis that is 
appropriately reported.

Hypothesis 2c: The test result of a demoted hypothesis 
is less likely to be statistically significant than the test 
result of a preregistered hypothesis that is appropri-
ately reported.

Hypothesis 2d: The test result of a changed hypothesis 
is more likely to be statistically significant than the 
test result of a preregistered hypothesis that is appro-
priately reported.

Because the statistical significance of omitted hypoth-
eses is unknown, we did not formulate a hypothesis on 
the association between omitted hypotheses and statisti-
cal significance.

Method

Sample

We used two main sources to find published preregistra-
tions. First, we looked at published articles that earned 
a Preregistration Challenge prize. The Preregistration 
Challenge was an educational campaign organized by 
the Center for Open Science (COS) in 2017 and 2018 in 
which researchers could earn $1,000 if they published 
a study that was preregistered using a specific preregis-
tration template (for more information, see “Preregis-
tration Challenge,” n.d.). A full list of Preregistration 
Challenge prize-winning articles (N = 180) can be found 
in the OSF Zotero Library (https://web.archive.org/
web/20230305173614/h t tps : / /www.zotero .org/
groups/479248/osf/collections/D77RMN4N).

Second, we looked at published articles that earned 
a Preregistration Badge in 2019 or before as part of the 
COS’s Open Science Badges initiative (see “Open Sci-
ence Badges Enhance Openness,” n.d.). Articles can earn 
a Preregistration Badge if the authors provide the URL, 
DOI, or other permanent paths to the preregistration in 
a public, open-access repository. We extracted 244 arti-
cles that earned a Preregistration Badge from a database 
with all articles that earned an Open Science Badge up 
until February 21, 2020 (Kambouris et al., 2020). After 
deleting duplicate articles, the total number of articles 
in our sample was 180 + 193 + 51 – 26 = 398.

To assess whether these articles were from the field 
of psychology, we looked up their Research Areas as 
listed in the Web of Science Core Collection. If the article 
was not listed in that database, we categorized the 
Research Area ourselves on the basis of the publishing 
journal or the departmental affiliation of the authors. 
The articles in our sample often contained multiple pre-
registered studies. We considered a study separate from 
other studies in an article when that study was based 
on a different sample of participants. Each of these stud-
ies was coded separately. For the 329 psychology articles 
we included, we derived 613 preregistered studies.

Of these 613 preregistered studies, we omitted 48 
studies because they were conducted in a registered-
report framework (in which the studies are peer reviewed 
before data collection), 52 studies because they were 
part of a multilab article that did not focus on the indi-
vidual studies but only on the bigger picture (e.g., Many 
Labs 2, Klein et al., 2018), five studies using nonhuman 
subjects, 14 studies because we were unable to locate a 
preregistration, and 14 studies because it was unclear 
which study was described in which (part of the) pre-
registration. Finally, we excluded 21 studies with pre-
registrations of secondary data analyses (i.e., data that 
already existed and were gathered to answer another 
research question from the one in the study) because 
such preregistrations qualitatively differ from those using 

https://osf.io/z4awv
https://osf.io/nxgtv
https://osf.io/nxgtv
https://web.archive.org/web/20230305173614
https://web.archive.org/web/20230305173614
https://www.zotero.org/groups/479248/osf/collections/D77RMN4N
https://www.zotero.org/groups/479248/osf/collections/D77RMN4N
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primary data (van den Akker et al., 2021; Weston et al., 
2019) and would therefore have required different cod-
ing procedures. All exclusions left us with a final sample 
of 459 studies from 259 articles, yielding an average of 
1.8 studies per article. Screening for eligible studies was 
done by O. R. van den Akker before coding started, 
although 25 exclusions (5% of the total) were made dur-
ing coding. These later exclusions were made by O. R. 
van den Akker following advice from coders who noticed 
that a certain study did not match the inclusion criteria 
after all. A PRISMA flow diagram (Moher et al., 2009) 
outlining the full sample-selection procedure (including 
exclusions during coding) can be found in Figure 1.

Identifying hypotheses

Because we could not find a validated procedure to 
systematically and manually extract hypotheses from a 
scientific article,1 we developed two new Qualtrics pro-
tocols: one for preregistrations (https://osf.io/fdmx4) 
and one for their accompanying publications (https://
osf.io/uyrds). These protocols were created after a series 
of meetings (involving O. R. van den Akker, M. A. L. M. 
van Assen, M. Bakker, and J. M. Wicherts) and a series 
of pilots using articles not included in the eventual sam-
ple (involving all authors except for J. M. Wicherts). The 
protocols were preregistered before data collection. 

Preregistration Challenge 
Prize Winners

(Np = 180)

Papers With a 
Preregistration Badge

(Np = 193)

Number of Unique Preregistered Papers
(Np = 398)

Number of Psychology 
Papers

(Np = 329)

Number of Studies in the 
Psychology Papers

(Np = 613)

Sample of Studies Before 
Coding (Ns = 484)

Papers With a Preregistration 
Plus Analysis Badge

(Np = 51)

Total Number of Preregistered Papers
(Np = 424)

Excluded Before Coding:

- Registered Report Studies (Ns = 43)
- Studies Using Secondary Data (Ns = 13)
- Multi-lab Studies (Ns = 52)
- Studies Without a Preregistration (Ns = 13)
- Studies With an Unclearly Identified 
   Preregistration (Ns = 8)

Excluded During Coding:

- Registered Report Studies (Ns = 5)
- Studies Using Secondary Data (Ns = 8)
- Studies Using Non-Human Subjects (Ns = 5)
- Inaccessible Paper (Ns = 1)
- Studies With an Unclearly Identified 
   Preregistration (Ns = 6)

Final Sample of 459 Studies
From 259 Papers
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Fig. 1.  PRISMA flow diagram outlining the full sample-selection procedure.

https://osf.io/fdmx4
https://osf.io/uyrds
https://osf.io/uyrds
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Coding was carried out by all authors except J. M. 
Wicherts and consisted of four phases: (a) Two coders 
independently identified hypotheses in the preregistra-
tion, (b) the coders discussed any inconsistencies in their 
coding and resolved these together, (c) the same two 
coders independently identified hypotheses in the pub-
lication, and (d) the coders discussed any inconsistencies 
in their coding and resolved these together. Coders were 
trained before coding by O. R. van den Akker, who 
instructed them about the protocol and assessed how 
they coded a trial run. O. R. van den Akker provided 
guidance throughout this trial run until both he and  
the coder were satisfied about the coders’ grasp of the 
protocol.

We identified hypotheses in preregistrations and pub-
lications by first checking whether any hypotheses were 
listed in a separate section. If not, we searched the run-
ning text for the following keywords (chosen based on 
Scheel et al.’s, 2021, analysis of hypothesis introduction 
phrases): “replicat,” “hypothes,” “investigat,” “test,” “pre-
dict,” “examin,” and “expect.” We included a hypothesis 
if the authors hypothesized a relationship between two 
or more variables using any of these keywords.

If we found a hypothesis that was phrased in a con-
ceptual way (e.g., “We expect an association between 
extraversion and IQ”) and an operational way (e.g., “We 
expect an association between scores on the Multi
dimensional Introversion-Extraversion Scale and scores 
on the Wechsler Intelligence Scale for Children”), we 
counted only the more specific operational hypothesis 
because we did not want to count equivalent hypotheses 
twice. Moreover, we reasoned that it would be easier to 
identify operational hypotheses in scientific articles than 
it would be to identify conceptual hypotheses. If we 
found multiple operational hypotheses (e.g., one using 
the Wechsler Intelligence Scale for Children and one 
using the RAKIT Intelligence Test), we counted each one 
as a different hypothesis. Because there could be addi-
tional measures in other sections than the section in 
which we found the hypothesis (e.g., in the methods/
measures/variables sections), we checked the entire pre-
registration for additional measures. The same principle 
holds for additional control variables (e.g., in the vari-
ables/analysis sections), so we checked the other sec-
tions for control variables as well.

To investigate whether hypotheses were omitted, we 
used two approaches. In the first approach, we checked 
whether the preregistered hypothesis was referred to as 
a hypothesis in the introduction or methods section of 
the article and, if so, concluded that the hypothesis was 
not omitted. In the second approach, we checked 
whether we could find a statistical result related to the 
preregistered hypothesis in the results section of the 
article and if so, concluded that the hypothesis was not 

omitted. In this second approach, the result should have 
been reported in the main text, not tucked away in a 
table, figure, or appendix. We decided to be strict in this 
regard because we believe that testing the preregistered 
hypotheses is the reason for conducting the confirmatory 
study in the first place, and thus, we believe all of them 
should be mentioned in the main body of the article. 
We include both the first and second approach when 
we present statistics about the prevalence of selective 
hypothesis reporting, but we use only hypotheses omit-
ted from the results sections for our hypothesis tests.

Of the preregistered hypotheses identified as hypoth-
eses somewhere in the article, we checked whether they 
were labeled as equally important as in the preregistra-
tion. To this end, we used the keywords “key,” “leading,” 
“main,” “major,” “primary,” and “principle” for “primary 
hypotheses” and “additional,” “auxiliary,” “minor,” and 
“secondary” for “secondary hypotheses.” If none of 
these words could be associated with the hypothesis, 
we categorized its importance as “nonspecified.” We had 
to rely on these keywords because unlike study out-
comes in biomedicine, hypotheses are typically not 
labeled as “primary” or “secondary” in psychology. We 
assessed the directionality of hypotheses in the prereg-
istrations and articles by giving coders both a concrete 
indication (directional: “Men will score higher on the 
Verbal Aggression Scale than women”; nondirectional: 
“Men and women score differently on the Verbal Aggres-
sion Scale”; null: “Men and women will not differ in 
their scores on the Verbal Aggression Scale”) and an 
abstract indication (directional: “M > W”; nondirectional: 
“M =/= W”; null: “M = W”) of what to look for. We also 
assessed whether these categorizations were consistent 
between the article and the preregistration. These 
assessments gave us the necessary information to estab-
lish the prevalence of promoted hypotheses (Hypothesis 
2b), demoted hypotheses (Hypothesis 2c), and changed 
hypotheses (Hypothesis 2d).

Because several coders indicated they were unsure 
about their responses related to the directionality of the 
hypotheses, O. R. van den Akker manually checked (and 
corrected) all hypotheses for which the directionality 
was originally coded as inconsistent between preregis-
tration and article. The corrections can be found in the 
Excel file with the data (see the ManualChanges columns 
in https://osf.io/8y2dv) and were discussed with and 
accepted by the original coders.

We also assessed how many statistical results were 
presented in the article that were not related to a pre-
registered hypothesis and not explicitly stated as explor-
atory or nonpreregistered. Such added hypotheses 
(Hypothesis 2a) should involve a different relationship 
between the variables than in a preregistered hypothesis 
or involve a different variable or measure altogether and 

https://osf.io/8y2dv
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should be reported in the main text rather than being 
tucked away in a table, figure, or appendix. In our 
assessment of added hypotheses, we included only stud-
ies with at least one preregistered hypothesis because 
we inadvertently failed to present the coders with ques-
tions about added hypotheses for studies with zero 
hypotheses in Qualtrics.

Because of time constraints, we assessed only selec-
tive hypothesis reporting for the first 16 preregistered 
hypotheses of a study even if more than 16 preregistered 
hypotheses were identified. In those instances, we also 
did not check for added hypotheses. Finally, note that 
the categories omitted, added, promoted, and demoted 
hypotheses are mutually exclusive but not exhaustive 
categories. In the present article, we state that a study 
does not include selective hypothesis reporting when it 
does not include any omitted, added, promoted, 
demoted, or changed hypotheses.

Assessing whether a hypothesis is part 
of a direct replication

We operationalized the replication status of hypotheses 
(see Hypothesis 1) in three ways. In line with Scheel 
et al. (2021), we assessed whether a hypothesis was part 
of a replication study or an original study by searching 
the preregistration and article for the string “replic” and 
assessing whether the authors referred to the hypothesis 
as being part of a replication attempt. If they did in either 
the preregistration or the article, we coded the hypoth-
esis as a “replication hypothesis.” If they did not, we 
coded the hypothesis as an “original hypothesis.”

Second, we checked the articles to see whether 
hypotheses were part of a “direct replication” or “con-
ceptual replication.” We coded hypotheses as part of a 
direct replication when the authors used the same meth-
ods (materials and procedure) to test the hypothesis as 
in a prior study. The methods had to be truly identical 
except that the replication study used a different sample 
and except for any translations of study materials. If the 
methods were not identical in this way, we coded the 
hypothesis as part of a conceptual replication.

Third, we logged the way the authors themselves 
labeled the hypotheses in the articles and coded hypoth-
eses as part of a direct replication if the authors referred 
to them using any of the words “direct,” “directly,” 
“exact,” “exactly,” “identical,” or “direct & very close” and 
as part of a conceptual replication if the authors referred 
to them using other words (e.g., “conceptual,” “similar, 
except,” “close”).

We preregistered (see https://osf.io/z4awv) that we 
would use the second operationalization of replication 
status to test Hypothesis 1 if more than 20% of the rep-
lication hypotheses found in the articles were categorized 

as direct as opposed to conceptual. However, direct-
replication hypotheses constituted only 19.4% of the rep-
lication hypotheses. As preregistered, we therefore used 
the first operationalization of replication status for the 
main test of Hypothesis 1 and used the second and third 
operationalizations as robustness checks.

Assessing whether a hypothesis  
is supported

For every preregistered hypothesis for which we found 
a statistical result, we coded whether the result was 
statistically significant (see Hypotheses 2a–2d). We did 
this by comparing the reported p value with .05 unless 
the authors specifically mentioned that they used a sig-
nificance level lower than .05 (e.g., because they used 
a Bonferroni correction). In case of the latter, we con-
cluded that the result was significant if the p value was 
smaller than the authors’ significance level. If the authors 
reported a Bayes factor instead of a p value, we con-
cluded that the hypothesis was supported if the Bayes 
factor was larger than 3. We used a threshold value of 
3 because it has long been used as the value above 
which evidence for a hypothesis is deemed substantial 
( Jeffreys, 1961).2 If authors specifically mentioned that 
they used another Bayes factor threshold other than 3, 
we concluded that the hypothesis was supported if the 
Bayes factor was larger than the authors’ Bayes factor. 
Given our hypothesis tests, we consider a supported 
Bayesian hypothesis as equivalent to a statistically sig-
nificant result.

Results

Descriptive statistics

We identified 2,119 hypotheses in 459 preregistered 
studies from 259 articles. The number of hypotheses per 
study (article) is thus 4.6 (8.2); 30 studies had zero 
hypotheses, and 29 studies had more than 16 hypoth-
eses. When two coders counted and coded the number 
of hypotheses in a preregistration, they agreed about 
the number of hypotheses in only 53.7% of the cases. 
Regarding assessing study difficulty, we found medium 
consistency between coders: Kendall’s τ = .21, z = 5.03, 
p < .001.

Of all hypotheses identified in the preregistrations, 
we categorized 455 (21.5%) as part of a replication and 
1,664 (78.5%) as original. Of all hypotheses identified in 
the articles, we categorized 143 (6.7%) as part of a direct 
replication, 595 (28.1%) as part of a conceptual replica-
tion, and 1,381 (65.2%) as original. The proportion of 
direct replications we found for preregistered studies 
(6.7%) is higher than estimates for nonpreregistered 

https://osf.io/z4awv
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psychology studies, which range from 1.1% (Makel et al., 
2012) to 2.6% (Scheel et al., 2021). At the same time, our 
estimate is substantially lower than the 57.8% estimate 
for registered reports (Scheel et  al., 2021). In all, it 
appears that preregistered studies are more likely to be 
replications than nonpreregistered studies are.

The vast majority of hypotheses (N = 1,475; 69.6%) 
concerned associations/effects between two variables. 
The other hypothesis types were less common: interac-
tion/moderation (N = 326; 15.4%), mediation (N = 87; 
4.1%), univariate (N = 57; 2.7%), and other (N = 174; 
8.2%). In the “other” category, we placed hypotheses 
that did not fit any of the types, such as predictions 
indicating atypical or complex relationships between 
variables (e.g., curvilinear associations or three-way 
interactions). Comparing hypothesis types between inde-
pendent samples of preregistered and nonpreregistered 
studies could be an interesting follow-up project, espe-
cially if one would focus on the complexity or riskiness 
of hypotheses. Pham and Oh (2021) argued that the 
prestige premium of preregistration may result in “a bias 
toward studies that are easy to preregister . . .  
and a preference for research hypotheses that are obvi-
ous” (p. 185). In contrast, Scheel et al. (2021) proposed 
that researchers may deliberately preregister risky 
hypotheses because the negative effects of getting a 
small or negative result may be compensated by the 
credence received from preregistration.

Using our two approaches to assess omitted hypoth-
eses, we were able to retrieve 1,143 of 2,119 preregis-
tered hypotheses (53.9%) in the introduction or methods 
sections and 1,132 results of 2,119 preregistered hypoth-
eses (53.4%) in the results section. Consequently, 976 
hypotheses were missing from the introduction and 
methods sections (46.1%), and 987 hypothesis results 
were missing from the results section (46.6%). Of the 
1,132 results we found in the results section, 743 (65.6%) 

were statistically significant, and 389 (34.4%) were not. 
The number of omitted hypotheses per study and per 
article can be found in Table 1, as is the case for the 
other forms of selective hypothesis reporting we discuss 
below. The proportion of omitted hypotheses in the 
results (46.6%) is somewhat higher than earlier estimates 
by Ofosu and Posner (2023) and Heirene et al. (2021), 
who found that a little more than one-third of studies 
included omitted hypotheses. Based on a meta-analysis 
of 89 studies from mainly biomedicine, Thibault et al. 
(2021) estimated that 6% to 16% (95% confidence inter-
val [CI]) of studies contain at least one omitted primary 
outcome, and 14% to 62% (95% CI) of studies contain 
at least one omitted secondary outcome. The results 
from this meta-analysis, which we believe is the most 
recent and comprehensive assessment of selective out-
come reporting in biomedicine to date, are comparable 
with our results shown in Table 1.

Of the 401 studies with at least one and at most 16 
hypotheses, we counted the number of added hypoth-
eses (i.e., nonpreregistered statistical results). In studies 
with at least one added hypothesis (N = 227; 56.8%), the 
total number of added hypotheses was 1,634. The mean 
number of added hypotheses per study was 4.09 (see 
also Table 1), and the median number of added hypoth-
eses per study was 1. The maximum number of added 
hypotheses in a single study was 48. Ofosu and Posner 
(2023) found that 18% of the studies in their sample 
included added hypotheses, of which 82% failed to men-
tion that they were nonpreregistered, possibly suggest-
ing that adding hypotheses is more common in 
psychology than in economics and political science. In 
their meta-analysis, Thibault et al. (2021) found that the 
number of studies with added primary outcomes in bio-
medicine (95% CI = [7%, 14%]) was somewhat lower than 
Ofosu and Posner’s estimate of 18%. The number of 
studies with added secondary outcomes was found to 

Table 1.  An Overview of the Prevalence of the Different Forms of Selective Hypothesis Reporting

Percentage of 
studies (N = 429a)

Percentage of  
articles (N = 259a)

Average number 
per study

Average number 
per article

Selective hypothesis reporting 60 67 2.48 4.12
  Omitted hypotheses (introduction) 56 62 2.28 3.77
  Omitted hypotheses (results) 52 61 2.30 3.81
  Added hypothesesb 57 69 4.09 6.92
  Promoted hypothesesc   0   0 0 0
  Demoted hypothesesd   1   2 0.09 0.16
  Changed hypotheses 18 12 0.26 0.43

aThe number of studies/articles with at least one preregistered hypothesis. bThe proportions were calculated using a denominator with the 
number of studies (N = 400) and the number of articles (N = 236) with at least one preregistered and at most 16 preregistered hypotheses. 
cThe proportions were calculated using a denominator with the number of studies (N = 61) and the number of articles (N = 44) with at least 
one secondary hypothesis. dThe proportions were calculated using a denominator with the number of studies (N = 151) and the number of 
articles (N = 87) with at least one primary hypothesis.
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be 8% to 80% (95% CI), which is consistent with the 
estimate of both Ofosu and Posner and our estimate of 
56.8%.

From all preregistered primary hypotheses that were 
not omitted in the article (N = 329), we found that 52 
(15.8%) were primary in both the preregistration and the 
article, 14 (4.3%) were demoted from primary to second-
ary, although the primacy of 263 hypotheses (80.0%) 
was not specified in the article. From all preregistered 
secondary hypotheses that were not omitted in the arti-
cle (N = 54), we found that 21 (38.9%) were secondary 
in both the preregistration and the article, none were 
promoted from secondary to primary, and the impor-
tance of 33 (61.1%) was not specified in the article. A 
visual depiction of the hypotheses with a change in 
importance between preregistration and article can be 
found in Figure 2. Allocating the label of “primary” to 
one or more hypotheses was done in 151 out of 429 
studies (35.2%). This practice appears to be less common 
in psychological research than in biomedical research 
(78.7% of studies; Thibault et  al., 2021), in which the 
prevalence of promoted (95% CI = [3%, 9%]) and demoted 
(95% CI = [7%, 18%]) hypotheses seems to be higher. 
Psychological researchers may do well to take up the 
distinction between primary and secondary hypotheses 
given that Ofosu and Posner (2023) posited that this 
distinction may help to prevent researchers from 

determining a hypothesis’s importance post hoc on the 
basis of statistical significance.

Finally, we assessed the number of changed hypoth-
eses. Of the 958 preregistered directional hypotheses 
that were not omitted in the article, 882 had the same 
direction in the article (92.1%), four had a different direc-
tion (0.4%), 69 (7.2%) became nondirectional, and three 
became null hypotheses (0.3%). Of the 151 preregistered 
nondirectional hypotheses not omitted in the article, 131 
remained nondirectional in the article (86.8%), 20 
became directional (13.2%), and zero became null 
hypotheses. Of the 65 preregistered null hypotheses not 
omitted in the article, 49 remained null in the article 
(75.4%), 14 became directional (21.5%), and two became 
nondirectional (3.1%). A visual depiction of the hypoth-
eses with a change in directionality between preregistra-
tion and article can be found in Figure 3. In sum, the 
vast majority of hypotheses did not involve a change in 
direction from preregistration to article, a result mim-
icked by Cairo et al. (2020), who found that the direction 
of only 3.4% of social-psychology hypotheses changed 
from dissertations to published articles.

When we excluded, per our preregistration, studies 
that were classified as “very difficult” by the coders (N = 
73; 17.09%), the degree of selective hypothesis reporting 
decreased slightly compared with our results from the 
whole sample. However, it is still substantial (i.e., around 

Primary (N = 52; 7.8%)

Primary (N = 478; 72.1%)

Secondary (N = 185; 27.9%)

Secondary (N = 35; 5.3%)

Unspecified (N = 296; 44.6%)

Missing (N = 280; 42.2%)

Fig. 2.  Sankey diagram indicating how primary and secondary hypotheses 
changed from (left) preregistration to (right) article.
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50% of the studies have omitted hypotheses and added 
hypotheses, and around 20% of studies have changed 
hypotheses; for the full results excluding very difficult 
studies, see https://osf.io/geuxv).

Selective hypothesis reporting and 
replication status (Hypothesis 1)

Preregistered analysis.  To test whether selective 
hypothesis reporting is more common for replication 
hypotheses than for original hypotheses (Hypothesis 1), 
we employed a multilevel logistic regression with hypoth-
esis as Level 1 and study as Level 2. The regression 
includes a binary dependent variable indicating whether a 
hypothesis is selectively reported in the publication (i.e., 
omitted, promoted, demoted, and/or changed) and a 
binary independent variable on Level 1 indicating whether 
a hypothesis is part of a replication. We tested Hypothesis 
1 against α = .05, as preregistered. The results indicate that 
hypotheses that are not part of a replication were more 
than twice less likely to be selectively reported than 
hypotheses that were part of a replication, β1 = −0.92, z = 
−4.08, odds ratio (OR) = 0.40, 95% CI = [0.25, 0.62], p = 
.00005 (for the complete regression output, see Model 1 in 
Table 2). This supports our preregistered Hypothesis 1.3

Robustness analysis.  As preregistered robustness checks, 
we ran two additional models. In the first model, we 
coded a hypothesis as part of a replication if the coders 
identified the hypothesis as a part of a direct replication 
using the information in the article only (6.7% of the  
2,119 hypotheses described in the article: β1 = −0.92, z = 
−1.94, OR = 0.40, 95% CI = [0.16, 1.01], p = .052). In the 
second model, we coded a hypothesis as part of a direct 

replication if the authors themselves labeled the hypothe-
sis as part of a “direct,” “exact,” “identical,” or “(very) close” 
replication (4.0% of the 2,119 hypotheses: β1 = −1.26, z = 
−2.46, OR = 0.30, 95% CI = [0.10, 0.77], p = .014). The 
robustness checks showed mixed results when strictly 
looking at statistical significance, but the ORs were similar 
to or more extreme than the ORs from our main preregis-
tered hypothesis. We therefore give precedence to the 
main analysis and conclude that hypotheses that are part 
of a replication are less often selectively reported than 
hypotheses that are not part of a replication. This consti-
tutes new knowledge because earlier studies assessing 
selective hypothesis reporting in the social sciences did 
not consider replication status.

Exploratory analysis.  Exploratively, we also compared 
whether studies in our sample that won a Preregistration 
Challenge prize (N = 141) and studies in our sample that 
earned a Preregistration Badge (N = 305) differed in the 
degree of selective hypothesis reporting. For this analysis, 
we excluded studies with both a Preregistration Challenge 
prize and a Preregistration Badge. We ran a multilevel 
model with study type (Challenge vs. Badge) as the inde-
pendent variable and selective hypothesis reporting (the 
same variable as used in Model 1) as the dependent vari-
able. We found that studies with a Preregistration Challenge 
prize less often involved selective hypothesis reporting 
(42%) than studies that earned a Preregistration Badge 
(54%), β1 = −0.97, z = −3.32, OR = 0.38, 95% CI = [0.21, 
0.67], p = .001. This difference may have come about 
because the Preregistration Challenge required research-
ers to fill out a detailed preregistration template, whereas 
there was no such requirement to earn a Preregistration 
Badge. A detailed template could have prompted 

Table 2.  Results of the Multilevel Regression Models Testing Hypothesis 1 
(Model 1) and Hypotheses 2a and 2d (Model 2)

Parameters Model 1 Model 2

Regression coefficients (fixed effects)
Intercept −0.15 (0.17) 0.53* (0.18)
Level 1  
  Replication −0.92* (0.23) —
  Added — 0.75* (0.23)
  Changed — −0.23 (0.38)
Variance components (random effects)
  Study level 4.87 (2.21) 1.73 (1.32)

Note: Standard errors are in parentheses. Replication is a binary variable that takes 
on the value of 1 if the hypothesis was scored as part of a replication in either the 
preregistration or the article and 0 otherwise. Added is a binary variable that takes 
on the value of 1 if the study including the preregistered hypothesis had added 
hypotheses and 0 if not. Changed is a binary variable that takes on the value of 1 if 
the preregistered hypothesis had a direction change from preregistration to article and 
0 if not.
*p < .01.

https://osf.io/geuxv
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researchers to more clearly lay out their hypotheses, which 
could in turn have increased researchers’ sense of urgency 
in being consistent with their hypotheses. Alternatively, it 
could be that the researchers who participated in the Pre-
registration Challenge differed from researchers who earned 
a Preregistration Badge. For example, perhaps because of 
the added effort of filling out the template they could have 
been more motivated to preregister well and subsequently 
adhere to their preregistration. These speculative explana-
tions would need to be tested in a confirmatory study.

Selective hypothesis reporting and 
statistical significance (Hypotheses 2a–2d)

Preregistered analysis.  As tests of our Hypotheses 2a 
through 2d, we preregistered a multilevel logistic regres-
sion with hypothesis as Level 1, study as Level 2, and 
article as Level 3. The regression would include a binary 
dependent variable indicating whether the result is statisti-
cally significant and four Level 1 binary variables, each 
indicating whether a hypothesis is selectively reported in 
a certain way: added hypotheses (Hypothesis 2a), pro-
moted hypotheses (Hypothesis 2b), demoted hypotheses 
(Hypothesis 2c), and changed hypotheses (Hypothesis 
2d). We had to omit promoted hypotheses from our model 
because we did not encounter these. The remaining model 
did not converge when we included Level 3 or when  
we included demoted hypotheses. Therefore, we adjusted 

our model to a two-level model that could test only 
Hypothesis 2a and 2d. We had preregistered the condi-
tional move to a two-level model, but dropping the pro-
moted and demoted hypotheses was unforeseen and thus 
not preregistered. We tested Hypotheses 2a and 2d against 
α = .01, as was preregistered. We found that preregistered 
hypotheses in studies with added hypotheses were more 
likely to be statistically significant than preregistered 
hypotheses in studies without added hypotheses, β1 = 
0.75, z = 3.18, OR = 2.11, 99% CI = [1.15, 3.86], p = .001 
(Hypothesis 2a; Model 2 in Table 2), but we did not find 
that changed hypotheses were more likely to be statisti-
cally significant than unchanged hypotheses,4 β2 = −0.23, 
z = −0.60, OR = 0.77, 99% CI = [0.29, 2.05], p = .547 
(Hypothesis 2d; Model 2 in Table 2).

Robustness analysis.  As preregistered, we also ran our 
analyses without studies that we labeled as very difficult 
to code (N = 73; 15.9%). We still found support for our 
Hypothesis 1 that hypotheses that are part of a replication 
are less likely to be selectively reported (omitted, pro-
moted, demoted, or changed) than original hypotheses  
(β1 = −0.76, z = −2.95, OR = 0.47, 95% CI = [0.28, 0.78], p = 
.003). The robustness analysis for Hypothesis 2a was not 
in line with the original analysis: Preregistered hypotheses 
in studies with added hypotheses were not more likely to 
be statistically significant (β1 = 0.56, z = 2.35, OR = 1.76, 
99% CI = [0.95, 3.26], p = .019). The robustness analysis for 

Nondirectional (N  = 304; 15.6%)

Null (N  = 152; 8.1%)

Directional - Same (N = 882; 45.3%)

Directional (N  = 1,489; 76.6%)

(Different) Direction (N = 38; 2.0%)

Nondirectional (N = 202; 10.4%) 

Null (N = 52; 2.7%)

Missing (N = 771; 39.6%)

Fig. 3.  Sankey diagram indicating how the directionality of hypotheses 
changed from (left) preregistration to (right) article.
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Hypothesis 2d was in line with the original analysis: Pre-
registered hypotheses that were changed were not more 
likely to be statistically significant (β2 = −0.32, z = −0.82, 
OR = 0.72, 99% CI = [0.26, 1.99], p = .410). We conclude 
that there is inconclusive evidence regarding Hypothesis 
2a and a robust lack of evidence in favor of Hypothesis 
2d. For an overview of the results without studies that 
were very difficult to code, see https://osf.io/geuxv.

Exploratory analysis.  In hindsight, we realized that our 
preregistered test regarding added hypotheses was not 
entirely in line with our Hypothesis 2a. Although our test 
showed that studies with added hypotheses included 
more statistically significant preregistered hypotheses, 
we were more interested in whether added hypotheses 
themselves were more likely to be statistically significant 
than preregistered hypotheses. Therefore, we also tested 
this at the level of hypotheses rather than at the level of 
studies. Each study has a proportion of statistically sig-
nificant preregistered hypotheses, p, and a proportion of 
statistically significant added hypotheses, a. We com-
pared the means of these two sets of proportions using a 
nonpreregistered dependent t test. We found a statisti-
cally significant difference using an α of .05 but no sta-
tistically significant difference when using an α of .01, 
Mp-a = −0.08, t(191), = −2.52, p = .013, Cohen’s d = −0.18. 
A nonparametric Wilcoxon rank sum test corroborated 
this result, V = 3,844, p = .017. When they compared dis-
sertations and journal articles, Cairo et al. (2020) found 
that supported hypotheses were not more likely to be 
added than unsupported hypotheses. For biomedicine, 
the Thibault et  al. (2021) meta-analysis indicated that 
49% to 66% (95% CI) of outcome discrepancies involved 
a statistically significant result. Taken together, the results 
are not clear-cut about whether researchers in psychol-
ogy and biomedicine add hypotheses primarily on the 
basis of statistical significance. If there is an effect, it is 
most likely small.

General Discussion

In this project, we assessed the prevalence of omitted, 
added, promoted, demoted, and changed hypotheses in 
psychological research. Moreover, we tested whether 
replication studies were more or less likely to involve 
these types of selective hypothesis reporting and whether 
these types of selective hypothesis reporting were asso-
ciated with statistically significant results. We found that 
more than half of the preregistered studies we assessed 
contained omitted hypotheses (N = 224; 52%) or added 
hypotheses (N = 227; 57%), and about one-fifth of stud-
ies contained hypotheses with a direction change (N = 
79; 18%). In addition, we found only a small number of 
studies with demoted hypotheses (N = 2; 1%) and no 

promoted hypotheses. Replication studies were less 
likely to include selectively reported hypotheses than 
original studies, but we did not find that added and 
changed hypotheses were more likely to be statistically 
significant. We were not able to test whether promoted 
and demoted hypotheses were associated with statistical 
significance because of the low prevalence of such 
hypotheses.

When interpreting these results, it is important to con-
sider the particularities of the sample we used. One con-
sideration is that we limited our sample to studies from 
the Preregistration Challenge and studies that earned  
a Preregistration Badge, which may have negatively 
affected the representativeness of our results. Although 
we cannot substantiate the representativeness of our 
sample, we believe that we analyzed an important and 
relevant set of preregistrations in psychology for several 
reasons. The Preregistration Challenge and the Preregis-
tration Badge initiatives are very well known in the psy-
chological-science community and have fundamentally 
changed the preregistration infrastructure. Preregistration 
Badges are handed out by a large variety of psychology 
journals, including important journals in the field such 
as Psychological Science, Advances in Methods and Prac-
tices of Psychological Science, Psychological Methods, and 
the Journal of Experimental Social Psychology. Likewise, 
the Preregistration Challenge winners included articles 
published in a wide range of scientific journals and was 
paramount in the increased popularity of preregistration 
the field sees now (Pennington, 2023). Finally, our sam-
ple of 459 studies is the largest to date regarding both 
quantity and time range.

That being said, there are undoubtedly preregistrations 
that we overlooked by selecting our sample using these 
two sources. How this could have influenced our results 
is hard to say, but we contend that these “hidden” pre-
registrations might be of lower quality than the preregis-
trations we did select. The reason for that is that there 
were strict requirements for Preregistration Challenge 
prizes and Preregistration Badges. For example, to take 
part in the Preregistration Challenge, researchers were 
required to base their preregistrations on a detailed pre-
registration template. Likewise, Preregistration Badges 
were handed out only if several conditions were met, 
including that “the preregistered study design corresponds 
to the actual study design” and that “papers include a full 
disclosure of the results in accordance with the preregis-
tration” (https://osf.io/tvyxz/wiki/1.%20View%20the%20
Badges/). We believe these quality checks may have fil-
tered out preregistrations of lower quality or publications 
with more selective reporting. The consequence of this 
is that the problems we identified with selective hypoth-
esis reporting in this study may be an underestimate of 
issues in the wider psychological literature.

https://osf.io/geuxv
https://osf.io/tvyxz/wiki/1.%20View%20the%20Badges/
https://osf.io/tvyxz/wiki/1.%20View%20the%20Badges/


12	 van den Akker et al.

The particularities of the coding protocol are also 
important to discuss. While developing the protocol, we 
had to make many decisions to balance coding compre-
hensiveness and coding practicality. For example, to 
avoid spending a disproportionate time on single pre-
registration-study pairs, we chose to assess selective 
hypothesis reporting for only the first 16 hypotheses we 
identified in a preregistration even though a preregistra-
tion could include more. Another example is that we 
selected the operational hypothesis when both a con-
ceptual and an operational hypothesis were present in 
a preregistration. We did so because we believed that 
the specific nature of operational hypotheses would 
make them easier to retrieve in the article. Yet another 
example is that we tried to retrieve preregistered hypoth-
eses only in the published article itself, not in any sup-
plementary materials, because we believe all preregistered 
hypotheses should be correctly presented in the main 
text. Although some of these decisions may appear arbi-
trary, they could have substantively influenced our 
results and may make comparison with other studies on 
this topic difficult. Our coding protocols (https://osf.io/
fdmx4, https://osf.io/uyrds), data (https://osf.io/8y2dv), 
and code (https://osf.io/xjzre) are openly available for 
everyone to scrutinize, and we strongly encourage read-
ers to do this. Moreover, our protocols for identifying 
hypotheses and our data set could be valuable resources 
for metaresearchers who have research questions about 
hypotheses in preregistrations and/or articles or research 
questions about metaresearch projects like ours.

Despite our extensive protocol, the coders in our 
project often indicated that they struggled with identify-
ing hypotheses in preregistrations and subsequently 
retrieving these hypotheses from published articles. 
These difficulties may be due to authors consciously or 
subconsciously omitting or changing hypotheses from 
preregistration to article. What could help to prevent this 
is a stricter adherence to existing reporting guidelines 
like CONSORT for biomedicine studies (Schulz et  al., 
2010) and JARS for psychology studies (Appelbaum 
et al., 2018). These guidelines typically emphasize that 
the results of all hypotheses should be reported and 
labeled as either “primary” or “secondary” and either 
“exploratory” or “confirmatory.” An alternative explana-
tion is that hypotheses were phrased so vaguely in pre-
registrations, articles, or both that they could not 
effectively be identified or matched. This could have 
inflated the number of omitted hypotheses we found. 
Indeed, when two coders counted and coded the num-
ber of hypotheses in a preregistration, they agreed about 
the number of hypotheses in only 53.7% of the cases. 
Note that this is substantially higher than an earlier study 
by Bakker et al. (2020), who found agreement about the 
number of hypotheses in only 14.3% of cases. This dif-
ference may have come about because our more 

expansive protocol left less room for the coders’ own 
interpretations.

On the basis of the results and the experience of the 
coders in this project, we believe that authors can 
improve the way they formulate their hypotheses. One 
simple recommendation would be to systematically put 
the hypotheses in a separate “hypotheses” section in 
both the preregistration and the eventual study and num-
ber all of them (possibly using letters to indicate hypoth-
eses that are clustered together, as we did in our 
hypothesis section). This will help readers to quickly 
delineate what the hypotheses are in a (proposed) study 
and quickly assess whether they are selectively reported 
in the article. Maintaining consistency between prereg-
istration and article is also important regarding variable 
names. Like Claesen et al. (2021), we frequently encoun-
tered cases in which the names of one or more of the 
variables in a hypothesis differed between article and 
preregistration, making our assessment of selective 
reporting challenging. Finally, it would help if all hypoth-
eses were machine readable (Lakens & DeBruine, 2021). 
This would increase the reproducibility of research even 
more and with that, the ability to trail a hypothesis’s 
progress from preregistration to publication.

A more structural solution to improve the way hypoth-
eses are phrased would be to push more strongly for 
the registered-reports format championed by, among 
others, Chris Chambers (Chambers & Tzavella, 2022; 
Nosek & Lakens, 2014). In the registered-report format, 
peer review takes place in two stages. In the first stage, 
the preregistration is peer reviewed, which has the 
advantage that ambiguously phrased or overly complex 
hypotheses can be identified and corrected before the 
study is actually carried out. In the second stage, the 
resulting article is peer reviewed, and reviewers explic-
itly compare the preregistration and the article. This 
explicit check might decrease the prevalence of selective 
hypothesis reporting in the final articles. Indeed, the first 
studies on the effectiveness of registered reports found 
that the proportion of positive results in registered-
report studies was substantially lower than in nonpre-
registered studies, indicating less selective reporting 
(Allen & Mehler, 2019; Scheel et al., 2021).

Because registered reports are not yet commonplace 
in research, an intermediate solution could be for editors 
to explicitly encourage reviewers to compare the pre-
registration and the article. However, finding reviewers 
is already challenging as it is, and requiring them to do 
additional tasks would not make this any easier. An 
increase in workload may be prevented if reviewers need 
to verify only whether authors do what they promised 
in the preregistration, such as for registered reports 
(Chambers & Tzavella, 2022), next to checking the 
appropriateness of additional (so-called exploratory) 
analyses. At the very least, reviewers should be required 

https://osf.io/fdmx4
https://osf.io/fdmx4
https://osf.io/uyrds
https://osf.io/8y2dv
https://osf.io/xjzre


Advances in Methods and Practices in Psychological Science 6(3)	 13

to check whether a preregistration exists and can be 
easily accessed if the authors mention one. A pilot of a 
so-called discrepancy review, in which reviewers are 
explicitly assigned to check for discrepancies between 
preregistration and article, found that this practice is 
effective and could feasibly be introduced without many 
obstacles (TARG Meta-Research Group and Collabora-
tors, 2022). What may also help is if reviews would have 
a more prominent place in the reward structure of aca-
demia, for example, by making reviews public and 
assigning them DOIs. This would publicly show research-
ers’ review, which could elevate reviews to be units of 
prestige besides regular peer-reviewed publications. 
Although there are some concerns (Rodríguez-Bravo 
et al., 2017), this development could even be beneficial 
to early-career researchers (van den Akker, 2019).

In all, the field needs efforts on multiple fronts to 
arrive at a situation with clearer hypotheses and less 
selective hypothesis reporting. On an individual level, 
researchers, editors, and reviewers can bundle forces to 
make comparisons between preregistrations and articles 
more feasible. On a more structural level, journals can 
implement the registered-reports format, and employers 
and funders can create more effective incentives for 
thorough reviews. This multifaceted approach could lead 
to clearer and more consistent hypotheses and with that, 
more certainty about the validity of results in the scien-
tific literature.
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Notes

1. For procedures to extract outcomes from biomedical articles, 
see Chan et al. (2004) and Thibault et al. (2021).
2. Technically, the threshold value proposed by Jeffreys was  
101/2 ≈ 3.16, but it was later rounded to 3 to make statistical infer-
ence easier (see Jarosz & Wiley, 2014; Wetzels et al., 2011).
3. Note that we omitted article as Level 3, as preregistered, 
because the model including that level did not converge. 
Moreover, the preregistration incorrectly stated that an odds ratio 
below 1 indicates more selective hypothesis reporting instead of 
less (see Version 3 at https://osf.io/z4awv).
4. One way we deviated from our preregistration was by scor-
ing hypotheses that changed from directional to null and from 
nondirectional to null as 0 instead of 1 for the variable “changed” 
because we would expect less significant results for such changes, 
not more.
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