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Abstract 

Attention-deficit hyperactivity disorder (ADHD) is a developmental condition 

estimated to affect approximately 5.9 to 7.1 per cent of children and 5.29 per cent of adults 

worldwide (Willcutt, 2012). Whilst the aetiology of the disorder is unknown, ADHD is 

characterised by attention deficits, hyperactivity, and impulsivity. These symptoms often 

significantly impair an individual’s functioning in the domains of school, employment, home 

life, and general social settings.  

In this thesis, I investigated the effect of dysfunctional inhibition in individuals with 

ADHD.  Specifically, bottom-up processes, such as motor inhibition, motor control, and 

attentional inertia, were investigated to see to what extent these processes are affected by 

inhibitory dysfunction. This essential process is impaired in individuals with ADHD. This was 

accomplished by a battery of tasks, including a motor inhibition task, two motor skills tasks, 

and an attentional inertia task. These tasks were indexed to a Stroop task to investigate the 

possibility of a general inhibitory dysfunction in both top-down and bottom-up processes. 

In addition, the motor inhibition and Stroop task were indexed to self-inventories 

commonly used to identify individuals with ADHD. 

 Across these eight experiments, adolescent ADHD individuals, age-matched 

controls, and adults undertook various tasks designed to index automatic bottom-up motor 

inhibition. Results showed that, compared with controls, ADHD individuals did not exhibit 

usual levels of inhibition. However, higher-level cognitive inhibition, as measured with 
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Stroop, was comparable with controls. Results also revealed a positive association, but not 

a statistically significant one, between the degree to which a person exhibits ADHD-like 

behaviour and the degree to which they lack automatic motor inhibition.  I will later show 

that it is due to a specific diagnostic construct of ADHD that does not include motor 

difficulties. These data suggest that bottom-up inhibitory motor processes are an essential 

component of ADHD. I will argue that including dysfunctional motor inhibition 

complements current ADHD models, particularly those developed by Barkley (1997) and 

Nigg (2001).   
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Chapter 1 
Introduction 

Prior ADHD research has given rise to models attributing the dysfunction associated 

with ADHD to atypical executive functions. These models, which will be explored in more 

detail later, focus on the extent to which the executive functions of working memory, 

attention and inhibition contribute to the symptoms of ADHD. The executive functions 

listed above are considered top-down functions/high-ordered cognitive abilities (Cristofori 

et al., 2019).  

This thesis primarily investigated bottom-up processes. The definition used in this 

thesis for bottom-up processes is any real-time or unconscious processes that interpret 

sensory information. Further, these processes do not require prior knowledge or 

experience. They are characterised as a process that involves the information travelling 

“up” from the stimulus generated by the senses to the brain, which interprets them 

passively (Gibson, 1966). Bottom-up processes begin with retrieving sensory information to 

build perceptions based on current sensory information input (Gibson, 1966).  

Bottom-up processes can be contrasted with top-down processes. Gregory (1970) 

defined a top-down process as one that processes the world around us by drawing from 

what we already know to interpret new information. Gregory (1970) argued that a constant 

stimulus stream would overload the brain's processing power. Schemas are constructed 

from past experiences, prior knowledge, emotions, and expectations to use the data stream 

to hypothesise the new information. Processes that use schema are characterised as top-

down in this thesis.  
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This research explored the use of novel measures of inhibition of bottom-up 

processes. This was done to investigate whether giving more weight to the inhibition of 

bottom-up processes was warranted in understanding ADHD. The intention is that this 

would complement existing models of ADHD that recognise dysfunctional inhibition as a 

driver of the disorder. One such model is Barkley (1997), who developed the Self-

Regulation model, with behavioural inhibition playing a central role.     

A Personal Motivation  

  Between 1999 and 2020, the present author was a special education teacher and 

then head teacher working with children in residential special schools. These settings were 

populated with children diagnosed with Attention Deficit Hyperactive Disorder (ADHD). 

Students often exhibited extremely challenging behaviour that seemed unprovoked and 

impulsive. I was physically attacked by pupils who got along with me and expressed a 

secure attachment towards me and the other staff. These attacks happened often, but one 

memorable case early on in my career stood out and created a particular interest in the 

inhibition topic. Whilst ending a lesson before lunch, I reached over to a light switch near a 

seated student to turn off a light. To my surprise, I was stabbed with a pencil about four 

inches deep into the side of my stomach, an action that required a considerable amount of 

force to accomplish. The student who stabbed me had ADHD and instantly broke into tears 

and began to apologise, as bewildered by their behaviour as I was.   

  It is clear to me now that the impulsive, violent behaviour I witnessed resulted 

from two separate brain systems, as described by Kahneman (2000). Kahneman (2000) 

argued for a slow-thinking cortical system that “knew” that this behaviour was socially 
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unacceptable but was too slow to regulate the fast-thinking motor system that was not 

being inhibited. This kind of fundamental dichotomy is a central feature of the brain. For 

example, there is a non-conscious emotional recognition system and a conscious one (Chien 

et al., 2016). Blindsight, in which the conscious visual experience is abolished but the motor 

system which acts is intact, would be another example (Tong, 2003). My experiences within 

the school setting suggested to me the possibility that complete top-down cognitive 

control, specifically using inhibition to regulate actions, may be an illusion. At the very least, 

I believe it is worthy of empirical investigation.   

  As a special education teacher with over 20 years of experience, I have 

encountered numerous children with ADHD. It always seemed interesting that two 

categorically different traits or pathological constructs, inattention and hyperactivity, were 

linked together in a single disorder. Initially, my interest in ADHD was motivated by the 

desire to help students who suffered from the devastating effects of ADHD that Barkley 

(1997) attributed to behavioural inhibitory dysregulation. Barkley (1997) stated that 

behavioural inhibitory dysregulation has a detrimental impact on educational and social 

outcomes. Barkley (2001) hypothesised that behavioural inhibitory dysregulation resulted 

from the dysfunctional management of attention and hyperactivity. The empirical 

experiments of this thesis intend to demonstrate that dysfunction across a broader range of 

tasks than Barkley (1997). This expansion will complement his inhibition model of ADHD by 

including more motor tasks, which I describe as bottom-up, and indexing them with known 

cognitive tasks (Stroop), which I define as top-down. By expanding the range of tasks and 

inhibitory processes not addressed directly by Barkley (2001) or Barkley (1997), I will argue 

that inhibitory dysfunction plays a more prominent causal role in the symptoms of ADHD 
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and will later argue for a broader diagnostic construct of ADHD that is weighted in such a 

way that reflects a more comprehensive range of symptoms.  

At the beginning of my career as a special educator, I investigated ADHD, hoping to 

learn practical ways to help students. I quickly learned that there is an abundance of 

information available to front-line educators about ADHD that is not based on peer-

reviewed science and that I would need to be critical in my approach.  

With this PhD, I aimed to empirically explore some of my experiences under more 

controlled circumstances and rigorously challenge some assumptions I, or others, may have 

made regarding the role of inhibition in individuals with ADHD. I also intend to build upon 

the inhibitory model of ADHD described by Barkley (1997) to include a broader range of 

motor tasks which show a growing importance for bottom-up forms of inhibition in the 

symptoms of ADHD.  

Attention Deficit Hyperactivity Disorder (ADHD)  

  The Diagnostic and Statistical Manual of Mental Disorders (5th ed.; DSM–5; 

American Psychiatric Association, 2013) is a widely accepted diagnostic manual used by 

clinicians and researchers to classify mental disorders, including ADHD. What we now call 

ADHD has been known by many other names in the past: minimal brain dysfunction DSM-I 

(1952), hyperkinetic reaction of childhood DSM-II (1968), attention-deficit disorder with or 

without hyperactivity DSM-III (1980). The exact term ADHD was adopted in 1987 with the 

release of DSM-III-R. In 1994, with DSM-IV, ADHD was split into three subtypes: ADHD 

inattentive, ADHD hyperactive-impulsive, and ADHD combined. The subtypes continue to 

be found in DSM-5-TR (2022) following some revisions of the 5th edition. 
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ADHD is a neurodevelopment disorder characterised by high levels of hyperactive and 

impulsive behaviours coupled with inattention and trouble focusing. The DSM-5 and the 

ICD-11 from the World Health Organization (2022) use a similar diagnostic criterion that 

lists symptoms in three presentations that a person can possess to be diagnosed with the 

disorder. The presentations are a collection of similar symptoms that correspond to the 

three subtypes of ADHD, namely, Inattention, hyperactivity-impulsivity, and combined. In 

the DSM-5-R, children must have six symptoms from the inattention and hyperactivity lists, 

while adults need only five symptoms from each list. The symptoms of inattention include 

overlooking careless mistakes, difficulty maintaining focus on tasks, not following verbal 

instructions, not finishing tasks, difficulty with organisation, reluctance to engage in 

attention-heavy tasks, frequently losing items, often being distracted by extraneous stimuli, 

and forgetting daily activities. The symptoms of hyperactivity-impulsivity include fidgeting, 

trouble staying seated, running or climbing in inappropriate situations, inability to engage in 

leisure activities, seeming “on the go”, talking excessively, answering questions before the 

question is finished, struggles to wait their turn, and frequently interrupts.  Children with 

this disorder find school difficult, have difficulty attending to tasks, are forgetful, easily 

distracted, and find it challenging to sit still, often interrupting others (DuPaul et al., 2011).    

    The prevalence of ADHD within the general population is estimated to be between 

three and seven per cent, with males showing a significantly higher ratio of prevalence than 

females at 3:1 (Szatmari, 1992). The average child is diagnosed at seven (Danielson et al., 

2018).  Sixty-four per cent of children with ADHD have at least one other disorder. For 

example, 52% have behaviour or conduct difficulties, 33% have anxiety, 17% have 

depression, 14% have autism spectrum disorder, and 1% have Tourettes’s syndrome 
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(Gnanaval et al., 2019; Danielson et al., 2018). This level of comorbidity may suggest a 

common aetiology of ADHD with other neurological disorders. This thesis excluded all 

students with known comorbidities from the study after examining school records.  

    Children with an ADHD diagnosis form significant comorbidity with children with 

additional special needs: 10% to 25% of children with a learning disability also have ADHD 

(Schnoes et al., 2006); 25% to 44% of children with an emotional disturbance also have 

ADHD (Schnoes et al., 2006); 43% to 93% of children with opposition defiant disorder have 

ADHD; with a further 13% to 51% of children with anxiety disorders, and mood disorders 

having ADHD (Bird et al., 1994; Jensen et al., 1997; Barkley, 1997).  

   The symptoms for diagnosis of ADHD fall into two broad categories -- inattention 

and hyperactivity/impulsivity (Kooij et al., 2010). In most countries, three descriptors are 

crucial to diagnosis - poor sustained attention, impulsivity, and hyperactivity  

(Kooij et al., 2010). As defined by The Diagnostic and Statistical Manual of Mental Disorders 

(5th ed.; DSM–5; American Psychiatric Association, 2013), current diagnoses must be made 

with the addition of the following factors: symptoms persist for more than six months, must 

be to a greater severity than what would be age-appropriate, and are coupled with 

significant difficulties in two settings, typically school and home. The DSM-5 further states 

that ADHD can be seen as a spectrum with two extremes: hyperactivity and inattentiveness, 

with individuals having symptoms of both being somewhere in between. This results in 

three main subtypes with emphasis on predominantly inattentiveness (ADHD-PI), 

predominately hyperactive (ADHD-PH), or a combination of the two (ADHD-C). ADHD-C is 
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estimated at around 70% for children and adults (Salvi et al., 2019). Children with a known 

subtype other than ADHD-C were screened from the study.  

Neurological Profile of ADHD 

Pievsky & McGrath (2018) conducted a systematic review and quantitative summary 

of those meta-analyses to determine the extent to which individuals with ADHD differ 

cognitively from typically developing controls. They collected 253 separate standardised 

mean differences from 34 meta-analyses. From that collection, 244 (96%) were positive, 

indicating better neurocognitive performance in the control group than in the ADHD group. 

The mean effect size was 0.45 (SD = 0.27). Unweighted means of standard mean differences 

for neurocognitive domains ranged from 0.35 (set shifting) to 0.54 (working memory). 

  Pievsky & McGrath (2018) then weighted the studies and aggregated them to find 

means from 0.35 (set shifting) to 0.66 (reaction time variability). Furthermore, they included 

some prominent findings from a variety of neurocognitive domains when weighted by the 

number of aggregated studies from the domains with mean effects over 0.50, This list 

included reaction time variability (0.66), intelligence/ achievement (0.60), vigilance (0.56), 

working memory (0.54), and response inhibition (0.52). Age moderated the relationship 

between ADHD diagnosis and neurocognitive functioning, with greater between-group 

differences among children and adults than among adolescents. The evidence suggests that 

ADHD is associated with substantial deficits across various neurocognitive domains.  

  These finding are of particular relevance to the experiments of this thesis. It should 

be expected that ADHD groups should have deficits in reaction times, and response 

inhibition.  
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History of ADHD 

   What we today call ADHD was first described by the Scottish physician Alexander 

Crichton in 1785, who referred to an “Incapacity of attending with a necessary degree of 

constancy to any one object” (Lange et al., 2010). German physician Heinrich Hoffman 

added the kinetic component with his descriptions of “Fidgety Phill”, who had symptoms of 

inattention. In his 1902 lectures, British paediatrician George Still developed our modern 

scientific understanding of ADHD with a more rigorous and less anecdotal definition. He still 

referred to it as “an abnormal defect of moral control in children” unrelated to cognitive 

ability (Still, 1902). The first medical treatment for ADHD occurred in 1937 when Charles 

Bradley gave the stimulant Benzedrine to children with headaches who also had behaviour 

problems. Employing the rationale that the headaches caused behaviour difficulties, 

Bradley (1937) found that the headaches remained, but the behaviour improved. He also 

reported that Benzedrine had a positive effect and improved the behaviour of half of the 

children via a reduction in motor activity. Bradley also said the paradoxical effect of a 

stimulant is potentially promoting the inhibition functions of the central nervous system, 

with the result being an improvement in voluntary control for the child. Unfortunately, 

these findings were ignored as the prevailing view at the time was that behaviour disorders 

had no biological basis (Cyr & Brown, 1998).   

    In 1954, the stimulant Methylphenidate was marketed as “Ritalin” by the Ciba-

Geigy Pharmaceutical Company and, in 1955, was approved for sale in the United States for 

use with patients who had chronic fatigue, lethargy, depressive states, and narcolepsy 

(Lange et al., 2010). Renewed interest in using stimulants to treat mental health disorders 
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began in the late 1950s. For example, Laufer et al. (1957) showed that using stimuli, 

including the new Methylphenidate drug, reduced the symptoms of hyperkinetic impulse 

disorder (i.e., AHDH) in children. Successful treatment with stimulants would prove pivotal 

to the possible aetiology of ADHD, which will be reviewed later in greater detail. The use of 

Benzedrine became less frequently used during the 1960s due to its addictive properties, 

with Methylphenidate becoming the most common drug used for the treatment of the 

disorder (Sinzig et al., 2007).   

 Despite the finding of an effective treatment, the aetiology of ADHD is not well 

understood (Thapar et al., 2013). The neurobiological aspects associated with its cause have 

three pathological components: differences within the structures of the brain (Grace, 2001; 

Sagvolden et al., 2005; Volkow & Li, 2005), differences in how the brain functions (Lanciego 

et al., 2012), and the role of neurotransmitters within those systems (Volkow et al., 2007; 

Mehleir-Wex et al., 2006).    

  In the early 20th century, it was proposed that differences in brain structure, via 

brain damage, caused behavioural difficulties, and, specifically, minimal brain damage was 

considered the aetiology of ADHD in children (Kessler, 1980). Still and Tredgold (1908,1917) 

separately conducted research with children who suffered from encephalitis. Tredgold 

(1908) concluded that “gross lesion of the brain and a variety of acute diseases, conditions, 

and injuries that presumably resulted in brain damage” was the cause of the symptoms that 

are now recognised as ADHD (Ross & Ross, 1976). Research by Kramer and Pollnow (1932) 

established a causal connection between brain damage and deviant behaviour, 

demonstrating that children with brain lesions could not complete academic tasks or 
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continue concentrating on complex tasks when a distracting stimulus was present. This 

research helped to establish the diagnostic criteria of inattention that was later conflated 

into the diagnostic criterion of hyperactivity. Kramer and Pollnow (1932) contributed to the 

prevalent view that brain damage was the cause of hyperkinetic disorder (i.e., ADHD; Ross 

& Ross, 1976). A flurry of research in the 1930s and 1940s found links between other 

sources of brain damage --infections, lead toxicity, epilepsy, and frontal lobe ablation -- that 

caused the damage that would result in ADHD (Barkley, 2006). Knobloch and Pasamanick 

(1959) proposed a spectrum of damage, from severe to minimal, with corresponding 

disorders attached to levels of severity with minimal damage that is difficult or impossible 

to observe being responsible for ADHD (Barkley, 2006). This view became so prevalent that 

by the 1970s, it was assumed that some form of brain damage, though unseen, must exist 

following a diagnosis of ADHD.   

    Critics had begun to challenge brain damage as the sole cause of ADHD in the 

1960s. The successful use of amphetamines undermined both the idea that brain damage 

caused ADHD as well as environmental explanations like social factors or non-biological 

explanations that prevailed with psychoanalysis at the time (Herbert, 1964; Rapin, 1964; 

Laufer & Denhoff, 1957; Clements & Peters, 1962).  Amphetamines successfully treated 

children, regardless of lesions, backgrounds, or unknown causes. It was argued that some 

other unidentified process was being supported that alleviated the symptoms of ADHD 

(Herbert, 1964; Rapin, 1964; Laufer & Denhoff, 1957; Clements & Peters, 1962)  

By the late 1960s, a growing consensus had been formed that led to the Oxford 

International Study Group of Child Neurology and The National Institute of Neurological 
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Diseases and Blindness, two prominent research groups that developed diagnostic 

guidelines at the time, to challenge brain damage as the cause of ADHD (Lange, 2010)  

Hereditability of ADHD 

             Genetic causes of ADHD via brain damage were investigated in the 1990s. ADHD was 

found to be highly heritable (Neale, 2010; Faraone, Doyle, Mick, & Biederman, 2001; Gillis,  

1992). Using bivariate genetic modelling, it was found that ADHD-PI was 88% heritable and 

ADHD-PH was 79% heritable (Mcloughlin et al., 2007). Mcloughlin et al. (2007) further 

suggested that multiple genes play a role in the disorder and its two main subtypes.  

However, the authors also found evidence that some additional individual genes play a role 

in only one of the two subtypes, opening the possibility that the two variants are genetically 

separate. Genetic studies have found the gene markers DAT1, DRD4, DRD5, 5HTT, HTR1B, 

SNAP25 are associated with ADHD (Gizer, Ficks, & Waldman, 2009).  

   Stevens et al. (2007) found evidence that the environment can cause the symptoms 

of inattention and overactivity in instances of early and severe deprivation. These 

symptoms were found in children who had suffered extreme levels of deprivation in early 

childhood before the age of 3½ years, thus suggesting that during critical periods of 

development, a ‘pathway to impairment’ may be possible. These findings came from a 

study of 52 children adopted into the UK from Romanian orphanages that suffered 

institutional deprivation for at least six months, leaving open the possibility that 

environment, particularly traumatic events, can have a lasting effect that resembles ADHD 

(Stevens et al., 2007).   
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Models of ADHD  

Currently, five main models attempt to explain how ADHD functions: state regulation 

theories, executive dysfunction theory, dynamic developmental theory, self-regulation, and 

delay aversion/dual pathway theories. Inhibition plays a role in all five main models that 

explain the dysfunction associated with ADHD.  

State Regulation Theory/Cognitive Energetic Model.   

  The state regulation theory was developed by Sanders using the cognitive, energetic 

model in the 1980s (Sanders, 1983). In this account, a well-regulated cognitive function is in 

a state of optimal energy management. Actions are completed in fundamental cognitive 

stages requiring mental energy. These stages are --stimulus encoding, memory search, 

binary decisions, and motor preparation (Sternberg, 1969). Arousal is the initial response to 

a stimulus, dissipating relatively quickly. After arousal, this information may become 

available for action preparation. If an individual uses mental effort, this information is used 

in preparation for action and can be retained over a long period.  

   Sanders (1983) stated that processes are allocated resources based on incoming 

stimuli. When a stimulus lacks the strength to maintain the individual’s attention to a task, 

an evaluation mechanism “decides” if more mental effort is needed. The mental effort 

could increase activation levels or inhibit activation levels. This effort is the currency of the 

evaluation mechanism, which observes the present momentary state of the arousal and 

activation levels, spending effort as needed to regulate normal cognitive functions.   

  The state regulation theory explains the symptoms of ADHD as an impairment in the 

evaluative mechanism. Evidence to support state regulation theory came from using 
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Sternberg’s additive factor method to collect reaction times under different speeds and 

cognitive loads (Sternberg, 1969; Sergeant, 2005). Performance on slowly administered 

tasks decreased performance in children with ADHD, resulting in higher error rates. 

Additionally, children with ADHD improved to a level comparable to children without ADHD 

when the time between tasks decreased (Sanders, 1983).    

  The cognitive, energetic model predicted that event rate influences motor activation 

levels. Event rate measures how often an exact task can be completed in succession in a set 

amount of time. Sanders (1983) stated that in typical individuals, as the event rate 

increases, less effort is required to complete the experimental task, measured as a response 

time. The pool of “attention” available for the typical individual should be adequate to have 

consistent response times. If ADHD is a dysfunction linked to a smaller pool of attention, 

tasks should have slower response times towards the end of the series of repeated tasks 

(Saunders, 1983). However, Saunders (1983) found that children with ADHD have little 

difficulty with task response times when the speed of activation levels increases. Sauders 

(1983) argued that this evidence showed that errors and inattention are not due to an 

inadequate pool of mental effort to draw from. Saunders (1983) also showed that as 

interval times between tasks slowed, the ADHD children had disorganised or deficient 

response organisation, making it difficult to access the static pool of mental resources. 

Sauders (1983) attributed these slower response times to an inability to inhibit extraneous 

stimulus when given more time between tasks. Typical participants with intact inhibition 

used less mental effort overall and used the larger interval between tasks for top-up 

functions that recharged the attentional pool.  
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   Further studies have shown an inverted “U” function in the relationship between 

increases and decreases in preparation for action and performance in children with ADHD. 

Sonuga-Barke (2002) increased the interval between tasks and duplicated the results that 

showed that children with ADHD cannot inhibit extraneous stimuli. Still, if the time between 

tasks was shorter, these same children had errors in the tasks. Children with ADHD were 

found to have problems with response inhibition in fast and slow conditions but performed 

equally well as controls in medium conditions (Sonuga-Barke, 2002).  Sonuga-Barke (2002) 

stated that these results meant that a capacity to inhibit remained; however, optimal 

inhibition of extraneous stimulus occurred without difficulty for children with ADHD when 

intervals for tasks were not in the medium term.  

Model of self-regulation  

              According to Barkley’s model of self-regulation, the core deficits of ADHD are 

impulsiveness and inattention. The model argues from an evolutional perspective. Barkley 

(2001) views executive functions, including inhibition, as forms of behaviour-to-the-self that 

evolved from overt (public) to covert (private) responses as a means of self-regulation.  

Barkley stated that executive functions, including inhibition, “is necessary given the 

interpersonal competition that arises within this group-living species”. Particularly in ADHD, 

impulsiveness is a failure to inhibit behaviour, and inattention is a failure to focus on relevant 

information and filter out task-irrelevant information. Suitable regulation of impulsiveness 

and attention are seen as evolutionary advantages, as well as most executive functions, and 

a result of the evolutionary pressures of a social organism. Barkley demonstrated that these 

core deficits are due to problems regulating behaviour, emotions, and cognition due to 

unidentified dysregulation within the brain's central executive. His research found that 



19 
 

children with ADHD have deficits in behavioural inhibition (Barkley, 1997; 1997b, 2001), 

working memory (Barkley, 1997; 1997b, 2001), and self-regulation of affect (Barkley, 1997; 

1997b, 2001).   

Barkley (1997) posits that ADHD is a disorder of impulsivity and self-control. Barkley 

further argues that the disorder results from deficits in the control of executive functions 

that typical people often use to regulate their emotions and actions. The regulation of 

emotions and actions is accomplished by what Barkley (1997) referred to as behavioural 

inhibition. Behavioural inhibition is a resource used to regulate prepotent responses 

actively, interrupt an ongoing response, and control interference at the start of a 

neurological chain of processes. The dysfunction associated with the symptoms of ADHD is 

derived from the reduced ability of an individual’s inhibitory power over the next set of four 

main executive functions in the chain. Barkley (1997) names the four main executive 

functions: working memory, self-regulation of effect, internalised speech, and 

reconstruction/behavioural analysis and synthesis. Barkley (1997) defines working memory 

as a type of nonverbal operation memory that allows an individual to retain information 

whilst working on a task after the stimulus has disappeared (Barkley, 2001). Within this 

definition of working memory, Barkley (1997) nested the following sub-functions within 

working memory. The first is the manipulation of events and actions in the mind. When this 

manipulation is done with memories of past events, Barkley (1997) calls it hindsight or 

retrospective function. When this is done to anticipated actions in the future, it is called 

prospective function or forethought. Behavioural inhibition temporarily regulates the 

individual’s self-awareness through the correct synthesis of hindsight and forethought. 
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Individuals find regulating working memory difficult due to inhibition and often “get it 

wrong” with their behaviour, particularly in social situations (Barkley, 1997). 

In contrast to the non-verbal working memory, Barkley (1997) described internalised 

speech as a verbal working memory that allows an individual to use internalised speech to 

be descriptive and reflective on past behaviours. This is accomplished through verbal self-

questioning, problem-solving, understanding rules and following instructions. Dysfunctional 

behavioural inhibition results in a lack of understanding of rules and adherence to 

instructions.  

Self-regulation of affect, motivation and arousal is defined by Barkley (1997) as the 

ability of an individual to self-regulate their affect/overt behaviours whilst simultaneously 

being objective when taking the perspective of others. This function regulates motivation 

and arousal to stimulus, particularly when in the service of goal-directed actions. Barkley 

(2010) used meta-analysis to show that Individuals with ADHD have difficulty inhibiting 

their affect and often have hyperactive motor movement and emotional outbursts. Finally, 

arousal to stimulus is not regulated in a typical way, making it difficult for individuals to 

know what stimulus is essential for goal-directed tasks.  

As defined by Barkley (1997), Reconstitution is the capacity of an individual to analyse 

and synthesise their behaviour from the interpretation of the observations of their own and 

others' behaviour. Barkley (1997) further argues that reconstitution allows individuals to 

acquire behavioural fluency by mentally simulated rules to predict a social outcome.  

Behavioural inhibition successfully regulates neurological inputs into the four 

executive functions, contributing to the correct goal-directed outputs in motor control, 
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verbal fluency, and syntax. Barkley (1997) describes the output of these executive functions 

as the ability to inhibit task-irrelevant responses, execute goal-direct responses, execute 

novel or complex motor sequences, engage in behaviours that promote goal-direct 

persistence, re-engage after a disruption, and have sensitivity to motor responses.  

I tested the ability of ADHD individuals to inhibit task-irrelevant responses with the 

Stroop Task. ADHD participants could execute novel motor sequences compared to their 

non-disabled peers when completing the motor inhibition and dice-rolling motor tasks. The 

attentional inertia task tested the behaviours that promote goal-directed persistence. The 

motor inhibition task is also a measure of the sensitivity of ADHD students to motor 

responses.   

Executive Dysfunction Theory.  

   The executive dysfunction theory proposes that ADHD is a symptom of 

dysfunctional administration of executive control over higher-order cognitive functions 

caused by an impairment to the normal neurological functioning of the fronto-parietal and 

frontostriatal neural networks (Willcutt et al., 2005). This impairment results in deficits in 

higher-order cognitive processes – planning, sequencing, attention, working memory, and 

inhibition – that control low-level cognitive processes, such as language, perception, explicit 

memory, learning, and action. These impairments have been observed directly, using fMRI 

and EEG, and indirectly, via behavioural studies (Booth et al., 2002). Stimulants that act as 

agonists can reduce the symptoms of ADHD as they promote regular functioning in the 

dopaminergic and noradrenergic neurotransmitter dysfunction connected with the 

impairment in these specific neural circuits.   
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   Posner’s theory of attention proposed that separate cognitive functions are 

responsible for alerting, orienting, and executive control (Posner, 1990). There is evidence 

of dysfunction in the alerting and executive control networks in children with ADHD 

(Johnson et al., 2008). However, it should be noted that not all children with ADHD have 

signs of executive dysfunction, and executive dysfunction does not account for the 

hyperactivity associated with ADHD (Willcutt et al., 2005). Additionally, the root cause of 

poor performance on neuropsychological tasks might be a motivational or a state regulation 

deficit that causes a down-regulation of the neural circuits associated with executive 

functioning. Therefore, the executive dysfunction theory cannot be said to explain all the 

symptoms of ADHD.  

 

The Delay Aversion Theory/Dual Pathway Theory.  

    A question most theories around ADHD struggle to answer is the finding that 

children with ADHD can wait but do not want to (Sonuga-Barke et al., 1992). It was assumed 

that children with ADHD could not wait, which was related to the trait of impulsivity. 

However, under different circumstances, Sonuga-Barke et al. (1992) found that ADHD 

children retained the capacity to wait but were not motivated to wait. This implies that the 

motivation of children with ADHD is to prioritise immediate rewards but only to reduce 

delays. This means that an ADHD child is motivated to avoid delay whilst retaining the 

ability to delay impulses. This motivational source of the impairment contrasts starkly with 

the cognitive impairment-based explanations. However, this theory has started 

incorporating aspects of the executive dysfunction theory. The lack of attention and 
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hyperactivity associated with the disorder are outwardly visible behaviours of the child 

trying to avert delay when they cannot (Sonuga-Barke et al., 1994).   

    In the 1990s and early 2000s, Sonuga-Barke et al. (1994) developed the delay 

aversion theory and proposed a dual pathway explanation for ADHD. The first pathway, 

citing evidence from brain imaging to develop the executive dysfunction theory, was seen 

as an essential neurological circuit whose impairment could account for inhibitory deficits 

linked to the mesocortical dopamine branch. The second pathway explained the delay 

aversion, which was linked to the mesolimbic dopamine branch.    

     Sergeant, Geurts, Huijbregts, and Scheres (2003) were critical of this explanation 

when they developed the cognitive-energetic model, pointing out that “a widely distributed 

neural network involving frontal, basal ganglia, limbic and cerebellar loci seem implicated in  

ADHD” meant that the dual pathway theory was too limited in scope. Sergeant et al. (2003) 

criticised the focus on only two parts of the brain when a growing body of evidence showed 

a deeper level of complexity and interrelated neural circuits that would need to be 

addressed. Critics of the theory's delay aversion pathway component pointed out that this 

pathway is an elaborate explanation that impulsivity is a lack of self-control (Marco et al., 

2009). In later studies, Sonuga-Barke, Seargeant, Nigg, and Willcutt (2008) moved away 

from this pathway by reimagining delay aversion in situations where rewards are 

ambiguous and rebranding the idea as choice impulsivity.   

 

The Dynamic Developmental Theory  

    Building on work started in the 1980s by Gray (1982), Gray, Feldon, Rawlins, 

Hemsley, and Smith (1991) proposed a comprehensive developmental theory of ADHD. This 
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theory was further developed following research by Sagvolden et al. (2005). The theory 

attempts to explain ADHD from the level of the individual neurons to macro social settings. 

One of the strengths of this theory is that it also attempts to explain all three symptoms 

associated with ADHD (Sagvolden et al., 2005). Due to its behaviourist roots, the theory 

argues that two behavioural mechanisms explain the symptoms of ADHD. The first is 

“altered reinforcement of novel behaviour”, and the second is called “deficient extinction of 

inadequate behaviour”.  Sagvolden et al. (2005) argued that there is a smaller “window of 

opportunity” for children with ADHD due to lower dopamine levels between the delayed 

response to stimulus and the reinforcement. The effectiveness of the reinforcer needs to 

happen more quickly if it is to have any effect in shaping behaviour. This means that 

children with the condition cannot acquire socially appropriate behaviours through typical 

timeframes of reinforcement.  All symptoms of ADHD are explained through this lens. The 

child will only experience an extinction of their current behaviours if the reinforcer of their 

current behaviours is not satiated and improvements are made to dopaminergic systems 

when new behaviours are reinforced.   

   This theory has adapted and incorporated findings from the executive dysfunction 

and delay aversion studies by conflating the attentional, behavioural organisation, motor 

coordination, nondeclarative habit learning deficits, and delay aversion into a larger 

dopaminergic, frontostriatal neurological model (Johnson et al., 2009). Also critical to this 

theory is incorporating behaviourist ideas around reinforcement and how these symptoms 

play out in a social setting. Reinforcement and extinction processes are thought to be 

impaired in children with ADHD due to abnormally low dopamine levels, thus providing a 

neurological and behaviourally linked explanation.  Reduced dopamine levels constrain the 
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typical functioning of the anterior cingulate, dorsolateral prefrontal and motor circuits, 

acutely affecting behaviours associated with ADHD. The theory explains individual 

differences between children with ADHD as variability in the reinforcement and genetic 

predisposition to low dopaminergic levels that result in differences in the size of the 

window of opportunity for effective reinforcement.  

  According to Johnson et al. (2009), a strength of this theory is that its two main 

predictions are readily testable and relate to the three main symptoms associated with 

ADHD. Firstly, the delay of reinforcement is described as a gradient (i.e., the size of the 

window of opportunity), with typical children having the largest and ADHD children the 

smallest. To test this, children with ADHD would benefit from reinforcement that occurs 

quickly after any task to be effective. Children with ADHD would exhibit hyperactivity 

through a high number of fast responses, thus showing hyperactivity and impulsivity, and 

signs of these symptoms would be seen only if reinforcement occurred outside of the 

window of opportunity. Secondly, the theory predicts a short window of opportunity with a 

weakened association between reinforcement and response, seen as a deficit in attention.  

Studies in rats and children have provided strong evidence to support these predictions 

(Sagvolden et al., 1998; Wultz et al., 2013; Sagvolden et al., 2007; Aase & Sagvolden, 2006).   

 

Theoretical Groundwork for the Aetiology of ADHD 

  These five models provide the theoretical groundwork for the aetiology of ADHD and 

share common explanations and evidence of deficiencies in the inhibition of top-down 

cognitive processes. All five models focus on the role of executive function. They differ on the 

weighting of the importance of specific executive functions or the order in which executive 
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functions regulate each other. However, the hyperactivity of individuals with ADHD was not 

often explained comprehensively. This is something that will be addressed experimentally in 

this thesis.  

Barkley (1997) was cognisant of the lack of explanation for the hyperactivity in the 

models of ADHD and developed an explanation that motor movements were the result of 

goal-driven cognitive functions. For example, a child may be given praise in the past for good 

handwriting. This praise is retained in memory. When asked to write something up in the 

future, the child remembers the praise and the expectation of neat handwriting. This prior 

knowledge is synthesised, and then internal speech simulates some outcomes based on 

experience and predicts that good handwriting would result in a good outcome. This 

expectation would result in the motor action of neat handwriting. The teacher then praises 

the child for neat handwriting and reinforces the schema, increasing the likelihood of neat 

handwriting. In an ADHD child, Barkley (1997) would argue that in any place where a specific 

executive function was employed for that example, that executive function would either fail 

or be reduced to such an extent that the ADHD individual would not be able to complete the 

handwriting to a neat standard, would be frustrated by this, and not feel rewarded for their 

efforts. Their motor actions would have high levels of randomness that is characterised as an 

outcome of hyperactivity.   When inhibition was absent, hyperactivity was the result, as these 

“sloppy” movements resulted from a lack of a goal. Barkley (1997) argued that dysfunctional 

inhibition of executive functions was the source of the symptoms of ADHD. The predictions 

made by Barkley’s model of self-regulation are being tested in this thesis. The empirical work 

of this thesis aimed to show that inhibition is not entirely dysfunctional in the top-down 

mode; however, dysfunctional inhibition remains present in bottom-up processes. These 

dysfunctional bottom-up processes result in hyperactivity, which is not always present in the 
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diagnostic criteria, resulting in some inhibitory dysfunction associated with the symptoms of 

ADHD not being measured in the diagnostic process.  

Motor Control  

   Rosenbaum (2010) states that in psychology, human motor control is focused on the 

functional control of movement and stability, which Rosenbaum refers to as the software of 

motor control. Motor control involves processes of sequencing and timing, learning new 

skills, memory systems that form mental representations used in motor control, and states 

of mind (Rosenbaum, 2010). Within the process of sequencing and timing is an idea called 

"response chaining”. This occurs when a stimulus from a prior movement triggers another 

movement. Stimulus feedback from these movements shapes the next set of movements in 

a successive chain. However, successive movements often happen too quickly for some 

movements to result from feedback. Movements with the same output often have different 

movements following them on different occasions, and finally, when sensory feedback is 

interrupted, it does not always stop movements (Rosenbaum, 2010). In these 

circumstances, the “software” of motor control indicates some other processes coming into 

play. Not all movements are then under voluntary control.  

Mason (2017) defined voluntary motor control as control that is derived from a neural 

hierarchy that consists of muscle, motor neurons, motor interneurons, central pattern 

generators, brainstem motor control centres, cortical motor control centres, and two 

modulator systems; the cerebellum, and basal ganglia. She went on to separate voluntary 

movement into two parts; one plans the action by associating a goal or meaning behind a 

movement, which is updated and modulated in real-time based on feedback, and the 
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second executes the movement. Movement plus meaning/purpose is defined as a voluntary 

motor action. In other words, a movement to achieve a goal is voluntary.  

    Central pattern generators are the output manifold that drives simultaneous 

integrated complex movements (Wojcik et al., 2014). The integration of complex 

movements becomes possible within the central pattern generators of the brain. Multiple 

motor interneurons receive input from the central pattern generators as they send 

instructions to their respective motor neurons, resulting in coordinated and integrated 

motor movements (Wojcik et al.,2014). The central pattern generators can execute 

complicated movements and are optimised in making and executing integrated complex 

movements from the various simple muscle movements. The generators are a repository 

for motor memories, potentially valuable and necessary for integrated and complex 

movements (Steuer & Guertin, 2019). After the central pattern generators are instructed to 

initiate a series of integrated complex motor movements, they send the manifold of actions 

down the respective motor interneuron lines. In crude terms, the top part of the hierarchy 

“wants to pick up a glass”, whilst the central pattern generators make or select the specific 

motor memories from the suite of motor memories required to complete the motor 

movements of grasping a glass, as well as all its associated muscle movements (Steuer & 

Guertin, 2019; Mason, 2017).   

   Instruction must come from one of two motor control centres to initiate motor 

movements. The first is the brainstem motor control centre, and the second is the cortical 

motor control centre, which includes the somatic motor control centre (Mason, 2017).  The 

distinction between the two types of motor control centres is based on the role that 

meaning plays in the movements (Ugawa et al., 2020). The resultant movements initiated 
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within the cortical motor control centre are derived from an activity imbued with meaning. 

This meets the definition of an action at this point. It follows that any specific action 

observable and driven by the cortical motor control centres results from a combination of 

meaning and movement (Mason, 2017). If meaning remains the same between participants, 

and the mechanisms that drive movement remain the same, then there should be 

consistency between different people regarding actions (Mason, 2017). For example, 

children have a consensus view on the colour red or green or if one line is longer than 

another. Although not a priori or hardwired into the brain, colour identification is possible 

due to shared experiences between the participants: the acquisition of language and the 

shared learning of the definition of green or red. Identification of longer lines would also be 

similar. After one learns the definition of a word like ‘longer’ or ‘shorter’, this definition 

takes on a shared meaning held in common between participants. When a participant sees 

a longer line, that should generate a consistent motor action with others who share the 

understanding of a longer line. In our empirical experiments, a visual stimulus would have a 

dimension of longer or shorter or a characteristic of colour. The participant is instructed to 

perform a specific motor action when presented with a stimulus. This stimulus would 

trigger a motor action in the form of a specific key press to match a correct key press to the 

presented stimulus successfully. At this point in the voluntary motor control hierarchy, the 

participant can be observed doing an intentional or meaningful motor action.  

              The cerebellum is responsible for organising different muscle groups so that 

movement actions are precise and can be accomplished in novel situations (Guertin, 2019). 

An infinite amount of muscle movement is possible, and the cerebellum can complete the 

predictive computational load required to drive novel and unique motor actions (Mason, 
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2017). This is also known as contextual variability (Kielhofner, 2000). To be successful, the 

cerebellum must be able to respond to changing conditions, which requires the cerebellum 

to have a learning component (Mason, 2017).    

   The second modulation system within the voluntary motor control hierarchy is a 

neurological loop running out of the basal ganglia, containing inhibitory circuits crucial for 

motor inhibition (Mink, 1996).  The structure is also known to chain together complex 

actions into integrated behaviours (Mason, 2017). The experimental design of the motor 

inhibition experiment described in Chapter 2 reduces the variables to a simple choice that 

results in a single motor action driven by the result of choice. Within the voluntary motor 

control hierarchy, motor action selection is made within the basal ganglia (Kielhofner, 

2009). Individual differences in basal ganglia functioning could lead to impairment of the 

consistent making of motor movements based on meaning (Garcia-Garcia et al., 2018). This 

is also the centre of inhibitory circuits within this system (Sesak & Grace, 2010). The role of 

motor inhibitory functions within the basal ganglia will be discussed in greater detail 

following the overview of the voluntary motor hierarchy.  

   There are four distinct movement types: passive movement, reflexive movement, 

stereotyped movement, and self-generated movement (Mason, 2017). The performance 

characteristics of each type can be analysed, as well as any movement pathology. Close 

examination of the pathological characteristics can indicate what part of the voluntary 

motor control could be damaged (Cole & Tufano, 2008).  

   Passive movement is resistance to outside pressure. If a person is pushed, the 

resistance to the force to stay upright is passive movement (Kielhofner, 2009). People with 

passive movement disabilities who are too weak in their resistance to outside movement 
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are generally linked to disorders centred in the cerebellum. In contrast, passive resistance 

that is too rigid is thought to derive from disorders derived from the basal ganglia (Mason, 

2017).   

   A stereotyped movement denotes a movement reproduced in a standardised form; 

walking and standing are examples. However, stereotyped movement can also be 

pathological, such as repetitive behaviours observed in individuals with autism and ADHD. 

These movements are encoded at the central pattern generator level (Kielhofner, 2009) and 

are not considered actions as they are not initiated through the interaction between 

movement and meaning.   

   Inhibition plays a role in automatic motor control as well. Bottom-up processes 

focus on interpreting sensory information in real time (Gregory, 1968). Gregory (1968) 

found that bottom-up processes are triggered when sensory receptors receive updated 

sensory information. This information flow starts with a stimulus at the senses flowing 

through neural pathways to the brain, implying that prior knowledge is not used when 

generating a response.  

   Whilst researching eye movements, Jonides (1981) noted that there seemed to be 

automatic and voluntary control over the eye. This finding would influence the work of 

Posner and Cohen (1984) when they discovered inhibition of return. They found that 

responses to a target stimulus can be slower when it appears in the same, rather than a 

different location to a previous event. Posner and Cohen (1984) defined inhibition of return 

as "an inhibitory effect produced by a peripheral (or exogenous) cue or target."  

    Inhibition of return was considered an automatic visual motor process initially 

described by Posner, but others would find inhibition of return behaviour outside of the 
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visual domain.  Welsh et al. (2005) explored a social aspect of automatic processing. They 

observed that when two people alternate responses to a target, one person’s responses are 

slower when directed to the exact locations as their partner’s previous response. This 

became known as “social inhibition of return”.  Inhibition of return is the motor inhibitory 

effect used in the empirical experiments below.   

 

Review of Motor Skills and ADHD 

  Kaiser et al. (2015) systematically reviewed the motor skills problems of children 

with ADHD. They found that there had not been a review on this topic before and that it 

could provide insight into the relationship between motor skill deficits and attention, 

hyperactivity, and impulsivity. The review focused on studies examining the motor skills of 

unmedicated children with ADHD and the impact of medication on motor control. The 

article selection criteria included studies in English, with participants between six and 

sixteen years old, diagnosed with ADHD, objectively measured motor skills, included a 

control group of typically developing peers, and included unmedicated children with ADHD. 

The review found that over half of the children with ADHD had gross and fine motor skills 

difficulties. Additionally, children with the inattentive subtype of ADHD had more 

impairment with fine motor skills, slow reaction time, and online motor control during 

complex tasks. 

  To assess gross motor skills and fine motor skills, in 13 studies, a standardised 

battery such as the (MABC; Henderson & Sugden, 2000), the Bruininks-Oseretsky Test of 

Motor Performance (BOTMP; Bruininks, 1978) or the Test of Gross Motor Development-2 

(TGMD-2; Ulrich, 2000) was administered. Three studies used a neurodevelopmental 
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examination, such as the Zurich Neuromotor Assessment (Largo et al., 2002) or the Physical 

and Neurological Examination for Subtle Signs (PANESS, Denckla, 1985). Finally, the 

remaining studies assessed one motor component, such as balance or sequential 

opposition of thumb-fingers. 

Reaction time and ADHD  

The level of sustained attention and motor control can be determined by the time it 

takes to react. Kaiser et al. (2015) reviewed articles exploring the relationship between 

reaction time and motor control when participants had ADHD. One such article was 

Pedersen et al.'s (2004) study, which required subjects to move their dominant leg to the 

right, middle, or left depending on the stimulus. The reaction time was broken down into 

two parts: premotor time, which is the time from the stimulus to the muscle reaction, and 

movement time, which is the time from the muscle reaction to the start of the movement, 

using an EMG analysis. The study found that children with ADHD had slower movement 

preparation.  

Kaiser et al. (2015) reviewed four studies on the upper limb, which are relevant to 

the pure motor inhibition task. In this research, simple tasks such as one-finger tapping, 

simple choice reaction time, or simple graphic task did not show any significant reaction 

time differences between the ADHD and control groups (Meyer & Terje, 2006; Rubia et al., 

2003; Leung & Connolly, 1998; Schoemaker et al., 2005). However, in a sequential 

opposition thumb-to-finger task, the reaction time for the ADHD group was longer than 

that of the control group (Klotz et al., 2012). The pure motor inhibition task has similar 

experimental methodologies to the sequential opposition thumb-to-finger task due to the 

alternation of finger reaction times being the dependent being present in both the thesis 

experiment and the reviewed experiments.  
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Movement Timings 

Kaiser et al. (2015) noted that Yan and Thomas (2002) also discovered that the 

timing of movements in the ADHD group was more variable than that of the control group 

children. In a tapping task, children with ADHD had slower and more significant variability 

between sequences (Rosch et al., 2013). However, when performing a synchronised tapping 

task, ADHD children were more variable than the control group (Rubia et al., 2003). On a 

tapping task that required strength, the results of children with ADHD did not differ from 

those of the TD group concerning peak force (Steger et al., 2001). On an aiming task, Yan 

and Thomas (2002) discovered that children with ADHD were slower than their 

counterparts when the movement required more complex motor coordination. This result 

was confirmed by Klotz et al. (2012), who found that the speed was slower for children with 

ADHD than for TD children on a sequential opposition of thumb to fingers task. The dice-

rolling experiment, which combines an element of aim, correct timing, and the successful 

application of appropriate strength/force, will investigate the impact of ADHD on this task 

in this naturalistic dice-rolling experiment. 

ADHD and handwriting  

Specifically relevant to the experiments of this thesis was a review of articles that discussed 

the handwriting of ADHD students. Kaiser et al. (2015) found research that indicated that 

children with ADHD tend to have less legible handwriting than their peers without ADHD 

(Tucha & Lange, 2001). They tend to make more spelling errors, insertions, or deletions of 

letters and have more giant letters (Adi-Japha et al., 2007; Shen et al., 2012). However, the 

biggest concern is the variability in the production of letters, including variations in letter 

height, spacing between letters and words, and alignment with the baseline (Tucha & 

Lange, 2001; Adi-Japha et al., 2007). This variability increases with longer writing tasks, 
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making it more difficult for children with ADHD to produce consistent handwriting over 

time (Borella et al., 2011). This variation would be something that this thesis would 

investigate using a novel method to measure the variation of the intended line against the 

produced line.  

Three studies (Langmaid et al., 2013; Schoemaker et al., 2005; Adi-Japha et al., 2007) 

have identified issues with handwriting accuracy. One study had children write a cursive "l" 

under 10 mm and 40 mm conditions (Langmaid et al., 2013).  This study showed that 

children with ADHD were less accurate than the control group, missing the upper line more 

often in the 40 mm condition (Langmaid et al., 2013). The 10mm to 40mm cursive “I” 

writing task is experimentally the most similar to the novel method used in this thesis. 

Instead of a cursive “I” used by Langmaid et al. (2013), the novel task simplified the fine 

motor movement to a horizontal straight line. Developmentally, the straight line is the 

simplest handwritten form.  Both were in the 40mm to 60mm scale.   Another study gave a 

graphic task using very small 4 mm and 6 mm conditions. Langmaid et al. (2013) showed 

that children with ADHD were less accurate in the 60 mm condition, as ADHD participants 

did not even reach the margin lines when drawing forms (Schoemaker et al., 2005). Finally, 

in a third study, children with ADHD were faster but less accurate than the control group 

when drawing an ellipse (Adi-Japha et al., 2007). 

ADHD and Academic Achievement 

In a meta-analysis, Frazier et al. (2007) identified poor academic performance as the 

most prominent feature of attention-deficit/hyperactivity disorder. Individuals with ADHD  

are at risk for a  range of academic complications,  including a higher incidence of failing 

grades, elevated rates of grade retention (Ferguson   &   Horwood, 1995; Ferguson et al., 
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1997) and lower scores on standardised tests achievement (Abikoff et al., 1996; Carlson & 

Tamm, 2000; Carteret al., 1995; Frankenberger  &  Cannon,  1999;  Gaub &  Carlson,  1997;  

Halperin et al., 1993; Hoza et al., 2002: Lahey et al., 1998; Purvis & Tannock, 1997, 2000; 

Seidman et al.,  1997;  Semrud-Clikeman et al.,2000; Tannock et al.,2000; Zametkin et al.,  

1993). 

  The meta-analytic results of Frazier et al. (2007) indicated a moderate to large 

discrepancy in academic achievement between individuals with ADHD and typical controls 

(weighted d= .71). This outcome substantiates the significant impact of ADHD symptoms on 

academic performance. 

  Automaticity and controlled processing 

 Broadbent (1958) argued that information in parallel channels was processed or 

attended to. However, there was a limit, and a filter would cut off all further processing, 

with all information being lost in the unattended channels. However, Treisman and Riley 

(1969) found that information left in the non-attended channel could be processed, and 

processing depended on the information type. This finding could not be reconciled with an 

all-or-none attention filter. Treisman and Riley (1969) proposed that the attention filter 

attenuates messages on non-attended channels but that information arriving on these 

channels is processed at least to some extent.  

Schneider and Shiffrin (1977) defined selective attention as the control of information 

processing so that sensory input is perceived/remembered better in one situation than 

another. Schneider and Shiffrin (1977) justified this proposition with the idea that attention 

resources are limited, and, in some cases, new information must be given “special 

attention”. 
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Schneider and Shiffrin (1977) described two possible attentional bottlenecks. The first 

is when attention is divided over several inputs. For example, they are attempting to listen 

to multiple conversations simultaneously. The second attentional bottleneck occurs when 

the individual becomes distracted by an irrelevant stimulus when focused on a relevant 

stimulus.  

Schneider and Shiffrin (1977) proposed two quantitatively and qualitatively distinct 

processes: controlled search and automatic detection. They proposed that controlled 

search is a serial process in which a matching decision occurs after comparing each item in 

the display to memory set items. It is modifiable, flexible, can be used in novel situations 

and uses short-term memory capacity. Schneider and Shiffrin (1977) proposed that 

automatic detection operates parallel and independently of attention. Automatic detection 

operates independently of the subject’s control and independent of attention, not using up 

processing resources like short-term memory. Schneider and Shiffrin (1977) also argued 

that through consistent training, automatic detection can attract attention automatically.  

Model of Action Selection 

Norman and Shallice (1980) developed a model of attentional control of executive 

functioning. In this model, thoughts and actions form schemas or set scripts of actions to be 

used under specific circumstances. These scripts are triggered by specific perceptual stimuli 

or from prior triggered scripts. The scripts/schema are divided into high-level schemas for 

problem-solving and low-level for actions (Hommel et al., 2002). 

The model further proposes two main processes that manage the functioning and 

storage of schemas. The first is contention scheduling, and the second is a supervisory 

attentional system. This process does not require conscious control and is triggered by 



38 
 

familiar stimuli. Contention scheduling regulates the schemata of familiar and automatic 

actions. Contention scheduling prioritises using specific schema by inhibiting competing 

schema from executing simultaneously (Shallice & Burgess, 1996). When thresholds are 

met, contention scheduling ensures the correct schema is activated. The more a schema is 

reused, the easier and more likely that schema is reactivated in the future.  

The supervisory attentional system (SAS) is the second part of the Norman and 

Shallice model. Contention scheduling is subordinate to the SAS. The SAS manages 

deliberate and conscious actions in new situations where scripts are not readily available or 

when committing errors or forming habits is to be avoided (Hommel et al., 2002). This is 

accomplished by modifying the existing schema. In entirely new situations, a new schema 

can be created, assessed, and implemented (Badgaiyan, 1999). When comparing SAS to 

contention scheduling, SAS is slower, voluntary, but flexible, whilst contention scheduling is 

faster as it does not require conscious control.   

Another key idea in the Norman and Shallice model is that SAS uses working memory 

to process information in schema development (Leach, 2005). The SAS makes independent 

behaviour possible by using memory to plan, make decisions, and solve problems. Hommel, 

Ridderinkhof and Theeuwes (2002) state that the SAS encompasses the main components 

of human attention, particularly the selection component of where attention should be 

focused. The SAS maintains attention over long periods, the ability to switch attention 

quickly from one task to another and prime attention in anticipation of a task. When the 

SAS is unsuccessful in suppressing irrelevant schema, attention is adversely influenced 

(Friedenberg & Silverman, 2010). 
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  Bargh and Uleman (1989) defined the distinction between controlled and automatic 

cognitive processes as a function of the amount of attention used to complete the cognitive 

process. They went on to explain that processes that draw few processing resources and 

require no attention, awareness of initiation or cessation of the process are categorised as 

automatic processes. This idea fits into the paradigm of top-down and bottom-up driven 

processes. The distinguishing factors between controlled and automatic processes most 

relevant to the empirical experiments are to what extent the individual is aware or controls 

the actions and to what extent inhibition affects individuals with ADHD compared to their 

non-disabled peers. 

Proactive and Reactive cognitive control 

Braver (2012) proposed the dual cognitive control framework (DMC) mechanisms. His 

hypothesis of the DMC framework is that cognitive control operates via two distinct 

operating modes: ‘proactive control’ and ‘reactive control’. The quality of time is 

responsible for which mode is utilised. The proactive control takes place in the lateral 

prefrontal cortex. It is a form of ‘early selection’. Braver (2012) states that proactive control 

is a “top-down bias that facilitates the processing of expected events”. The lateral PFC helps 

to hold and maintain goal-relevant information. Ideally, this happens before the occurrence 

of cognitively demanding events to optimally bias or focus attention, perception, and action 

systems toward those goals. A sign of this occurring is the involvement of the dopaminergic 

system to sustain inputs into the PCF actively. Without this, the dopaminergic signal only 

transient activation is possible (Braver, 2012)  

Braver (2012) states that the transient activation of the lateral PFC is a sign of reactive 

control. He goes on to characterise reactive control as a bottom-up reactivation of task 



40 
 

goals that is mediated when interference is detected by conflict-monitoring regions of the 

brain, such as the anterior cingulate cortex (Braver, 2012) 

Reactive control uses attention as a ‘late correction’ mechanism as needed. Braver 

(2012) states that attention is only used after a high interference, just in time after an event 

is detected. The main distinction between proactive and reactive control is that it relies on 

anticipating and preventing interference before it occurs, whilst reactive control utilises 

detecting and resolving interference after the fact. 

Braver (2012) states that both systems are semi-independent and can be used 

simultaneously but suggests that there may be a bias towards one. This bias is often related 

to the task or even the individual. Braver (2012) argues that the DMC is a unifying 

framework that explains differences in cognitive control within individuals and between 

different people and potentially explains changes in cognitive control associated with the 

development of children, older people, and neuropsychiatric disorders.  

Cognitive control, as conceptualised by Braver and applied to ADHD individuals, could 

explain the inability to flexibly adapt to changing circumstances by regulating behaviours so 

that inappropriate ones are suppressed and required ones are facilitated in response to 

environmental demands (Braver et al., 2003). Existing models of ADHD (Barkley, 1997; Nigg, 

2005; Sergeant et al., 2003) and experimental evidence implicate abnormalities in cognitive 

control as a factor significantly contributing to ADHD symptomatology (Durston, 2003; 

Durston et al., 2009; Willcutt et al., 2005). Children and adults with ADHD have been 

measured to have poor cognitive control when completing tasks that measure cognitive 

control (Cepeda et al., 2000; Dibbets et al., 2010). 
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According to Sidlauskaite et al. (2020), studies on ADHD and cognitive control have 

primarily focused on reactive control mechanisms, which are related to target-based 

disruptions. However, recent studies involving ADHD participants have revealed promising 

evidence from event-related potential studies that suggest inferior task performance may 

be due to altered preparatory processing during the cue-target phase. This evidence could 

mean a problem with proactive control, resulting in reduced attentional orientation to cues 

and diminished contingent negative variation amplitudes, indicating less motor preparation 

or stimulus anticipation in ADHD. Studies by Albrecht et al. (2013), Banaschewski et al. 

(2008), Hauser et al. (2014), Kenemans et al. (2005), McLoughlin et al. (2010), and Valko et 

al. (2009) have also indicated less motor preparation or stimulus anticipation in ADHD. This 

means that in tasks that rely on button pressing, their reaction times may increase due to a 

lack of motor preparation, which is related to pro-active control depending on the type of 

cue preceding it.   

Sidlauskaite et al. (2020) investigated neural correlates of proactive and reactive 

cognitive control in adults with ADHD versus healthy controls by employing various 

switching tasks. Sidlauskaite et al. (2020) would attenuate the cue’s informativeness across 

a spectrum of informativeness during trials. This manipulation was recorded with an EEG. 

Sidlauskaite et al. (2020) investigated cognitive control processes in adults with ADHD from 

the perspective of Braver’s (2012) dual model of cognitive control. The ADHD group was 

found to have slower reaction times overall; This was attributed to diminished preparatory 

proactive rather than reactive cognitive control difficulties.  Sidlauskaite et al. (2012) 

pointed to reduced usage of cue information and potentially deviant preparatory switch-

related activity, as evidenced in the ERP findings.  
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However, Sidlauskaite et al. (2020) found no differences in target-locked activity. 

These results suggest that adults with ADHD may have altered proactive control, 

characterised by reduced utilisation of cued advance information and abnormal preparatory 

processes for upcoming tasks rather than reactive control. 

Using the Braver model and relating the findings of Sidlauskaite et al. (2020) to this 

thesis, it would seem that the Braver model would predict that ADHD participants would 

find it difficult to proactively prepare motor response resources to complete the Stroop, 

Pure Motor Inhibition Task, and Attentional Inertia Tasks as a result of poor proactive 

control. Braver would characterise proactive control as a top-down process.  

 

Inhibition  

Ubiquitous in cognitive psychology, inhibition is the ability to either fully or partially 

stop effortful or automatic neurological function. The definition of inhibition can be used in 

other ways to mean activity reduction below a baseline. In both cases, a separate active 

process is used to halt, slow, or reverse the progress of some other process. In this thesis, 

inhibition is analogous to a force vector actively working to change the direction of a 

current ongoing process to halt, slow or reverse its progress. It should be noted that 

inhibition is not the cessation or absence of a process. Inhibition is conceptualised in this 

paper as an active oppositional force that is directionally opposed to the ongoing initial 

processes.  
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Inhibition is a term used to refer to many aspects of processing, from the single 

neuron level through various collections of neural circuits and overt behaviour. Inhibitory 

control is a core executive function that will be investigated in this study. It is a dynamic 

process that makes choice and change possible. Inhibitory mechanisms are found in various 

domains, such as response control, memory, selective attention, theory of mind, emotional 

regulation, empathy, and intentional forgetting (see Anderson & Levy, 2008). Inhibition of 

attention is crucial to processing competing stimuli (Postel et al., 2002) and can also be 

important in resisting competing stimuli proactively. Indeed, working memory and 

inhibition can work closely, and the latter can alter or change how representations assist 

memory (Wright & Diamond, 2014). The development of inhibition of prepotent responses 

seems to mature with an individual (Davidson et al., 2006). Children ages 8-13 are 

particularly unable to resist prepotent representations and make errors in Go/No-Go tasks 

(Barry & De Blasio, 2015), theory of mind tasks (Carlson et al. (2004) and Day and Night/ 

Stroop tasks (Gandolfi et al., 2014).   

     When inhibitory mechanisms fail to function adequately, it can have severe 

consequences for the process that it is meant to inhibit, such as anger (Fetterman et al., 

2012) and attention (Wodka et al, 2007; Vaurio et al., 2009; Van De Voorde, Roeyers, Verte 

& Wiersema 2011; Rodriquez-Jimenez et al., 2006; Pievsky & McGrath, 2018). At all levels of 

processing, some form of inhibition is usually said to be present, as Anderson and Spellman 

(1995) stated, “The existence of such inhibitory mechanisms in the functional architecture 

of cognition seems both plausible and necessary: plausible because the substrate on which 

that architecture operates – the brain – uses both excitatory and inhibitory processes to 
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perform neural computation, and necessary because computational analyses show that 

inhibitory mechanisms are critical for maintaining stability in neuronal networks”.    

   The results of diminished inhibitory control can be far-reaching. Using confirmatory factor 

analysis, Friedman and Miyake (2004)  showed that prepotent response inhibition and 

resistance to distractor interference were closely related and could explain a range of 

lifelong outcomes: academic performance, social competence, health, wealth, and 

criminality (Friedman & Miyake, 2004) Several authors (e.g., Carlson, Moses, & Breton, 

2002; Dagenbach & Carr, 1994; Dempster & Brainerd, 1995; Sarason et al., 1996) have 

shown the importance of inhibitory processes within the broader context of executive 

function.  

ADHD as a Problem of Inhibition Examined 

Specifically important to this thesis is that prominent models of ADHD rely on 

inhibition to explain symptoms of ADHD.  Experiments were selected and designed to 

complement the findings of Barkley, who based his inhibitory model of ADHD on the 

impairments he found in three behavioural inhibition processes: inhibition of prepotent 

responses (Stroop, pure motor inhibition task), the stopping of ongoing responses given 

feedback on errors (dice rolling, attentional inertia), and interference control (handwriting) 

(Barkley, 1997: 1997b, 2001).  

Having impairments to inhibition has been linked to disorders such as ADHD (Barkley, 

1997; Nigg, 2001), schizophrenia (Nestor & O’Donnell, 1998), autism (Ciesielski & Harris, 

1997), and obsessive-compulsive disorder (Enright & Beech, 1993). Effective intervention 
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and treatment of these individuals, particularly in an educational environment, should be 

developed and managed based on a clearer understanding of all inhibitory functions.   

              The current scientific understanding of inhibition has been greatly influenced by 

three factors: the growth and use of cognitive neuroscience, particularly with brain imaging 

work; more sophisticated cognitive modelling; and the discovery of new cognitive 

phenomena, such as negative priming (Tipper, 1985) and inhibition of return (Posner & 

Cohen, 1984). Interest in cognitive inhibition, inhibitory processes at the categorical level 

above the neuron, has grown with the increased prevalence and use of technology in 

neuroscience, and researchers have attempted to establish the importance of inhibition in 

our understanding of how the mind, cognition, and executive function work collaboratively.   

              This thesis ascribes to the idea that the nervous system can process information in 

‘two directions’. The first is top-down, where processing begins in higher-level brain 

structures and constructs representations using contextual information, memory, and 

experiences. These representations are cognitive constructs that accomplish intentions, 

such as performing a task or preparing for action. The second is a bottom-up process that 

directly builds representations from the sensory data. Inhibition is essential in either 

process or direction and potentially uses the same neural circuits (Wiecki & Frank, 2013; 

Wigman et al., 2015). Bottom-up processing is associated with perception and data within 

the sensory data stream and is inhibited within the basal ganglia (Kaji, 2001). Processing 

models have linked ADHD through neural task interactions with the three core 

characteristics of ADHD. The three core characteristics of ADHD linked to inhibitory 

dysfunction are a reduction in attention, an essential component in perception, 
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hyperactivity, and impulsivity linked with preparation for motor action (Barkley, 1997: 

1997b, 2001).    

             Barkley based his inhibitory model of ADHD on the impairment he found in three 

behavioural inhibition processes: inhibition of prepotent responses, stopping ongoing 

responses given feedback on errors, and interference control. Further, Barkley showed 

correlations (Barkley, 1997: 1997b, 2001). In the empirical studies of this thesis, I expanded 

the possible forms of inhibition that could be dysfunctional beyond those three original 

processes with the addition of bottom-up processes, such as motor control. I attempted to 

show that inhibition in individuals with ADHD may be another essential factor to consider.  

    Albin, Young, and Penney, (1989). (see also Alexander, DeLong, & Strick, 1986; 

Kemp & Powell, 1971) have provided evidence that the basal ganglia regulate access to the 

prefrontal cortex. These access points within the basal ganglia, referred to as the direct and 

indirect route, are a set of interconnected subcortical nuclei manifolds that receive inputs 

through converging neurons from the entire cortex, including the prefrontal cortex, the 

traditional seat of executive function. After inhibitory processing, a single output from the 

basal ganglia is routed only to the frontal lobes. The basal ganglia ‘‘funnels” cortical signals, 

processing them through a series of inhibitory gates so that they “compete for access” to 

the prefrontal cortex (Stocco et al., 2017). This evidence suggests that the basal ganglia act 

as an intake manifold for neural signals, with the output being selected by the basal ganglia 

using yet unknown selection criteria among competing signals that need to be outputted 

(through the thalamus) to the prefrontal cortex (Gurney et al., 2001; Redgrave et al., 1999; 

Stephenson-Jones et al., 2011).   
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   Diamond (2013) evaluated the commonalities and differences between different 

variants of inhibition. For example, Nigg (2000) proposed that most forms of inhibition are 

separate functions. However, Diamond pointed out that there is evidence that interference 

inhibition and inhibition of action share a common neural resource (Bunge, Dudukovic,  

Thomason, Vaidya, & Gabrieli, 2002; Congdon, Mumford, Cohen, Galvon, Canli, & Poldrack, 

2012). Diamond (2013) went further by stating that distinctions between other forms of 

cognitive inhibition, such as inhibitory control of attention and inhibitory control action, 

share a substantial neural base, which was also found by Engelhardt et al. (2008) and 

Freidman & Miyake, (2004). Friedman and Miyake (2004) did extensive work using factor 

analysis to establish a strong correlation between inhibition of attention, sometimes known 

as “resisting distractor interference”, and inhibition of action, which Friedman and Miyake 

(2004) refer to as “inhibiting a proponent response” to establish that both are the result of 

a single factor. Further evidence that many forms of inhibition may share a common 

resource comes from research completed by Muraven (2010) and Muraven and Baumeister 

(2000). This research shows that when two very different tasks are completed close to one 

another, an individual will have diminished inhibition in the second task, even in a very 

different domain. This may show that a common resource may be shared across all 

inhibitory functions even without a standard neural network. Diamond (2013) would not 

subscribe to the hypothesis that bottom-up inhibition, such as attentional blink and 

negative priming, share a common neurological circuit with top-down forms of inhibition. 

Carr, Nigg, & Henderson (2006) and Nigg, Butler, Huang-Pollock, & Henderson (2002) also 

distinguished between effortful and other forms of cognitive inhibition by not conflating the 

two.   
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   There needs to be more research associating different categorical forms of 

inhibition with locations in the neural circuits. However, there is growing evidence that 

executive functions (e.g., working memory) can be modelled, and these models have been 

used to predict captured patterns of electrophysiology of humans and animals engaging in 

cognitive control tasks. For example, Wiecki and Frank (2013) mapped neural circuits, 

resulting in a model that predicted neuron activation data recorded experimentally.   

  Nigg (2000) has argued that there should be a distinction between effortful 

inhibition and motor inhibition. He further broke down effortful inhibition into four 

subtypes: interference control, which manages competing stimuli; cognitive inhibition, 

which manages irrelevant thoughts; behavioural inhibition, which helps to regulate 

prepotent emotional outbursts in social situations; and oculomotor, which stops the 

saccade reflex of the eyes. Nigg intended to classify and describe observed forms of 

inhibition, but latent variable analysis was completed by Friedman and Miyake (2004), 

which established three main types of inhibition: prepotent response inhibitions, resistance 

to distractor interference, and resistance to pro-active resistance. These classifications can 

be mapped onto Nigg's subtypes, providing a framework for understanding inhibitory 

responses.    

   Prepotent response inhibition is a conceptionally important idea that may provide a 

neurological explanation for the impairment of ADHD. Prepotent response inhibition is the 

intentional management of prepotent representations, either suppressing, filtering, or 

resisting the distraction of any number of prepotent representations whilst retaining the 

long-term representation beneficial to the goal at hand. Prepotent response inhibition is 

thought to have the ability to resist automatic responses such as inhibition of return 
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(Carlson & Moses, 2001) and saccade eye movements (Munoz et al., 2004). Distractor 

interference is thought to manage new external distractions, whilst proactive interference 

resists returning to stimuli deriving from prior tasks (Nigg, 2002).  

   Other researchers have proposed dividing inhibitory control along different lines. 

Diamond (2013), for example, considers inhibition as cognitive inhibition, executive 

attention, and response inhibition. Cognitive inhibition regulates unwanted thoughts and 

memories that could coalesce to form a distraction. Executive attention is the cognitive 

mechanism by which representations are managed at the level of attention. Response 

inhibition helps to regulate behaviour by suppressing prepotent emotional responses. 

Cognitive inhibition and executive control work in tandem to manage interference from 

prepotent representations by suppressing them. This allows the re-engagement or 

continued engagement with the representation in pursuit of an intention or goal. Diamond 

(2013) agreed with the definition of a ‘bottom-up stimulus’ proposed by Posner and 

DiGirolamo (1998). She made it synonymous with ‘automatic’, ‘involuntary attention’ or 

‘driven by the stimulus’s properties. Voluntary mental effort towards a goal would override 

these bottom-up processes towards the goal.   

  Bunge et al. (2002) distinguished between inhibition as a filtering or suppressing 

function—inhibitory functions, like response inhibition, suppress prepotent representations 

completely. The filtering of external stimuli at the prepotent level via interference 

monitoring and suppression. Evidence for this came from brain imaging work using Flanker 

and Stroop tasks (Bunge et al., 2002). Research also shows that the process is associated 
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with activity in the basal ganglia and frontal lobe and is often atypical for individuals with 

ADHD (Kaji, 2001; Alexander & Crutcher, 1990; Hazy et al., 2007).    

 Inhibition has also been linked with working memory. For example, Fuster (1989) 

argued that inhibition is crucial in retaining information for analysis so that it can be 

compared with the past and be used to plan towards a goal or process in the future. The 

absence of inhibitory functions would mean that an individual would be in constant flux, 

reacting to every stimulus without regard to importance, unable to reach any goal or 

complete a function. Without working memory and inhibitory functions, a person could not 

stop and think to engage in higher-level processes. At the same time, a person without 

inhibitory control would constantly be locked into bottom-up processes, drawn to the most 

recent salient stimulus without regard to other things in the environment and unable to 

orient to things of importance (Koch & Fuster, 1989).  

   One must note that apart from sharing the term inhibition, not all researchers agree 

that the different forms of inhibition can be linked in any meaningful way. In a general and 

broad criticism of the inhibition notion, Goerfein and MacLeod (2007) argued that the 

widespread use of the word inhibition in psychology is not beneficial and that conflating the 

diverse forms of inhibition is contradictory. The authors stated that a connection between 

neural and cognitive inhibition might not exist. They warned that forcing the multiple levels 

of analysis of inhibitory function together is not helpful because it is unlikely to help our 

understanding of the different inhibition categories. Furthermore, Goerfein and  

MacLeod warned that the relationship between the different types of inhibition is 

ambiguous and that the conflation of inhibitory processes is not helpful. However, they do 
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not rule out a possible tangential relationship between different types of inhibition, 

insomuch as they are connected as inhibitory processes at the neuronal level, which is the 

building block of cognitive circuits.   

    Goerfein and MacLeod thus suggest that there is only a tenuous relationship 

between the different forms of inhibition and are reticent to draw a direct or clear 

connecting line between neural and cognitive inhibition. They further argue that it is 

unlikely that cognitive inhibition, or any form of inhibition, is a single function. The observed 

types or categories of inhibition are a collection of neural circuits working similarly to inhibit 

specific processes. However, evidence suggests that individually identified cognitive 

inhibitory functions, e.g., top-down inhibitory functions, result from a single factor and not 

multiple related specialised factors (Miyake et al., 2000). One does have to note, however, 

that although MacLeod’s broad criticism of the inhibition notion raises many important 

issues, it is not one that psychologists have widely accepted.  

Inhibition and ADHD  

   Research suggests deficient inhibition is a primary symptom of ADHD (Barkly, 2007; 

Nigg, 2001; Adams et al., 2007). The main models of inhibitory control are the Independent 

Race Model (Logan & Cowan, 1984; Logan et al., 2014), The Interactive Race Model 

(Boucher et al., 2007), and The Brain Circuitry Model (Frank, 2006; Wiecki & Frank, 2013), 

which broadly fall into one of three possible explanations for the neurological circuits that 

complete the inhibitory computations. The Independent Race Model involves two systems 

without connection that perform the computations necessary for top-down and bottom-up 

inhibition utterly independent of one another (Pinto et al., 2013). The second possible 
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explanation, The Interactive Race Model, proposes that two separate systems are 

interdependent but still use separate circuits that share information (Boucher et al., 2007). 

The final possibility, the Brain Circuitry Model, argues that both top-down and bottom-up 

inhibition result from a single neurological circuit (Frank, 2006).  

             People with ADHD have pre-potent response difficulties, as the threshold for 

resisting these pre-potent representations is weakened due to their impairment. Barkley 

(1997) found that children with ADHD required more mental effort than a typical person to 

filter out an unwanted stimulus concerning a range of tasks, including motor action, 

behaviour, and impulsivity, by comparing 34 preschool boys with attention deficit 

hyperactivity disorder (ADHD) to 30 preschool boys without behavioural problems on a 

battery of neuropsychological and academic achievement tests along with behavioural 

observations. In some cases, this threshold cannot be reinforced with any amount of 

mental effort and is beyond the individual's ability to control.   

 ADHD and Stroop Interference  

   This thesis uses a simple Stroop test, an original Stroop 1935 test adaptation. The 

test version used in this thesis reduces the colours from 3 to 2 and further adapts it for 

online use. Golden (1978) named the Stroop test one of the most often used measures of 

response inhibition.  Barkley (1997) argued that people with ADHD have difficulty inhibiting 

prepotent responses, also known as response inhibition (Miyake et al., 2000).  Schartz and 

Verhaeghen (2008) completed a meta-analysis to investigate the presumed response 

inhibition problem associated with ADHD, an issue not examined in meta-analyses on 

inhibition and ADHD (Boonstra et al., 2005). 
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The Stroop test assesses a person's capability to suppress a dominant response, 

such as reading, and instead focus on completing a given task, like naming colours. 

According to Cohen et al. (1990), two processes are involved in this test: an automatic 

response that demands minimal attention and a controlled response that requires attention 

and is voluntarily controlled. According to Stroop's study in 1935, individuals are typically 

quicker at reading words than identifying colours. This is because reading is an automatic 

process that occurs faster than the controlled process of colour identification. During the 

third trial of the Stroop test, also known as the incongruent trial, people tend to read the 

word instead of identifying the colour of the ink. This leads to a competition between word 

reading and colour identification, resulting in poorer performance (Cohen et al., 1990). The 

theory suggests that those with ADHD may struggle more with focusing on the controlled 

process than individuals of the same age.  

A meta-analysis conducted in 2008 by Schartz and Verhaeghen investigated the 

effects of ADHD on attention and response inhibition. They analysed 25 studies that 

concentrated on the Stroop colour word test, which included children and adults with 

ADHD and control groups of the same age. The analysis used a hierarchical approach to 

measure the strength of the Stroop effect and its variation based on age. The studies also 

explored differences in maturation rates based on the reaction time of colour and colour-

word conditions.  

   The researchers found a relationship between colour-word and colour response 

time and characterised the relationship as the slope of this function being identical across 

age groups and ADHD status. They also found that, although ADHD individuals were, on 
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average, 1.14 times slower than age-matched controls in both the colour and the colour-

word condition, the maturation rate was identical for both ADHD and control groups.  

The results indicate that the Stroop interference effect is not more prominent in 

ADHD individuals than in age-matched controls, and there is no evidence for differential 

maturation rates for persons with ADHD and control groups. These findings suggest that 

ADHD children have similar response characteristics in inhibition for the Stroop task 

compared to their control group peers. It also predicts a similar or non-significant 

difference between ADHD and control groups when the Stroop task is used in this thesis. If 

this is shown to be the case, when deficiencies in inhibition are found, they can be 

attributed to different processes or sources.  

The present work   

Chapter 2 examines motor inhibition in three populations: a control group, an ADHD 

group, and a developmentally younger group. The paradigm used indexes inhibitory 

processes that are purely motor in origin and do not involve higher mechanisms. Responses 

were then compared with results from a Stroop task, i.e., a paradigm that does involve 

higher cognitive processes. The first experiment tested the online versions of the tasks to 

ensure that inhibitory effects in both tasks were replicable. In the second experiment, 

ADHD children and a control group completed a motor inhibition and Stroop task. It was 

predicted that children with ADHD should have significant difficulties with inhibition, 

resulting in an absence of the motor inhibition effect. In contrast, however, their Stroop 

performance was predicted to be intact. In the third experiment, children aged 10-11 

completed the motor inhibition and Stroop tasks. The rationale is that this population, like 
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ADHD individuals, have an under-developed inhibition system (possibly due to a non-fully 

functioning basal ganglia).  

             Chapter 3 investigates to what extent inhibition regulates a gross motor skill task in 

participants with ADHD and a control group. Participants were asked to roll a dice multiple 

times and keep the dice on the table. This requires participants to inhibit gross motor 

actions to accomplish the task. It was predicted that children with ADHD would have 

difficulty inhibiting such actions, resulting in the dice going off the table significantly more 

than a control group.   

              Chapter 4 examines the role of inhibition in fine motor control. The novel use of 

ImageJ software measured straight lines drawn by a control group and an ADHD group. This 

process measures the deviation of a written line compared to a presumed intention. 

Students with ADHD were predicted to have a more significant deviation in the line due to 

less inhibitory control than the comparison group.  

  Chapter 5 examines the degree to which ADHD children are subject to “Attentional 

Inertia”. Attentional inertia, thought to be regulated by inhibition, is the phenomenon in 

which old irrelevant rules and stimuli fail to be discarded in favour of new relevant 

information. It was predicted that children with ADHD would be particularly subject to this 

effect compared with controls. Participants were asked to complete ten mathematical 

problems starting with a run of multiplications. On the 9th question, the mathematical 

operation sign changed to addition. The experiment aimed to measure the extent to which 

participants can inhibit the now-irrelevant multiplication rule in favour of the new addition 

rule.   
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             Chapter 6 examines whether one of the findings shown in the ADHD participants (in 

Chapter 2) generalises to the broader population who exhibit ADHD-like behaviour. It was 

predicted that there would be an association between the degree to which a person shows 

motor-induced motor inhibition and the degree to which they exhibit ADHD, as measured 

by a commonly used inventory.  
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Chapter 2 
 

Motor-induced motor inhibition  

Barkley (1997) argued that hyperactivity in children with ADHD results from 

inhibitory dysfunction. Dysregulation in motor inhibitory control should be measurable in 

ADHD participants using a motor-induced motor inhibition task.  Any motor inhibition task 

selected for this thesis must manage extraneous variables to ensure the measured effect is 

due to motor inhibition. ADHD can throw up many variables, including intelligence, 

motivation, and attentional difficulties.  The novel paradigm developed by Cole and Skarratt 

(2022) arguably produces a motor-induced motor inhibition effect that has some 

advantages to being used due to its reliability to produce an effect and its adaptability to 

use online whilst also being a fast-paced task, requires one only to have the ability to judge 

the length of lines, and the ability to press buttons.  Due to the constraints of COVID-19, in-

person access to children was impossible, which put further considerations onto the task 

selection. Consequently, the Cole and Skarratt (2022) motor inhibition task was adapted for 

distribution over the internet and provided a pure motor inhibition effect.   

Cole and Skarratt (2022) addressed concerns regarding using their novel paradigm 

as a valid measure of motor inhibition.  They argue that many experimental paradigms 

require working memory to perform a typical task (e.g., red horizontal target = left 

response; blue vertical target = correct response), but the relatively high-level processing 

required can make participants fully aware of the critical conditions of interest to the 

experimenter. Take, for example, the classic Go/No-go task in which participants must 
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make a speeded response when T1 appears (e.g., a green square) but withhold the 

response when T2 appears (e.g., a red square). A participant is often fully aware of 

mistakenly responding on No-Go trials and can be frustrated when they fail to inhibit a 

response. This is similar to the Stroop task in which participants respond to ink colour while 

distracted by word identity. Again, one can feel the mental effort of being slowed by an 

incongruent pairing of word and colour. This applies to many so-called response inhibition 

paradigms (e.g., the Stop-Signal task). Indeed, Verbruggen and Logan (2008) remarked that 

response inhibition is a “hallmark of executive control”. In other words, such paradigms do 

not solely index processes that are exclusively unconscious and stimulus-driven 

                 Of course, there are many inhibition tasks in which participants are unaware of 

the different conditions and the effect being induced. (Note that when the present author 

refers to participants knowing the different conditions, he is not making a demand 

characteristics point. He illustrates that these inhibition tasks involve higher-level executive 

functioning). For example, in the negative priming paradigm (Tipper, 1985), an inhibited 

stimulus response on one trial becomes the target on the following trial. Participants must 

be aware of this manipulation and the resultant reaction time effect. However, this effect 

can still be relatively high-level in that it is very much due to processes that occur in the 

cortex (e.g., left temporal lobe, inferior parietal lobe, prefrontal cortex; see Steel et al., 

2001).   

                To index inhibitory processes with limited cortical involvement (outside of the pre-

motor cortex), a task is needed to measure motor processes solely. Such a candidate is the 

motor-induced motor-inhibition paradigm.  
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The Motor Induced Motor Inhibition effect. 

                Cole and Skarratt (2023; Cole & Skarratt, 2022) described a series of experiments 

where participants performed two simple tasks on each trial (see Figure 1). In Task A, they 

discriminate a letter and respond by pressing one of two buttons: left index finger for one 

letter and right index finger for the other. This first task is designed solely to induce a motor 

response. In other words, the response time for the letter discrimination is not of primary 

interest. In Task B, two stimuli appear, and participants must make a speeded comparative 

judgement between the two. In the basic experiment, they are asked to decide which of the 

two lines is the longer. The same two buttons are used to make the judgement for Task A. 

Results show that participants are less likely to choose the line that corresponds to the 

response just made on the letter discrimination task. For example, if a participant made the 

correct response on Task A, they are less likely to indicate in Task B that the line on the right 

is longer. To put this another way, pressing one button reduces the likelihood of performing 

the same action immediately after. Instead, it switches to another response (i.e., action). 

Note that the two lines are the same length on most of the trials of interest. This is to 

induce uncertainty; certainty, in terms of a participant being confident as to which line is 

longer when there is an actual size difference, is likely to reduce any motor inhibition effect.  
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Figure 1. Trial sequence of the motor-induced motor-inhibition effect, as used in Experiment 
1. Participants discriminate the letter by pressing one of two buttons. They then indicate, 
using the same two buttons, which of the two lines they think is the longer. In most trials, 
the lines are the same length, with the others being foils. Typical results show that 
participants avoid making repeated button presses. Thus, if they have just pressed a 
lefthand button because the letter was “A”, they are less likely to indicate that the left line is 
longer.  

                 

               Cole and Skarratt did not argue that the perception of the two lines had changed 

(although they did not assess this). They argued that a motor response had been inhibited, 

an effect purely induced by the participant’s motor response. This finding is important 

because other behavioural paradigms that index Inhibition invariably use reaction times 

and error rates as the dependent measure. In contrast, the Cole and Skarratt effect is one in 

which a motor response influences a decision, especially a decision under uncertainty.   
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                 Significant to the argument that this phenomenon is purely due to motor 

processes is the fact that Cole and Skarratt eliminated the possibility that the effect is due 

to an attentional shift, specifically inhibition of return (Posner & Cohen, 1984; Posner et al., 

1985; see Klein, 2000, and Lupiáñez et al., 2006, for reviews). As noted in Chapter 1, 

Inhibition of return, or IOR, is when responses to stimuli located at a recently attended 

position are relatively slowed. For example, if we read a book in a library and our attention 

is directed to a door where a person has just entered, we will look back at the book a 

moment later. We will now be slower to process any stimulus at the door location, such as 

a second person entering. Our attention (and motor processes) have been inhibited from 

returning to the door. In the standard IOR experiment, an attention-capturing cue appears 

in the periphery, quickly replacing another cue presented at fixation designed to bring 

attention back to the centre of the display. A target appears either at the previously cued 

location or, typically, on the other side of fixation. The standard IOR effect shows that 

responses are relatively slow when the target appears at the cued location (and more than 

300 ms after the initial cue appeared; see Klein, 2000).   

IOR explanation 

                An IOR explanation of the Cole and Skarratt effect suggests that a participant’s 

response acts as a visual/auditory cue that shifts attention to the side of the display in 

which it occurred via within-hemisphere attention “spreading” (i.e., Hughes & Zimba, 1985).  

Furthermore, tactile cues induce within-hemifield facilitation for visual stimuli (Kennett & 

Driver, 2014). The potential consequence of these processes is that inhibition may occur for 

responses on the side of the display where the initial response to the letter occurred. Cole 

and Skarratt eliminated the attention/IOR account by showing that the phenomenon is 



62 
 

abolished when participants use different but adjacent fingers to perform the letter 

discrimination and line judgment tasks. The attention/IOR explanation of the basic effect 

suggests that if a participant made, for example, a left-finger button press when 

discriminating the letter, a subsequent left response would be inhibited. This account, 

therefore, predicts that responding with a left index finger will induce subsequent inhibition 

for a left middle finger response (or any left response). However, Cole and Skarratt found 

that the basic effect was abolished when the letter discrimination and line judgements 

tasks were required to be performed by different but adjacent fingers. In another 

experiment, the authors showed that the inhibition effect was significantly larger when 

participants responded to a large peripheral cue in Task A instead of when they were 

instructed not to respond to this cue in (a separate block). This suggests that although the 

inhibition effect can be induced when attention does shift to the side (by the peripheral 

cue), the additive effect of responding on Task A must be due to the motor component 

aspect of the task. The button press of a control group participant with the same finger in 

the same place puts an unconscious bias to inhibit further button presses by the same 

finger in the same place when presented with ambiguous stimulus in the form of equal-

length lines. This results in the control group participants using their other hand to press a 

different button. I hypothesised that the ADHD group would not have the same level of 

inhibitory effect in the ambiguous state and fail to inhibit button presses in the same area.  

              In the present chapter, and as outlined in each experiment, the author employed 

the Cole and Skarratt motor-induced motor inhibition effect to index purely motor 

mechanisms and processing. The degree of inhibition induced was then compared with the 
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degree of inhibition induced by a different inhibition task, drawing upon higher cortical 

processing (i.e., the Stroop task).  

                It is worth noting how robust the motor inhibition finding typically is. The Cole and 

Skarratt (under review, 2022) paper includes eight experiments, each with several factors, 

assessing the phenomenon differently. For example, the authors showed that the effect 

occurs not only for the line judgement task but also for a variant of the basic procedure in 

which, rather than two lines being judged for length, participants were required to decide 

which of two faces they thought were the most attractive. Here, participants were less 

likely to choose a face if that choice required them to repeat a button press (made on the 

letter discrimination task). The same effect occurs when participants indicate which of two 

products they prefer (Skarratt & Cole, in preparation). Furthermore, Cole, Bubb, and 

Skarratt (in preparation) also found that response inhibition can influence recognition 

memory for both words and faces. In this further variant of the basic motor inhibition 

paradigm, participants, during the recognition stage of the task, either chose a face on the 

left or right of the display. Immediately before this decision, they were required to perform 

the letter discrimination. Again, results showed that a response (on the discrimination task) 

influenced subsequent responses (i.e., recognition memory). Therefore, the motor-induced 

motor inhibition effect is highly robust, observed under an extensive range of scenarios.  

Node Structure Theory and Motor Inhibition: A Possible Alternative Explanation  

               One possible mediating mechanism that could account for the motor-induced 

motor inhibition effect is what Mackay (1987) called “self-inhibition”.  The importance of 

“self-inhibition” in connectionist processing models is well known (Feldman & Ballard, 

1982). The argument is that some form of self-inhibition is necessary to prevent general 
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convulsions occurring as a result of neural activity that persists after activation. Nodes, 

representing collections of neurons, separately represent the production of muscle 

movement and action—however, some nodes code for movement and sensory input. 

Higher-level cognitive nodes prime these so-called subordinate nodes through top-down 

connections that generate action (Omrani et al., 2017). Immediately after the cognitive 

nodes activate subordinate nodes, bottom-up connections between these nodes (that 

enable perception) prime the cognitive nodes. Mackay argued that reverberatory effects on 

higher nodes would occur throughout the system without a self-inhibition process.   

Theories of motor control often incorporate inhibitory processes following activation to 

prevent convulsions. Node structure theory, proposed by Mackay (1987), views self-

inhibition as an essential component due to reverberation potential. Mackay (1987) states 

that nodes are basic units representing perception and action production separately. Some 

nodes represent both sensory experience and muscle movement. Higher-level mental nodes 

prime subordinate nodes via top-down connections that enable action. The bottom-up 

connections between these nodes prime mental nodes immediately after the mental nodes 

activate subordinate nodes. The potential for reverberatory effects on higher nodes can 

occur at all levels in the system, hence the need for self-inhibition. 

Mackay (1987) also provides evidence for self-inhibition, which goes through a 

complete “recovery cycle.” Following maximal inhibition, the system returns to its resting 

state gradually and linearly over a period of time. This gradual and linear return is supported 

by empirical evidence from various paradigms concerned with cognitive processes. For 

instance, letter omission errors during writing show a particular pattern in dyslexic and non-

dyslexic individuals (Mackay, 1969. The likelihood of dropping a letter is high if it occurs near 
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the beginning of the word. For instance, “elderly” may be written as “eldery”. Here, the 

second occurrence of the letter “L” has been dropped. Furthermore, the likelihood of 

making this error decreases linearly as the distance between the dropped letter and its 

earlier duplicate increases. The present Experiment 2 is also suggestive of this linear waning 

effect. Future work that more precisely measures the time course of the present effect will 

determine whether the developing function seen in Figure 2 is the beginning of what 

Mackay referred to as “hyper excitability.” This is a facilitation or “rebound” period 

following the complete cessation of inhibition. 

Event Files 

There may, however, be other non-inhibition-based alternatives to explain the basic 

effect. For example, Hommel (1998) showed that visual attention plays a crucial role in 

perception and action, particularly in integrating all the information related to an object. 

Hommel (1998) described this integration as an "object file," a hypothetical memory 

structure that encodes the episodic combinations of stimulus features. However, action-

oriented approaches to attention suggest that perceptually derived object files may need to 

be completed. Hommel (1998) argued that object files may include action-related 

information if attention subserves action control. This means that feature binding may not 

be limited to stimulus features but can also include features of the responses made to the 

respective stimulus. Hommel then demonstrated this idea in three experiments.  

Participants performed simply prepared left- or right-key responses (R1) to the mere 

presence of "Go" signals (S1) that varied randomly in form, colour, and location. Shortly 

after the prepared response, a binary choice reaction (R2) was made to the form or colour 

of a second stimulus (S2). The results indicate that benefits due to stimulus-feature 
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repetitions (S1-S2) interact. Form repetition only enhances performance if colour is 

repeated and repeating the relevant stimulus feature (form or colour) only improves 

performance if the stimulus location is repeated. This provides evidence for object-file 

formation. However, Hommel (1998) found evidence of bindings between stimulus and 

response features. Repetition benefits associated with the relevant stimulus feature and 

stimulus location depended on response repetition. This suggests that object files represent 

only one component of more complex "event files" that link information about stimulus and 

response aspects of an experienced episode. 

The Stroop Task  

  The task is broadly used to assess the extent to which an individual can inhibit 

cognitive interference from the stimulus of one event whilst situationally processing a 

second competing event with similar characteristics. In the basic paradigm, participants 

are required to discriminate the ink colour of a written word. Crucially, the word identity 

and ink colour are congruent (e.g., the word RED written in red ink) or incongruent (e.g., 

RED written in blue ink). In the original version of the experiment, Stroop administered the 

test by asking participants to read colour words as quickly as possible from cards or 

identify the colour of coloured squares as a control. As the cards were shown to 

participants, reaction times were recorded. The paradigm has been used in various 

research contexts (e.g., MacLeod & Dunbar, 1988; Ivnik et al., 1996).  

               The classic finding is that the incongruent condition's response time and error rates 

are greater. The Stroop effect is thus observed when two processes occur simultaneously 

but with unequal strength or bias. In this case, the near-automatic reading process is 
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stronger than the competing process of colour identification. This paradigm effectively 

forces the participant to inhibit the initial inclination or bias towards responding to the 

identity of the written word and instead respond to the ink colour.  

One model to explain the Stroop effect comes from Cohen et al. (1990) using 

principles of parallel distributed processing (PDP). Cohen et al. (1990) described the Stroop 

effect as " providing a clear illustration of our capacity for selective attention and the ability 

of some stimulus to escape attentional control”.  Cohen et al. (1990) used PDP to argue that 

Stroop affects two components, speed of processing and interference effect, and are 

related to a common underlying variable called “strength of processing”. Furthermore, 

Cohen et al. (1990) argued that this model will show three things. The first point is that the 

model will show that processing strength is a continuous function of practice. The second 

point is that the strength of two competing processes is relative, which drives the 

interference effect. The third point is that attention is given to processes with the greatest 

strength.  

   The Stroop effect consists of two processing pathways. One pathway processes the 

colour, and the other processes the reading of the word. These pathways ultimately come 

together to drive a response.  The illustration below shows that Cohen et al. (1990) divided 

the processing path into three tiers: input units, immediate units, and output units. The 

input units are on the bottom and converge through connections to the intermediate units 

and then through connections to the output units. The output units are located at the top 

of the figure. The input units for ink colour and word are connected to all intermediate 

units in their respective ink colour and word pathways. Each input unit has a constant bias 

term and is added to the net input. The intermediate units from both pathways converge 
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on all the output units. Cohen et al. (1990) state that the processing is feedforward, with 

stimulus-activating units starting at the input level. As units get activated, their relative 

strengths build up and propagate through to the intermediate units and finally to the 

output unit. When a threshold is exceeded, a response is triggered. The reaction time is the 

sum of time it takes to exceed the threshold. In the centre of the diagram are two task 

demand units or attention units. One is for colour, and the other is for word. This attention 

unit is connected to all intermediate units. These attention units can only be given to one 

intermediate unit. When a task demand is triggered, it “sensitises” that pathway.  

 

 

 Figure 2. Cohen et al. (1990) stated that stimuli in this model are discrete representations. 
Colour is a single input, whilst word is a single input. Only a single output is possible.  
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   Attention is the process by which one of the competing processes is selected based 

on the task demand. This happens when one of the task demands is provided. Cohen et al. 

(1990) argue that attention influences processing by interacting with the strength of 

processing to determine the pattern of the effects that result in the Stroop Effect. Cohen et 

al. (1990) state that attention could activate task-appropriate units, desensitise 

inappropriate units, or do both. The use of constructs and attention at the input level would 

indicate input from prior cognitive processes. Cohen et al. (1990) address this when they 

argue that this model would treat any input as information to be processed and that the 

model is flexible enough to be expanded to include several parallel processing paths. 

               The phenomenon is undisputedly associated with higher-level mechanisms, and 

thus, the task is often called indexing “cognitive inhibition” (Bjorklund, 2002). In summary, 

the rationale for using the Cole and Skarratt motor inhibition paradigm was, as described 

above, to use a task that indexes pure motor inhibition (with minimal higher-level processes 

being involved). The rationale for using the Stroop paradigm is that it is also thought to 

reflect response/motor-based inhibition but crucially involves higher-level executive 

functioning.   
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                                                                 Experiment 1  

              The principle aim of the first experiment was to assess whether the motor-induced 

motor-inhibition paradigm reliably occurs in older children and in the particular way the 

present author ran the task. The experiment will also assess whether the particular variant 

of the Stroop paradigm reliably shows interference in the cohort.1  

              Participants performed the basic motor-induced motor-inhibition paradigm and a 

keyboard response-based 2-alternative-forced-choice version of the basic Stroop task. This 

extremely stripped-down version of the Stroop paradigm was designed for simplicity; 

children aged ten years (and upward) needed to perform that task at home. Without the 

experimenter’s instructions and guidance. The author is also unaware of any previous 2-

alternative-forced-choice version of the Stroop, another reason why it needed to be tested. 

On each trial of the Stroop task, a single word (“RED” or “GREEN”) appeared in the centre of 

the display. The word would be written in either green or red ink, and participants were 

asked to indicate the colour by pressing one of two buttons. The motor-induced motor-

inhibition paradigm is shown in Figure 1.  

 
1 The present PhD began in October 2019. By the end of February 2020, ethical approval had been given (see 
Methods section), the literature review completed and largely written-up, and the two tasks to be used in the 
present chapter ready to be undertaken by the students at the school where the author worked as a maths 
teacher. The pandemic then occurred, and all university testing was ceased. By the time it became clear that 
this would be prolonged the summer holidays had begun meaning that testing could not begin until  
September 2020 at the earliest. At this time the author decided on a different experimental testing approach. 
This involved learning to program the experiments using the PsychToolKit platform so that pupils could 
undertake the testing remotely on their own device at home. Although this is not ideal, the data reveal that 
remote testing is not of concern.  
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Method  

Participants  

  There were 18 participants, ten male and eight female, all of whom attended a local 

comprehensive school in Sudbury, Suffolk. They were aged between 15 and 18 and were 

recruited from the middle academic sets, which means that they are of average intelligence 

as measured by a standardised scaled score that was received after taking their SATs, 

standard attainment tests, also known as the national curriculum assessment, that was 

administered to them at age 10-11.  SATs are national curriculum assessments with validity 

and reliability monitored by the Standards and Testing Agency (STA), an executive agency 

within the Department for Education (DfE). The validity and reliability of these examples are 

guaranteed by law, with a report required by parliament to be produced yearly to evaluate 

the prior year's results.  At the end of Key Stage 2, the scaled score 100 on the national 

curriculum tests represents the “expected standard” defined by the Department for 

Education (DfE). This score predicts a pass of 4 on eight different GCSE tests at the end of 

year 11. Standardised scores compare a pupil’s performance to a nationally representative 

sample of pupils from the relevant year group, who will have all taken the same test at the 

same time of year. The normal distribution of scores means that about two-thirds of pupils 

will have standardised scores between 85 and 115. Almost all pupils fall within 70 to 140, so 

scores outside this range can be considered exceptional. All students selected for this study 

had a scaled score between 100-110, firmly in the average. For 2022 in England, 65% of all 

students scored 100 or above on their SATs. The average score was 105. All children, 

regardless of ability or disability, must take the SATs. (Key Stage 2 Attainment: National 

Headlines, Methodology, 2022) 
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   Psychometric validity data is available in Appendix B of each year's validity 

framework report provided by the Standards and Testing Agency online at  

https://assets.publishing.service.gov.uk/. Each subject area has its report.  

Stimuli and Procedure  

            The Stroop task: Two possible words could appear: RED or GREEN. These were either 

written in red ink (RGB colour values = 237, 28, and 36, respectively) or green ink (34, 177, 

and 76), which generated four possible trial types. The font was Arial Bold, and on a 32 cm x 

20 cm display, the letters were 15 mm in height and 10 mm in width.   

             The motor-induced motor inhibition task: Participants were presented with the 

letter “A” or “B” in the centre of the display. This was Arial font, 0.7° in height and 0.6° in 

width, and black (RGB = 0, 0, 0). No fixation cross was present (the letter effectively acted 

as a fixation stimulus). There were two kinds of display where the two lines occurred. The 

lines either differed in length or were the same. When they were the same, they could be 

three different sizes (1.3°, 2.5°, or 3.4°). On “foils”, in which the lines were different sizes, 

the difference in length would either be relatively significant (0.6°), medium (0.3°) or small 

(0.2°). This made the discrimination relatively easy, medium, or hard. The lines were 

positioned so that their centre was 10° (on a 32 cm x 20 cm monitor) to the left or right 

from the centre of the display.  

Design and procedure  

            The Stroop task: Participants were instructed to rest their index fingers on the “R” 

and “G” buttons. They were further instructed to identify the colour of the printed word, 

ignoring the written word’s meaning. If the participant saw red ink, they were instructed to 



73 
 

press “R”; if they saw green ink, they were instructed to press “G”. In each trial, a word 

appeared in the centre of the display until a response was made. The inter-trial interval was 

1500 ms. The dependent variable was the time to indicate colour ink via button press for 

each word presentation. A single block was presented where one hundred and ninety-two 

trials occurred (96 congruent and 96 incongruent). The four trial types were presented in a 

pseudo-random order. The experiment was run via the PsychToolKit (Stoet, 2010, 2017) 

platform, a well-established experiment-generating system that supports millisecond 

timing. The task occurred “remotely”; participants accessed the experiment on their device 

via a web link. This directed them to an introduction message that provided general 

background about the study (e.g., ethics information and approval number) and stated that 

a keyboard was required.   

             The motor-induced motor inhibition task: The trial sequence is represented in Figure 

1. Participants were instructed to discriminate the central letter via a button press on their 

keyboard (“A” for the letter “A” and “B” for the letter “B”). When a response was made, the 

letter disappeared, and 500 ms later, the two lines appeared, and participants were asked 

to decide which of the two was longer. Ninety-six trials were presented in total. Seventy-

two were the trials of central interest, and 24 were the foils. Foils were presented to reduce 

the likelihood that participants would eventually realise that the lines were the same size 

and, as stated above, to induce uncertainty. All the trial types were presented in a 

pseudorandom order.   

            The University approved the experiments described in the present thesis of  

Essex Department of Psychology ethics committee or the University of Essex faculty of  
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Science and Health Ethics Committee (Ethics numbers: ETH1920-0503, ETH2122-1943, 

ETH2223-0218, ETH2223-0216, & ETH2122-0164).   

Results   

The Motor Inhibition task  

            The mean error rate for the letter discrimination task was 14.0% (SD = 9). A one-

sample t-test found that participants were less likely to make a repeat button press (39%) 

compared with the chance value of 50%, t(17) = 4.3, p = 0.001, d = 1.0 (see Figure 2). In 

other words, when a person has just made their response in discriminating the letter, they 

are then less likely to make the same response on the following line length judgement task. 

For example, if they just pressed the right-hand button (because the letter “B” appeared), 

they tended to indicate that the left line was longer; they had inhibited a correct response. 

Although repeat responses (726 ms) were 34 ms slower than “switch” responses (692 ms), 

these were not significantly different, t(17) = 1.3, p = 0.22, d = 13.   

The Stroop task  

             One participant’s data was not used for the Stroop task because they did not achieve 

75% correct ink colour response accuracy2. With this participant removed, the mean error 

rate was 4.0% (SD = 6.5). A within-participant t-test revealed that it was incongruent.   

 
2 In Experiments 1-3, all participants are included in the analysis for the motor inhibition task, even one who 
generated 34% errors on the letter discrimination task. This is because the analysis for that task concerns 
whether the participant repeated a response or switched responses (irrespective of how they responded on 
the discrimination).  
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Figure 2  Results from Experiment 1. The bars show means with standard errors.  

  

reaction times were significantly slower than congruent, t(16) = 3.9, p = 0.001, d = 0.72. 

Although there was a medium effect size (d = 0.66), error rates were not significantly 

different, t(16) = 1.9 p = 0.072, (congruent errors = 1.4% (SD = 2.0); incongruent errors =  

6.0%, (SD = 9.2).                  

  

              The results from Experiment 1 have shown that the motor-induced motor response 

effect is reliable. The data closely replicate those of Cole and Skarratt (under review, 2022). 

The results also show that the effect is robust enough to occur under the conditions in 

which it was carried out remotely. The same is true for the Stroop effect. This showed a 

significant 195 ms effect. Both findings give the present author confidence that the 

paradigms can be used for the present research.    
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                                                     Experiment 2  

The present experiment  

              In Experiment 2, the two paradigms used in Experiment 1 were again employed. 

Indeed, the present experiment can be seen as a direct replication of the first study, except 

that the two tasks were each undertaken by a group of ADHD children and a control group. 

This experiment will explore the possibility that the attention deficit symptoms of ADHD are 

due to a failure of inhibitory regulation of lower-level or bottom-up inhibitory functions. By 

comparing the inhibition of a cognitive task with a motor task, we can categorise the failure 

of inhibition predicted to occur with the ADHD group into one of 3 cases: solely a cognitive 

inhibitory failure, solely a motor inhibitory, or some combination of both types if the ADHD 

was found to have difficulty with the motor task, and not with the Stroop task that would 

indicate a specific type of inhibitory control difficulty.  Furthermore, and equally significant, 

this absence of inhibition should not occur on another response inhibition task but one that 

does involve higher-level cortical processes (i.e., the Stroop task). Such an overall effect 

would show that there is not an absence of inhibition per se but an absence that results 

from non-cortically based mechanisms.   

Method  

All aspects of the method were described in Experiment 1 with the following 

exceptions: 41 participants aged 14 to 18 years. The control group consisted of  

Twenty-five students, ten male and 15 female. The ADHD group consisted of 16 students, 

nine males and seven females.  The two groups had comparable cognitive ability and age. 

The control group were selected from the academic middle sets of the school and can be 
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considered cognitively average, as measured by the standardised SATS test administered to 

all students. The ADHD group consisted of children with no identified comorbidities and the 

ADHD-C subtype. Their medication status could not be reliably obtained. They were also of 

average cognitive ability and had a formal diagnosis of the disorder on record at the school.  

 Concerning design, the Stroop experiment was a 2 x 2 mixed design with Group.  

(ADHD, control) and congruency (congruent, incongruent) as the two factors. As in 

Experiment 1, the motor-inhibition task compares the frequency with which a participant 

repeats a button press (after the letter discrimination task) against the chance value (50%) 

for both groups.   

  

Results   

The Motor Inhibition task  

            For the control group, the mean error rate for the letter discrimination task was 

17.0% (SD = 14). A one-sample t-test found that participants were less likely to make a 

repeat button press (again compared with the chance value of 50%), t(24) = 5.574, p = 

0.00001, d = 1.1. As Figure 3 shows, participants made a repeat button press in 38% of 

trials. In terms of reaction times to make repeat and switch presses, the difference  
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Figure 3. Results from Experiment 2.  

  

was not signifiant, t(24) = 2.01, p = 0.06, d = 0.23. As with Experiment 1, repeat responses 

(743 ms) were slower than switch responses (720 ms).              

             For the ADHD group, the mean error rate for the letter discrimination task was 

19.0% (SD = 11). A one-sample t-test found that participants were more likely (66%) to 

make a repeat button press than chance, t(15) = 3.4, p = 0.004, d = 0.85. RT had no effect 

on repeat and switch responses, t(15) = .256, p = 0.8, d = 0.04, (repeat response RTs = 719; 

switch response RTs =728).  

The Stroop task  

            One participant’s data was not used because they did not achieve 75% correct ink 

colour response accuracy. The means for the congruent and incongruent conditions for 

both groups are shown in Figure 3. A 2 x 2 mixed ANOVA revealed a main effect of 
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congruency, F(1, 39) = 7.6, p = 0.01, d = 0.6, and a main effect of group F(1, 39) = 5.858, p = 

0.02, d = 0.63. The interaction was not however significant, F(1, 39) = .32, p = 0.57, d = 0.04.   

Discussion   

            Experiment 2 has revealed that a group of typically developed adolescents show 

motor-induced motor inhibition. As with Experiment 1 and Cole and Skarratt (under review, 

2022), they inhibited a motor response they had just performed, which manifested itself on 

the line judgment task. However, this effect did not occur in the ADHD group. Indeed, these 

individuals showed the opposite effect; they tended to repeat their responses rather than 

inhibit them. Furthermore, the Stroop effect in the ADHD group was no different to that of 

the control group.   

            This shows that lower-level motor inhibition was absent in the ADHD group, but 

inhibition that includes a range of high-level processes (e.g., Stroop) was intact. This 

suggests that the difficulty for the ADHD children concerned (motor) inhibition that does 

not involve higher processes.  
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Experiment 3  

                Experiment 3 was designed to test further the theory that the underdevelopment 

of structures within children can adversely affect motor inhibition. The same two paradigms 

were again used (i.e., the motor inhibition effect and Stroop), this time on a group of 10- 

and 11-year-old children. Since structures within children's brains are not yet fully formed 

at these ages, it is predicted that their inhibitory function is also not fully formed. These 

participants should fail to show a typical motor inhibition effect whilst retaining a typical 

Stroop effect. In effect, the present experiment assumes that, in terms of brain structural 

and developmental functioning, children aged 10-11 would have similar performance 

characteristics as Older ADHD children who have yet to develop. Young children can, 

therefore, be used as a proxy for ADHD; both have an underdeveloped motor inhibition 

system.  

Method  

All aspects of this were as described in Experiment 1 with the following exceptions:  

There were 35 participants, all aged 10 or 11 years. They were selected from the same 

school as previously described.   

Results   

The Motor-Inhibition task  

            The mean error rate for the letter discrimination task was 23% (SD = 12). A one-

sample t-test found that participants were not less likely to make a repeat button press 

(47%) compared with the chance value of 50%, t(34) = 1.1, p = 0.3, d = 0.18. The means are 
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shown in Figure 4. There was no difference in reaction times between repeat and switch 

responses, t(34) = 0.153, p = 0.88, d = 0.01, (repeat response RTs = 756; switch response RTs 

= 753).   

  

Figure 4. Results from Experiment 3.  

  

The Stroop task  

           Three participant’s data were not used because they did not achieve the 75% 

threshold for accuracy. A within-participant t-test revealed that incongruent reaction times 

were significantly slower than congruent, t(31) = 3.0, p = 0.005, d = 0.41. (See figure 4). 

There was also a significant effect of error rates, t(31) =7.1, p = 0.001, d = 1.0, (congruent 

errors = 6.2%; incongruent errors  = 11.3%).  

Discussion  

              Overall, the present experiment has found an absence of the motor inhibition effect 

but an intact Stroop effect. These results support that children aged 10-11 have 
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underdeveloped brain regions responsible for motor inhibition. These similarities to older 

children with ADHD warrant further investigation if one narrows down a specific area of the 

brain as a candidate for a centre of motor inhibitory control that is underdeveloped in 

children and people with ADHD. By themselves, these results are not strong and 

unambiguous support of the basal ganglia motor inhibition hypotheses; indeed, many other 

variables remain that could explain motor inhibition differences that are related to the 

brain's overall development with age, not exclusively differences sourced within the basal 

ganglia. However, it is interesting to note that the observed differences in inhibitory control 

only occurred between the two groups for the motor task, implying that overall brain 

development for cognitive inhibition was similar between groups except for the brain 

structures regulating motor inhibition. The children aged 10-11 in this experiment were also 

shown to have difficulty with the motor-induced motor inhibition task, as observed in the 

ADHD groups from Experiment 2. In contrast, all groups retained an inhibition effect that 

inhibits high cortical areas (i.e., Stroop). The fact that motor inhibition was absent for the 

participants in the present experiment suggests that children aged 10 and 11 show an 

absolute absence of the motor inhibition effect, as opposed to a false negative. 

  Chapter Discussion  

              ADHD is characterised, in part, by a failure to inhibit behaviour. The present chapter 

has examined the hypothesis that this failure is partly due to the structures in the brain that 

manage the regulation of motor inhibition either not fully functioning (ADHD group) or are 

not fully developed (age 10-11 group).  Results have shown that when a task/effect requires 

cortically modulated cognitive inhibition (e.g., Stroop), the phenomenon is observed in both 
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ADHD and non-ADHD individuals, including children aged 10 and 11. In contrast, an 

inhibition effect that relies on “pure” motor processes with limited cortical involvement is 

this sound reasoning inhibition was not present in ADHD individuals, nor the young 

children. This suggests that the inhibition problems associated with ADHD may be due to 

compromised structures in the brain that regulate motor inhibition and not a generalised 

inhibitory dysfunction.   

              In sum, the present chapter has provided evidence that typical children aged 15- 

18 has a significant cognitive inhibitory effect, as expected in the Stroop task, and a 

significant inhibitory effect in the novel motor task. When this experiment was repeated 

with a control group and an ADHD group, the control group continued to have the same 

inhibitory effect. However, the ADHD group had mixed results.  

The ADHD group showed a cognitive inhibitory effect in the Stroop task whilst not having a 

significant motor inhibitory effect. Finally, the younger students retain the Stroop effect but 

do not have motor inhibition.   
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Chapter 3 
Motor Control  

                 Motor control is an organism’s ability to regulate movement using the nervous 

system to initiate, direct, and regulate purposeful movement. It is often considered to have 

driven the development of the brain (Wolpert, 2011). Movement is accomplished through 

integrating and managing sensory information to produce muscle movement to achieve an 

intention or goal. This action plan is coordinated with the central nervous system and is 

executed through the motor neurons in the brain stem and spinal cord to the muscles. As 

reviewed by Wolpert and Flanagan (2001), sensory feedback is supplied to the central 

nervous system by the movement in a feedback loop, which helps to regulate the 

movement. This regulation can take the form of modification, ending, or continuation of 

the movement until a decision that the movement has met the intended goal. The final step 

is to store the performance of the movement for future use when circumstances call for 

this motor movement.   

                Motor control in humans is a broad category that includes reflexes and directed 

movements. Voluntary movements can be further broken into two types: gross motor 

control (the subject of the present chapter) and fine motor control (the subject of the next 

chapter). When the nervous system is degraded in some way, as with ADHD, the impaired 

individuals may find it challenging to produce the functional motor movements necessary 

to accomplish their intentions and complete relevant tasks. In an educational setting, 

controlling motor movements is essential for tasks such as writing. In addition to being 
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linked to achievement, control of motor movements is seen as “good behaviour” in most 

educational settings.    

  Unlike fine motor control (e.g., picking up a small item with the index finger and 

thumb or writing), gross motor control coordinates large general movements such as 

throwing a ball or waving a hand. This set of skills is acquired during childhood and is a 

central part of the motor learning maturation process. The World Health Organization 

published a study (Onis, 2007) of gross motor skill developmental milestones that states 

that the ability to move using large muscles begins at birth, if not before, and is learned 

throughout childhood as the various skills develop (Onis, 2007). Children typically develop 

gross motor skills along a predictable timeline, starting with the ability to control the head 

and ending with controlling and manipulating the toes (Onis, 2007).  

Theories of Motor Control  

     Motor control theories commonly desire to explain the production of reflexive, 

automatic, adaptive, and voluntary movements. These theories have considered the 

nervous system's information processing, including the sensory input, motor output, and 

central processing of multiple processing loops, all working simultaneously at multiple 

levels within the system. The main theoretical accounts are Reflex Theory (Sherrington, 

1906), Dynamic Systems Theory (Bernstein, 1966; Turvey, 1977; Kelso & Tuller, (1984). 

Thelen, 1987), Hierarchical Theories (Adams, 1971), Ecological Theory (Gibson & Pick, 2000) 

and the Systems Model (Shumway-Cook, 2007). 

 The role of inhibition as a means of managing motor control was explored in this 

experiment. In this particular case, the timing of actions and the management of strength 
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require a level of control to complete the dice-rolling task successfully. Suppose a person 

cannot utilise inhibitory functions, even with the exertion of mental effort, a characteristic 

of ADHD. In that case, there should be a significant difference in performance between 

AHDH participants and their typical peers.   

Reflex Theory (Sherrington, 1906)   

Sherrington’s influential book, Integrative Action of the Nervous System, contained 

the idea later called the Reflex Theory of Motor Control. He coined the term synapse and 

established the idea of inhibition in neuronal function (Elsevier, 1965).  As noted by Levine 

(2006), his text The Integrative Action of the Nervous System also provided the conceptual 

framework for a century of research on the mechanisms of synaptic transmission and the 

neuronal discharges associated with perception and action. Reflex Theory sought to 

demonstrate how the reflex is the most straightforward unit of nervous system integration. 

Sherrington was the first to propose that the synapse was where the reflexes interact. 

Another key idea is that a synaptic nervous system was a key evolutionary innovation that 

would later provide the neurological building block for further evolutionary developments 

within a broad central nervous system, such as the cerebrum and cerebellum. Inhibition at 

the neuronal level would later be expanded to inhibitory neural pathways throughout the 

brain and inhibitory functions that manage data movements throughout the brain and 

central nervous system, including motor inhibition.  

Hierarchical Theory (Adams, 1971)  

  Hierarchical Theory proposes that movement control is entirely top-down, i.e., it 

never results from a bottom-up stimulus-driven process. As noted by Broadbent (1977), 
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Hughlings Jackson emphasised the hierarchical nature of the brain by pointing out that 

higher, middle, and lower levels of control exist that correspond to the motor cortex and 

spinal areas of motor function. This theory was developed in response to the Reflex theory 

of Magnus (1925). Magnus examined the functional reflexes of individuals at different ages 

and found that certain reflexes were only present when cortical damage was present. This 

implied that reflexes were part of a motor control hierarchy, with higher centres inhibiting 

lower reflex centres. Continuing this line of reasoning, Schaltenbrand (1928) noticed that 

motor control seems to develop with the appearance and disappearance of complex 

reflexes. These reflexes were organised around a progression of hierarchically organised 

reflexes that emerged and replaced primitive collections of reflexes. He also noticed that 

damage or pathology in the brain may freeze development at the point of injury. In 1938, 

Weisz proposed that reflex actions were organised hierarchically. He collected data on 

children’s developmental ability to sit, stand, and walk. These observations and 

experiments coalesced into a theory of motor control that proposes reflexes as being 

nested within the central nervous systems’ hierarchical control (Weisz, 1938). Gesell and 

Armatruda (1941) provided more detailed descriptions of the reflexes seen in infants as 

they matured. As the infants’ movements developed, this was attributed to the maturation 

of the central nervous system. During this development, layers of hierarchy developed, 

giving better control over the nested lower-level reflexes.   

 The theory proposes that higher centres of the central nervous system control and 

regulate subordinate parts of the nervous system. This theory rejects the monosynaptic 

stretch reflex and other bottom-up reflex movements as not entirely outside top-down 

control. At the core of the theory is the nervous system's organisational style, which 
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comprises a hierarchy of descending commands built into the nervous system, which 

includes a series of nested reflexes within the hierarchical system’s ultimate control.  

Meaningful or volitional movements are started spontaneously and then regulated by 

sensory feedback nested within the various reflexes.   

In Experiment 4 (see below), the dice-rolling task requires a specific amount of force 

from the gross motor action that engages the arm. To succeed in this task, the hand and 

arm must complete a roll that is inhibited enough to keep the dice on the workspace. 

Keeping a die on a table becomes a salient sensory feedback reference as feedback from 

prior rolls is processed with inhibitory adjustments being made on the fly. As the individual 

rolls the dice, they will discover that after the initial spontaneous action of the first attempt, 

they either met their goal or did not. If it is the case that they rolled the dice off the table, a 

typical child can inhibit multiple levels of force by dialling back the strength of the roll. 

Many levels of force need to be managed because all the nested muscle systems are 

employed to roll a die. This task is similar to other motor tasks that require a specific level 

of inhibitory control over the lower nested motor reflexes. In other similar tasks, Bobath 

(1948) and Brunnstrom (1956) found that damage to the brain contributed to symptoms 

that included difficulty inhibiting motor actions to complete motor tasks successfully.  

Bobath (1948) and Brunnstrom (1956) proposed that when damage to higher 

centres of control occurs, lower centres of control manage movement, resulting in less 

intentional control. Their work led to the development of physical therapy to assist stroke 

victims and people living with cerebral palsy. Strict adherence to hierarchical control has 

been modified to accommodate known instances of bottom-up control (Shumway-Cook & 

Woollacott, 2007); however, it has been recognised that each level of the central nervous 
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system can control subordinate levels and are task-dependent. This modification to a strict 

top-down hierarchy allows for the flexibility of a system to complete motor movements 

that can be matched with observation. It should also be noted that reflexes are no longer 

considered the sole determinant of motor control. Reflexes are now seen as one of many 

tools available to the central nervous system that can be deployed to generate and control 

motor movements (Shumway-Cook & Woollacott, 2007).   

Systems Model (Shumway-Cook & Woolacott, 2007).  

               Systems theory proposes that movement results from the interaction of three 

central factors: the task, the individual, and the environment. These three factors are 

developed within themselves as a resulting constraint created by the interaction of the 

constituent parts of the significant factor. Tasks that require movement are thus broken 

down into three attributes. The resultant functional movement is partially affected by the 

result of the individual to manage interactions between stability, mobility, and 

manipulation. Stability is the ability to regulate posture during the commission of a task. 

Mobility is the gross motor movements of the body within the larger environment. 

Manipulation is the ability of the individual to engage objects in the environment, although 

this tends to be associated with fine motor skills.   

              The individual's general factors contributing to functional motor movements are 

cognition, perception, and action. As the name suggests, the latter is an individual’s motor 

capabilities. Body mechanics constrains functional movements as they relate to the 

intended action. The peripheral nervous system, cerebellum, basal ganglia, and motor 

cortex also apply the constraint on functional action.  Perception constrains motor 

movement by detecting relevant sensory information that regulates a motor task. This is 
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accomplished through feedback during the motor action. It can be visual, auditory, 

vestibular, or haptic feedback. Cognition plays a role in motor movement by considering the 

individual’s ability to manage and access attention, motivation, emotion, learning, and 

memory whilst completing a functional motor movement. With this model, it is essential to 

recognise that motor impairments can be related to an individual’s memory, attention, or 

motivation impairments, leading to atypical motor movements or an inability to perform 

them. The symptoms of ADHD include difficulty with attention and hyperactivity, a type of 

atypical motor movement.  This theory of motor movement is ideally suited to explaining 

the symptoms of ADHD.   

               The final factor comprises regulatory and non-regulatory constraints derived from 

the environment (Gordon, 1987).  Regulatory constraints are features of the environment 

that constrain the form/organisation and function of the motor movement. For example, 

when someone is walking on ice, one cannot walk the same way one could on a dry 

pavement. The individual must thus change many functional movements to compensate for 

the constraints of the environmental conditions. The environment's regulatory 

characteristics constrain how the body can act when completing a motor movement. 

Nonregulatory features are constraints that can affect motor movement, but movements 

are not forced to conform. A person may stop crossing a street due to the sign indicating 

that they should not, or they may stop talking in a library due to customs.  

Consequently, this theory has top-down control as a central feature.  

Central to the theory is the interaction of motor actions within a dynamic 

environment. Each cell is thought to play a role in the movement, each having an almost 

infinite number of possible outputs or degrees of freedom. To manage this near-infinite 



91 
 

degree of freedom, the researchers who contributed to the model attempted to find the 

organising factor of the movement for each cell involved in the movement and how the 

organising principle was regulated and directed in a coordinated way that was also 

responsive to the environment. Kugler, Kelso, and Turvey (1980) stated that the constituent 

parts of the motor movements that each cell is responsible for are unified by a self-

organising principle. These individual parts come together and behave collectively without 

needing a higher organising centre.   

  In sum, the central claim of this model is that movement is an emergent property 

resulting from the interaction of multiple elements. The behaviour results from self-

organising principles based on the properties of those elements and modulated by 

environmental or neurological constraints. As these constraints change, so do the self-

organising principles associated with them. However, neural structure does play a less 

critical role in this model as the constraints apply the self-organising principle separate from 

neurological control derived from top-down processing.   

Gross Motor Control in ADHD  

  In a meta-analysis of motor skills, Kaiser et al. (2015) found that motor skills are 

often impaired in ADHD across a spectrum of impairment, deficits in both fine and motor 

skills are prevalent, and more than half of ADHD can improve their motor skills with 

medication. Finally, motor skills deficits can be attributed to a comorbidity of inattention 

and lack of inhibition. These findings predict that ADHD children should have difficulty with 

motor skills tasks such as the die rolling task.  

Harvey et al.  (2009) reported that children with ADHD had difficulty combining 

movements required to play sports and performing individual movements by assessing 
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gross motor skills in activities such as ball catching (Ho et al., 1996). Harvey and Reid (1997) 

also found that children with ADHD scored lower on the performance criteria of locomotor 

skills than control groups. The skills measured included the ability to run, gallop, hop, leap, 

horizontal jump, skip, and slide.  Also measured were object control skills like stationary 

bounce with a ball, catch, kick, and overhand throw. Later evidence from Harvey and Reid 

(2005) further demonstrated that many children with ADHD have difficulties performing 

locomotor and object control skills.     

  Hung et al. (2013) examined the relationship between motor ability and inhibitory 

control in children with ADHD using a neuroelectric approach. The authors asked 32 

children (mean age of 8.9 years) to complete a battery of tests included in the BMAT (Basic 

Motor Ability Tests revised). The BMAT includes seven subtests, with each subtest assessing 

different motor abilities. For example, a basketball throw for distance was used to test arm 

and shoulder explosive strength, bead stringing to test bilateral eye–hand coordination and 

dexterity, target throwing to test eye–hand coordination associated with throwing, marble 

transfer to test finger dexterity, back and hamstring stretch to test the flexibility of the back 

and hamstring muscles, a standing long jump to test the strength and power in the thigh 

and lower leg muscles, and ball striking to test coordination associated with striking. In 

addition to the BMAT, a Go/No-Go task was also administered to these same participants.  

Analysing event-related potentials (ERPs), Hung et al. (2013) found that ADHD children with 

better motor abilities exhibit better inhibitory control than ADHD children with worse 

motor abilities, suggesting a mitigating effect of inhibition on behaviour.   

                Chen et al. (2011) asked children with ADHD aged 10 to bounce a ball higher than 

the shoulder but not higher than the head. The “bounciness” of the ball was varied 



93 
 

between a soft ball, a medium ball, and a hard ball by deflating them. When throwing the 

hard ball, the ADHD group showed more variable force when striking the initial bounce area 

than the control group, resulting in more varied heights. Chen et al. (2011) stated that 

“children with ADHD have a poor ability to maintain stable force control performance when 

throwing balls and that ADHD participants showed poor performance with low overall 

success rate when throwing balls.”   

              As used in the present experiment, the gross motor skill of dice rolling requires 

whole-arm use and, as with throwing, a locomotor action in the wrist to control downward 

movement. Similar to the target throwing task in the BMAT and the ball throwing 

experiment used by Chen et al. (2011), movement is limited by the particular goal, in the 

present case, limiting the strength of a throw to prevent dice from rolling off a table. In a 

pilot study, Chen et al. (2011) showed that motor tasks are difficult for ADHD children to 

regulate. They also noted that it is problematic for such children to regulate motor actions 

when the objects react energetically (i.e., a hard ball, marble, or a dice). Hung et al. (2013) 

measured the participant's inhibitory control on a spectrum using event-related potentials. 

Students with higher levels of inhibitory control were found to have higher levels of motor 

control.   

  Finally, Barkley (1997) stated that children with ADHD have self-regulation 

difficulties and deficits in the ability to proceduralize or perform known motor actions. 

Barkley argues that their “declarative knowledge”, or the gross motor actions that a child 

with ADHD describes, often differs from the gross motor action an outside observer sees. 

When the ADHD person describes their intended action, it is often the correct action, which 

Barkley referred to as a correctly proceduralized action. The difference between the 
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“declarative knowledge” and the actual action is attributed to that particular individual’s 

inhibitory control. This suggests that top-down processes remain intact; however, the 

bottom-up execution of gross motor actions, specifically those nested actions required, for 

instance, to roll a die, cannot be “proceduralized” due to dysfunctional inhibitory control 

(Hung et al., 2013). Barkley (1997) argued that “ADHD is more a problem of doing what one 

knows rather than knowing what to do”. In other words, Barkley (1997) argued that 

children with ADHD had access to the schema of the dice-rolling action. However, the 

motor actions to deliver the scheme suffered from diminished behavioural inhibition of the 

executive functions that regulate the implementation of the specific action, specifically the 

ability to respond to feedback from prior rolls. In the present dice rolling experiment, 

children know how to roll the dice, but they find it difficult to dial in the strength required 

to keep the dice on the table in a new or novel circumstance, even with the schema of dice 

rolling action intact. They are aware of the ability to inhibit the strength of the motor action 

of the roll, as indicated by attempts to change their roll strength.  In the experiment, a 

reward was offered to those who could achieve the goal to encourage and help motivate. I 

argue that in the experiment, the ADHD participants, compared to controls, do not have 

enough inhibitory control over this specific nested motor function located lower down the 

motor control hierarchy, as proposed by Bobath (1948) and Brunnstrom (1956). As the 

inhibitory control to regulate the strength of the throw is outside of top-down control, the 

action is dysfunctional due to diminished inhibitory functionality. A ball skills test conducted 

by  Piek et al.(1999) found a significant deficit in gross motor ability for the ADHD-C group 

compared with the comparison group. Pitcher et al. (2003) used different ball skills and a 

Purdue pegboard task measuring finger and hand dexterity. They found that the outcomes 
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for ball skills (gross motor) and pegboard skills (fine motor) supported the prediction of a 

greater performance deficit for the ADHD-PI and ADHD-C groups compared to the 

comparison group.     

ADHD and Spatial Cognition 

   Feldman and Huang-Pollock (2020) investigated the spatial cognition performance 

of 99 ADHD children aged eight to twelve years by comparing their performance with 207 

non-disabled peers using a mental rotation task. They found that the performance of 

children with ADHD was less accurate and variable than non-ADHD controls, but there were 

no group differences in mean response time to trials in the task.  

   Children were asked to pick a rotated stick figure with two salient features: a yellow 

dot on the right hand and a black dot on the left foot. The stick figure was rotated in 

quarter turns randomly around a circle, with some stick figures being congruent to the 

original upright one, whilst others being incongruent with their salient features. ADHD 

children did not take longer to make their choices but made fewer correct choices.   

   Feldman and Huang-Pollock (2020) found that the poorer performance on the 

mental rotation task was due to the slow rate of evidence accumulation and relative 

inflexibility in adjusting boundary separation, but not to impaired visuospatial processing 

specifically. 

   These findings are relevant to the die-rolling experiment. The die-rolling experiment 

was a natural experiment with high ecological validity, meaning that any detected effect 

will not be a subtle one thought at the expense of possible extraneous variables.  Without a 

set time between rolls of the dice, participants would have as much time as needed to 
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accumulate the evidence required to prepare for the roll. This may control for spatial 

working memory deficits prevalent in ADHD participants. Meta-analytic effect sizes for 

spatial working memory deficits in ADHD are among the largest across all neurocognitive 

domains (.63–1.06) and are more significant than effect sizes for verbal working memory 

(.43–.55) (Martinussen et al.,2005; Hayden et al., 2005; Willcutt et al., 2005), and have been 

shown to persist even after controlling for IQ, spatial memory span, and other rapid 

processing tasks (Lin et al., 2014). 

   Visual-spatial cognition in ADHD is not significantly different from their non-disabled 

peers (Feldman & Huang-Pollock, 2020; Silk et al., 2005; Vance et al., 2007; Williams et al., 

2013); however, error rates persist in visual rotation tasks. This further strengthens the 

argument that spatial working memory is the primary driver of errors in spatial cognition 

when movement is triggered due to more preparation times being required to rotate an 

image that uses spatial working memory, which is known to be less efficient in individuals 

with ADHD.  

The Social Context of Motor Movement for Those With ADHD 

   Goulardins et al. (2015) state that psychosocial problems, including ADHD, are 

hypothesised to be secondary consequences of motor problems (Cairney et al., 2013) and 

tend to appear once a child faces social and peer demands. This is apparent in early school 

years (Piek et al., 2008). Longitudinal studies show that motor skill difficulties earlier in 

childhood are related to later psychosocial problems (Lingam et al., 2012; Losse et al., 

1991). Participation in activities like sports and play also promotes the development of 

supportive interpersonal relationships and social ties in children (McHale et al., 2001). This 

creates a problem for those who experience difficulties with movement skills, which are 
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symptomatic of individuals with ADHD. Research has shown that children with motor 

problems are less likely to participate in organised (e.g., sports teams) and unorganised 

(free play) activities (Cairney et al., 2005), further alienating them from their peers (Boyer 

et al., 2014). Children with motor problems appear aware of these difficulties as they have 

reported lower levels of perceived social acceptance and support  

(Boyer et al., 2014; Skinner & Piek, 2001). 

   Researchers have found a connection between motor difficulties and ADHD, which 

is thought to be around 50% (Fliers et al., 2008; Pitcher et al., 2003).  Numerous studies also 

link ADHD symptoms with problems in social functioning as a result of motor difficulties 

(Frederick & Olmi, 1994; Marques et al., 2013; Nijmeijer et al., 2008; Schlack et al., 2014; 

Wehmeier et al., 2010).  

   The main body of evidence suggests that social context is not the driver of poor 

motor performance of ADHD participants. However, ADHD can drive poor motor 

performance, which in turn drives behaviour difficulties in school which has been 

established by results of Goulardins et al. (2015) that showed that ADHD and social 

problems are related, which is also consistent with the previous findings of (Antrop et al., 

2002; Coates et al., 2014; Fagan & Fantuzzo, 1999). 

   Experiment 4 was conducted in a setting familiar to the participants. The motor 

action was a naturalistic one. The children could have declined the activity, like any other 

school activity. However, none chose to, implying enough confidence in their motor skills to 

attempt the task of dice rolling 60 times without behaviour dysregulation in the classroom. 
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In this instance, students seemed to enjoy the activity but did not indicate that social 

context affected performance.  

Experiment 4 

Method  

Participants  

             There were 178 participants, all students at the same secondary state school 

previously described. They were members of the middle sets, meaning they were 

cognitively average as measured by their scores on the SAT taken in Year 6, which is used to 

place children into the middle set at the school. Students from Year 7 to Year 10 were 

present in the study. The age range of the students was, therefore, 11-14. Eighteen 

students had been diagnosed with ADHD, as recorded in school data.  

Stimulus and apparatus  

             Students were asked to roll a standard 6-sided dice 60 times during a Maths lesson. 

All students were given the same type of dice. All students were seated behind the same 

desk that measures 180 cm in length and 150 cm in width.   

Design and procedure  

               Student were told to roll their dice 60 times. A partner recorded the outcome of 

their rolls in their exercise book (i.e., the face-up number). From the student’s point of 

view, the exercise was to calculate the average number of the 60 rolls. However, one of the 

instructions was to keep the dice on the desk. Students who successfully kept their dice off 

the floor were rewarded with achievement points that are part of the school’s more 
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extensive rewards system. The author recorded all occurrences in which the dice rolled 

onto the floor.  Typically, each session (i.e., each class) comprised 20-30 students.   

Results  

               The mean number of times that the ADHD group rolled the dice off the table was 

4.7 (SD = 3.5) times. For the control group, this figure was 0.69 (SD = 1.21). These values 

were significantly different, t(176) = 9.48, p < 0.001.   

Discussion  

               Results from the present experiment have shown that children with ADHD  are not 

as able to regulate the strength of their dice rolls to keep them on the table. This is 

consistent with the ball-bouncing experiment of Chen et al. (2011). These results also 

concur with the findings of Hung et al. (2013), who reported that children with poor 

inhibitory control, as measured on the Go/No Go task, had poor motor control as measured 

by the BMAT. Returning to Barkley’s notion that “ADHD is more a problem of doing what 

one knows rather than of knowing what to do”, the dice-rolling task is something a student 

knows how to do; they have conceptual cognitive control over the action and can, therefore 

describe the “performance of the action”. It is safe to assume that children have rolled dice 

many times before being asked to perform the task in a Maths class. However, in many 

cases, children have not been asked to perform a novel action, such as rolling a die within a 

specific parameter that requires a level of inhibitory control to regulate the strength of the 

throw. In future experiment iterations, confounding variables like spatial judgements that 

direct the participant's dice throw could be controlled for, mainly where to start the throw. 
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Other considerations could be to what extent the size of the table could affect the 

outcomes of ADHD children when compared to the control group.   

In Chen et al. (2011), children were asked to keep a ball bounce to a specific height. All the 

children, both the control and ADHD groups, could bounce the ball. They knew what was 

required of the “performance”. Some of the actions required were present. For example, 

they could change the height of the ball between bounces, but they could not “dial it in” to 

bounce just between the shoulders and top of the head.  

               The findings of the present experiment also support the findings of Bobath (1948) 

and Brunnstrom (1956), who reported that by working with stroke victims to practice 

actions, they could reconnect damaged neural networks with the lower nested function to 

perform old actions again. It should be noted that Harvey et al. (2009) found that no 

amount of practice for boys with ADHD improved their ability to regulate motor control in 

sports. The authors demonstrated that stimulants could not improve the motor skills of 

children with ADHD. Other research suggests that the movements children with ADHD 

generate are quantitatively different from those of control groups (Beyer 1999; Christiansen 

2000; Doyle et al. 1995; Harvey & Reid 1997; Kaplan et al. 1998; Miyahara et al. 1995; 

Miyahara, Piek, & Barrett 2006; Pelham et al. 1990; Piek, Pitcher, & Hay 1999; Pitcher, Piek, 

& Hay 2003; Wade 1976), meaning that, unlike stroke patients, no amount of practice will 

help individuals with ADHD gains inhibitory control over lower nested motor functions. The 

aetiology of ADHD must be something that cannot be repaired with practice. No amount of 

practice in dice rolling or any other gross motor skill should improve an individual’s ability 

to regulate motor actions. This could affect how students with ADHD are managed, as 

teachers often think that ADHD children are “hyperactive” and need to participate in sports 
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to put that movement “to good use”. However, Harvey et al. (2009) found that for those 

with ADHD who participate in sports, the experience is not often positive socially, with 

slight improvement in their competitive ability.   

   Results from Chen et al. (2011) and Hung et al. (2013) are good predictors of motor 

control. ADHD individuals are known to have poor motor control, which has manifested in 

dice rolling. It should also be noted that the dysfunctional aspects found in the dice rolling 

control are linked to bottom-up nested motor actions. As Andersson and Grillner (1983) 

reported, these actions can be separated from top-down control in a threshold/step-like 

manner. For ADHD children, these nested motor actions are not being regulated by the 

basal ganglia through the feedback loops that would inhibit these nested functions. 

Without these inhibitory circuits, these nested motor actions lack refinement of action from 

sensory feedback, resulting in a lack of control that cannot be improved by practice.   
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Chapter 4 
Fine motor control  

  Writing is a ubiquitous form of visual communication comprehended through 

reading. Handwriting is successful when an individual masters the necessary motor 

movements to produce the written conventions of letters, symbols, printing or connected 

script. Idiosyncratic production of handwriting is often mitigated through standardised 

education, emphasising “neat” handwriting and an educator’s anecdotal judgement of the 

individual’s mastery of the standard form of the intended letters or shapes. The production 

of this set of handwritten conventions is often used as a starting point for young people to 

begin their development of written communication, and triumphant mastery is used to 

judge academic success. Lines that are straight, vertical, horizontal, and diagonal, as well as 

more complicated objects like circles and triangles, are often shapes that individuals begin 

to produce in a standardised form. They then move on to letter production, word 

production, and sentence writing. Sassoon (1990) stated that “People present themselves 

to the world through their handwriting and are inevitably judged by it. From our earliest 

days, success and failure are often measured in terms of neat handwriting” (Sassoon, 1990). 

It has been a long time since Sassoon’s statement. It could be argued that handwriting has 

been given less emphasis because other forms of written communication, such as typing or 

texting, have become more prevalent in our information age of mobile phones and 

computers. However, handwriting remains an essential aspect of student progress in 

education for cultural reasons and as a measure of academic attainment (Santangelo & 

Graham, 2016).   
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              Motor control is significant at the beginning of a child's developmental journey, in 

which writing needs to be efficient. I argue that deficits in motor control are apparent early 

in the development of motor movements. This includes the movement required to form the 

letters, shapes, and symbols largely disconnected from words and more cognitively complex 

collections of written language. Difficulties in motor control at this beginning point will have 

an important effect. The research reviewed below argues that individuals focus on motor 

movements when learning to write and move on to more sophisticated writing when the 

skills have been mastered. However, if one cannot completely master the motor 

movements, constant negative interactions regarding poor handwriting could cause 

attainment delays over a lifetime.  

Centres of control within the brain for handwriting  

  Before neural imaging, identifying brain areas responsible for handwriting was 

accomplished by studying dysgraphia and agraphia, usually following a lesion or disease. 

Research assessing the specific parts of the brain that control handwriting started with 

sufferers of dysorthographias, with this work tending to examine lexical and phonological 

processes (Nicolson & Fawcett, 2011). Brain imaging work (Roeltgen, 2003) identified the 

brain regions responsible for the retention and preservation of letter formation for 

individuals with apraxic agraphia. This disorder prevents the participant from tracing 

learned shapes and letters that were known before acquiring their injury. This research 

strongly implied a separation of linguistic and motor function due to the difference in lesion 

location. Work with lesion-based dysorthographians also established brain areas 

responsible for subordinate parts of the functional behaviour of handwriting (Chung et al., 

2020).   
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 As technology improved, other methods would be developed that further helped to 

locate brain regions responsible for handwriting. Using Positron Emission Tomography, 

Petrides (1995) observed brain activity whilst participants wrote dictated words. Nakamura 

et al. (2000) used functional Magnetic Resonance Imaging to examine the neural substrate 

underlying the mechanisms of Kanji and Kana writing, which has a linguistic feature unique 

to the Japanese language (see also: Katanoda, Yoshikawa, & Sugishita, 2001; Nakamura et 

al., 2012; Omura et al., 2004; Sugihara et al., 2006). Harrington et al. (2007) showed that 

drawing an object helped people with aphasia, although, intriguingly, writing words 

diminished the accurate naming of the same object. Harrington et al. (2007) also provided 

evidence that drawing activates the brain's right hemispheric and left perilesional regions. 

The undamaged right hemisphere could ‘support’ the damaged left hemisphere in aphasic 

individuals. Roux et al. (2015) argued that the support for semantic recall in the left 

hemisphere could be connected to stimulation derived from the drawing activity mediated 

by the right side. This also explains why writing could not support an individual with object 

recognition difficulties owing to the location of the lesion and the centre of linguistic recall 

being within the left hemisphere.   

Handwriting and motor control  

              Handwriting analysis of neurological disorders has shown that individuals with 

neurological impairments are more likely to have difficulties with fine motor control, 

resulting in poor handwriting. These disorders include Alzheimer’s (Cilia et al., 2019),  

Tourette’s (Mitchell et al., 2020), Parkinson’s (Cilia et al., 2019), ADHD (Capodieci, Lachina, 

& Cornoldi, 2018), And mild cognitive impairment (Chai et al., 2022). An explanation for the 

connection between poor handwriting and motor-related neurological disorders comes 
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from an analysis of the requirements of the central nervous system to produce handwriting. 

Handwriting has two components. The first is a linguistic component, and the other is a 

motor control component. One could imagine a spectrum of graphomotor control as a 

function of these two components mapped onto two axes. The horizontal axis is the level of 

neurological resources reserved for linguistic cognition, and the vertical axis is the level of 

neurological resources devoted to motor control. As a child develops automaticity in motor 

control, these neurological resources can be diverted to linguistics. Graphomotor 

behaviours that require the least linguistic resources are called drawing; those that require 

substantial linguistic resources are typically called handwriting. The identified differences in 

the quality of the handwriting are attributed to the overall amount of neurological 

resources available to an individual to complete the required graphomotor handwriting 

behaviours. They are dependent on an individual’s stage of development. 

              It is known that children who find it challenging to master the motor components of 

handwriting do not have good academic outcomes (Feder & Majnemer, 2007; Graham & 

Perin, 2007; Bangert-Drowns et al., 2004; Greenwald et al., 1999). An exciting implication 

resulting from the identification of brain areas responsible for linguistic and motor function 

of handwriting seems to be a conflation or assumption, mainly from lawmakers and 

teachers, that when a person can adequately construct words following the mastery of the 

motor skill component of handwriting, improvements in the fluency of writing will follow. In 

other words, written expressive language will improve or develop only after the individual 

has mastered the functional motor skills that result in writing. As noted, good handwriting 

includes accurate formation of shapes and letters, orientations, and size, and finally, the 

production speed of handwriting if we only focus on the output, not the writing content. 
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However, word writing encompasses processes that include sensory inputs, both auditory 

and visual, as well as an assumed shared orthographic representation of words (Folk et al., 

2002) and a graphemic memory buffer (Cloutman et al., 2009). A further issue is the 

idiosyncratic way each forms letters through a unique series of motor programming of the 

muscles (Van Galen, 1991). It is along these lines that Planton et al. (2013) stated, 

“Neuroimaging studies should be able to disentangle writing/spelling process (i.e., 

conceived as the preparation of a message and its conversation into the graphic form) from 

the unrelated input of linguistic processing, and from the non-specific motor movements.”   

              Being able to grasp a pen to draw or write typically requires the coordination of the 

index finger and thumb. This ability is seen as a milestone in infant development and 

signifies that the brain and muscles are beginning to work together to execute motor 

movements with volition. A typical child will acquire this ability at 9-10 years.  The 

successful completion of a pincer movement is at the end of a series of developmental 

building blocks, beginning with the so-called palmer grasp. This occurs when the infant can 

curl their fingers around an object against the palm; the movement needed to grasp onto 

the handlebars of a bicycle. The raking grasp typically develops next and consists of a 

motion that brings items toward the infant by curling the fingers over the object and often 

dragging the object closer. The inferior pincer grasp uses the thumb and index finger to 

hold objects.   

                Biotteau et al. (2019) attempted to isolate the kinematic and dynamic variables 

contributing to handwriting movements. These idiosyncratic variables include hand 

posture, pen grip force, and pen tilt -- all of which are mitigated to a certain extent through 

teaching. For example, students are taught to hold a pen “properly”, which tends to be 
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between the thumb and index finger. Another point made by Biotteau et al. (2019) 

concerns fluctuations in the mean speed, resulting in abnormal handwriting fluctuations. 

This is particularly noticeable in individuals with developmental coordination disorders, 

dyslexia, and individuals with ADHD (Biotteau et al., 2019).    

               A standard developmental test to assess writing readiness before entering 

reception is the Beery-Buktenica Developmental Test of Visual-Motor Integration (VMI). As 

the name suggests, the (fine) motor aspect of writing is emphasised. This tool has become 

one of the most commonly used by paediatric occupational therapists (Bagatell et al., 2013; 

Kennedy et al., 2012; Burtner et al., 2002; Dunford et al., 2013; Feder et al., 2000; Watling 

et al., 1999). The Beery VMI is a standardised norm-referenced assessment requiring the 

examinee to imitate and copy a series of progressively more complex forms. The tool gives 

nine shapes in chronological order, starting at age two and ending at five years three 

months. The Beery VMI battery consists of two additional supplemental tests: the 

Developmental Test of Visual Perception and the Developmental Test of Motor 

Coordination. When all three tests are administered together, the examiner can compare 

the examinee’s visual and motor abilities and subsequently target one or more of these 

performance skills during the intervention. Notably, using a dichotomous classification of 

assessments as either top-down or bottom-up, where bottom-up assessments are defined 

as examining small components of a child’s skills and top-down assessments focus on 

activities and participation (Brown & Chien, 2010), the Beery VMI is categorised as a 

bottom-up assessment.   
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Figure 5. From VMI Administration, Scoring and Teaching Manual. 6th Edition (Beery, 2010).  

  

                  Early research into drawing development consisted of analysis of children who 

were asked to copy drawings (Bernbaum et al., 1974; Nino & Leiblich, 1976; Simner, 1981; 

Smits-Engelsman et al., 1998). Specifically, these researchers assessed the importance of 

automating children’s graphomotor skills to free up cognitive resources for the linguistic 

requirements of handwriting (Plamondon et al., 2013). Further research into the diagnosis 

of writing disorders described a funnelling effect of a child’s expressive language in writing 

due to the constraints of the graphomotor component of handwriting (Zesigner,1995; 

Hamstra-Bletz & Blote, 1990).  

Inhibition  

   As with other motor skills, handwriting relies on inhibitory processes. Hu et al. 

(2016) identified the middle frontal gyrus as a region that connects orthography and motor 

programs specific to handwriting. It also showed that it plays a role in inhibitory control. 
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The authors also showed that the nondominant (right) superior frontal gyrus is involved in 

impulse control and that its activation modulates inhibitory control and motor urgency, an 

essential aspect of control when handwriting (Hu et al., 2016). This region is associated 

more broadly with literacy and numeracy, with the dominant (left) middle frontal gyrus 

playing a vital role in the development of literacy and the nondominant (right) middle 

frontal gyrus being responsible for numeracy (Koyama et al., 2017).  

   Using Activation Likelihood meta-analytical methods, Planton et al. (2013) 

reviewed 18 neuroimaging studies to identify brain regions used in handwriting, regions 

that also play a role in inhibition. Tasks from the study were placed in two categories: non-

specific motor/output control and linguistic control. The imaging revealed extensive use of 

the left hemisphere and sub-cortical areas. The authors concluded that the primary region 

used for writing occurred in the left superior frontal sulcus/middle frontal gyrus area, left 

intraparietal sulcus/superior parietal area, and right cerebellum. The primary motor and 

sensorimotor cortex, supplementary motor area, thalamus, and putamen manage the 

motor movements used in the creation of handwriting. The linguistic components used in 

handwriting activated the ventral premotor cortex posterior/inferior temporal cortex. 

These findings supported a tripartite division of handwriting, with writing, motor, and 

linguistic divisions working together (Planton et al., 2013).                         

Objective Measurements of Handwriting and Drawing  

             Standardised objective measures of handwriting generally come in the form of 

evaluation scales. These scales are divided into global readability and analytically based 

evaluations. Global readability is a qualitative judgement of the subject’s handwriting. 

When evaluating global readability, the individual rating the handwriting will often use 
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evaluation scales to form an overall judgment of a written sample by comparing the 

readability of the subject writing to a group of standard handwriting samples previously 

graded from “readable” to “unreadable.”  Thorndike (1910) developed the first known scale 

of global readability, which he called the “general merit” scale of handwriting, where he 

provided exemplars of “good merit” handwriting to teachers so they could compare 

student handwriting. Aryes developed a global readability scale in 1912 (Andersen, 1965) 

derived from the average time it took ten judges to read a subject’s handwriting, with faster 

average times judged as better handwriting.    

                 The Wisconsin scale, developed by Erlbacher and Herrick (1961, 1963), 

represented an attempt to improve accuracy by providing 200 samples of handwriting 

graded according to letter size, tilt, and readability for each of the three school grades. This 

scale signalled a desire to move away from the subjective measures of global readability 

into evaluative tools that used objective measures. Measures like the Wisconsin Scale were 

an early attempt to provide a commercial product to teachers and psychologists that was 

more analytical. However, these products still retained a component of subjectivity. 

Individual teachers used their judgement when comparing samples to the scales, which 

proved too cumbersome and time-intensive for teachers to use as a classroom tool (Tseng 

& Murray, 1994).   

    Whilst evaluating available handwriting assessments, Harris (1960) found that the 

preferred measures of handwriting used by teachers and researchers had started to change 

from global-subjective scales to specific-objective scales and that most handwriting 

evaluation products were starting to use norm-referencing when evaluating the criteria of 

the parts of good handwriting. These components were letterform, size, slant, spacing, and 
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line straightness (Bruinsma & Nieusenhuis, 1991). Teachers would compare their student 

samples against examples indexed to a scale. The scale would allow the teacher to rate the 

tilt, letter formation, roundness, etc. These scores would then be added together to create 

a combined score. This score could be used to norm-reference the sample for age or grade 

level, and this type of evaluation became standard for most handwriting assessments in the 

late 1960s and early 1970s (Phelps et al., 1985).   

   An early attempt to reduce the subjectivity inherent in using scales was using 

transparent overlays (Collins et al., 1980; Helwing et al., 1976; Jones et al., 1971). 

Evaluators would score a student’s handwriting based on a set criterion applied to 

handwriting that protruded from under a predetermined sample printed on a transparent 

overlay. A transparent overlay would help make specified performance standards salient to 

the evaluator.   

    Another innovation involved the use of questionnaires. Rubin and Henderson 

(1982) and Alston (1983) developed scales that relied on questionnaires completed by 

parents, educators, and other professionals. These scales would ask questions such as, “Are 

the letters that are supposed to be round indeed rounded?” (Alston, 1983). Ziviani and 

Elkins (1984) combine all the elements, including transparent overlays, questionnaires, 

scales, timed writing, and readability scales, to provide a measure for teachers. This scale 

would include the old norms for reading handwriting samples developed by Aryes (1912).   

  From the 1980s onward into the mid-1990s, until digital photography became 

widely available, the following scales were developed with varying emphasis on criteria or 

process, without any real innovation in objective measures: the Children Handwriting 

Evaluation Scale (Phelps et al., 1985), the Concise Evaluation Scale for Children’s 
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Handwriting (HamstraBletz et al., 1987), the Diagnosis and Remediation of Handwriting 

Problems (Stott et al., 1985), and the Minnesota Handwriting Test (Reisman, 1993).  

               Technology advancements made electronic pad capture of handwriting possible in 

the late 1990s. Also crucial to objective measures was the widespread use and 

development of digital photography and digital image manipulation software. Taking 

advantage of these technological advances, Remi et al. (1997) noted the lack of objective 

measures for detecting handwriting difficulties and developed a set of objective measures. 

These included the spatiotemporal and kinematic characteristics for identifying handwriting 

disorders they called ‘descriptors of automation of graphic activity’ by having individuals 

write directly onto a digitiser tablet. This digitised image would then be objectively analysed 

using an experimental protocol that contained writing exercises, including copying figures 

and writing sentences, all under circumstances requiring increasing complexity and mastery 

of graphomotor skills. The digitiser was able to record the production of the handwriting in 

real time to identify an objectively temporal component of handwriting. Remi et al. (1997) 

were interested in documenting developmental changes in letter formation and other 

graphomotor skills without addressing this spectrum's drawing side.  

    Clark (2010) stated that drawing, a fine motor skill, is the first developmental step 

toward the more sophisticated fine motor skill of handwriting. Mastery of drawing, 

specifically lines, circles, and simple shapes, would lead to an individual developing their 

skill with handwriting (Clark, 2010). Letter formation, tilt, size, and writing speed are 

measurable along a developmental continuum that starts with drawing and ends with 

sophisticated writing. It would follow that an objective measure of an individual’s ability to 

draw the constituent parts of handwriting, free from the subjectivity of prior scales, would 
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be superior to previous methods that may have been technically difficult prior to 

technological advances. By taking advantage of technological advances in digital 

photography and image manipulation software, one can potentially remove the subjectivity 

of analyses and replace it with empirical data derived from a computer’s analysis of digital 

images. This is something that assessments of handwriting using scales have been 

attempting to do since the 1960s.   

Motor control analysis with ImageJ   

                  As stated above, whatever the orthographic system, handwriting or typing, the 

writing process requires several cognitive and motor functions. As the present results show, 

these functions have an inhibitory component that can be measured objectively and 

compared across different populations. In the present experiment, the author removed all 

linguistic components and focused on the simplest of drawings: a single short, straight line. 

The author realised the potential of the ImageJ software for this use and believes that the 

technique has yet to be employed previously to analyse handwriting and, by proxy, fine 

motor control and inhibition. Lines were analysed for deviation from the straight path by 

the software. Drawing a line has little, if any, linguistic need and does not rely on any 

graphemic memory buffer, leaving only the relatively bottom-up or “pure” motor functions 

left for evaluation.   

         School exercise books record the notes and work completed throughout the 

year. One of the routines students must follow is producing a book with an excellent 

presentation of their handwritten work. Marking policies are often created in schools to 

accomplish this. In the school of the present author, the students must comply with the 

Mathematics department marking policy, which is physically glued to the inside of the front 



114 
 

cover of their exercise books. All students must underline the title, date, learning objective 

for each lesson (at a minimum) and any other critical subject headings. This produces many 

examples of lines that one can assume were intended to be of a certain length, usually to 

match the text above it. Students are also asked to make these lines as neat as possible 

during their presentation assessment. They often opt to use a ruler, but in many cases, 

students do not comply with the policy and attempt a line by hand. Again, one can assume 

that this action intends to draw a straight line. The present author went through each 

student’s exercise book until a line was found that was drawn by hand. This line was then 

digitally photographed and analysed using ImageJ—details of this process are found in the 

methods section.  

             ImageJ is an open-source image processing software developed by the National.  

Institute of Health and the Laboratory for Optical Instrumentation at the University of 

Wisconsin. It was developed in the public domain and is free to use with an open 

architecture, allowing easy program expansion via Java plugins. The use of this tool lends 

itself to high levels of credibility due to its transparency and inherent ability for method 

sharing, including the use of macros (Swedlow, 2009). Method sharing within bio-image 

research communities has streamlined experimentation with further streamlining 

accomplished by integrating R, Python, and MATLAB programs. User-written plugins for 

ImageJ have been used to analyse an extensive range of objects and images, including cells 

(Reuden, 2005), mould growth (Hundhausen et al., 2013), radiological processing (Barboriak 

et al., 2005), and automated haematology (Gering & Atkinson, 2004). Using it to make 

measurements of drawings or handwriting is a novel method of analysing characteristics of 

handwritten objects of any type. (Indeed, when the present author first came across 
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ImageJ, he assumed using the software was commonplace in experimental psychology. This 

is not the case).  

              ImageJ capability was employed to calculate area and pixel value statistics of user-

defined selections by manipulating intensity-thresholded objects in the students’ hand-

drawn lines and the fractal box count plug-in (see later). This use of the software solves the 

challenge of making measurements of highly complex, non-regular shapes. ImageJ 

(amongst many other functions) can take an image of a line and treat it like a non-straight 

piece of string. The straight-line distance from one end of the line written to the other can 

be assumed to be the distance the child is meant to traverse (although this assumption is 

not critical). This distance is compared with the length of the line when it is stretched out 

(as with string). This ratio indexes how much the line deviates from a straight path. In other 

words, it is a measure of fine motor control. This analysis was performed on lines generated 

by ADHD and non-ADHD children. It was hypothesised that children with poor inhibitory 

motor control (i.e., ADHD individuals) would have more variation in their line. In other 

words, the length of the drawn line, compared with the intended line, will be more 

significant for ADHD pupils.   
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                                                            Experiment 5  

Method  

Participants  

             There were 178 participants, all students at the same secondary state school 

previously described. Their age range was between 11-14. Eighteen of those students had 

been diagnosed with ADHD.   

Stimulus and Apparatus  

  A Nikon d610 digital camera on a tripod was used to photograph the lines from the 

exercise books. The format used was the raw image format with a resolution of 24.3 million 

pixels. The camera was focused so that the drawn line’s ends were as close to the left and 

right edges as possible in the frame of the camera's shot. ImageJ then processed this image. 

ImageJ was used to measure the line length and the line's perimeter in pixels. This 

numerical data was used to derive the fractal dimension of the line.   

Procedure: Line Drawing analysis  

              Since we are using a ratio for analysis, line length and differences in camera focal 

point are controlled. Students can take home their used exercise books at the end of each 

school year. They often choose not to, and the books are disposed of. Many hundreds of 

exercise books are therefore collected to be recycled. The abandoned books are typically 

anonymised by tearing off the front cover containing the student’s name. A digital 

photograph of the first line drawn in each book was taken. The selection criteria depended 

on the unambiguous signs of freehand drawing. Lines drawn with rulers tended to be 

exactly on the light green preprinted graphs paper lines and only deviated above the 



117 
 

horizontal, indicating a physical barrier below. Freehanded lines generally start randomly on 

the line but quickly wander off that line by going above and below the starting point, 

indicating a ruler not being present, as going below the starting point would mean going 

through the ruler.  Only hand-drawn lines that wandered above and below the starting 

point were used for analysis.  

   There are two measurements taken of the lines that compare what was intended 

and what was produced. The lines were between 40 to 50 mm in length. Most lines were 

drawn with a standard medium black or blue ballpoint pen, leaving a line approximately 0.5 

to 0.7 mm thick. Pencils were not used. The first measurement, i.e., deviation from straight, 

is possible due to the line being a 2-D rectangle under magnification. As noted, a rectangle 

(i.e., a magnified line) with some “wobble” can be mathematically straightened. The second 

measurement is the fractal dimension. Cartographers use This exact measurement to 

measure the length of borders or coastlines on maps. This was used to ensure the validity 

of measurements of curved shapes and provides some control over the resolution or detail 

that should be considered. This process enables the exclusion of straight-line deviations 

attributable to such factors as imperfections in the ballpoint pen or artefacts in the digital 

image. Combining these two types of measures strengthens the reliability of the objective 

measure of the wobble as not too fine a measure and not too gross a measure of drawing.   

              The image of the line was first magnified digitally. Due to the nature of digital 

photography, this invariably resulted in a rectangular-shaped polygon of pixels. Generally, 

this rectangle is the width of a standard ball in a ballpoint pen but does vary with the force 

or pressure used when drawing the line. The ImageJ software computed the perimeter of 

the line and the area of that rectangle by selecting the line as instructed by the software 
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using a mouse. If there are no complications, the line will be highlighted for the user to 

verify that the correct selection has been made. After selection, the desired line 

measurements are displayed for the evaluator to record. The specific measurements taken 

of the line are then used for data analysis (see below).  

       If there were any artefacts or connecting text that ‘cluttered’ the line, some 

editing of the image became necessary. This was accomplished by first cropping the image 

to include only the line as much as possible and converting the colour image to black and 

white. The image was then converted to binary, a process in which the program changes 

each pixel to black if the image is 50% or greater black or white if the pixel is less than 50% 

black. This leaves an irregular polygon made up of 1 by 1-pixel black squares. Any visual 

artefacts outside the main image were removed if needed, leaving only the line in the 

image.  

      ImageJ was then used to determine the perimeter and the area of the line. These 

measurements are made in pixels and are the program's standard analysis feature. This 

information was then used to find the length of the straightened version of the line. 

Specifically, ImageJ finds the p (perimeter), which we know equals two lengths plus two 

widths. The formula for the perimeter of a rectangle is P=2L+2W. ImageJ also returns the 

area A=LW. A mathematical property of quadratics is that only one combination of widths 

and lengths can produce these results in a rectangle, which is found through substitution. 

Let’s determine the width for the first equation: 𝑤 =
௉

ଶି௅
 .  

Then, we can substitute for w into the second equation. A=LW becomes 𝐴 = 𝐿 ×
௉

ଶି௅
.  

Then rearrange this so that it is in quadratic form  𝐿ଶ −
௉

ଶ
(𝐿) + 𝐴 = 0. 
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Using the quadratic formula 𝑥 =
ି௕±√௕మିସ௔௖

ଶ௔
 we can find the 2 solutions.  

𝐿𝑒𝑛𝑔𝑡ℎ =
ିቀି

೛೐ೝ೔೘೐೟೐ೝ

మ
ቁାට(ି

೛೐ೝ೔೘೐೟೐ೝ

మ
)మିସ(ଵ)(ୟ୰ୣୟ)

ଶ(௔௥௘௔)
, and   

 𝑊𝑖𝑑𝑡ℎ =
ିቀି

೛೐ೝ೔೘೐೟೐ೝ

మ
ቁିට(ି

೛೐ೝ೔೘೐೟೐ೝ

మ
)మିସ(ଵ)(ୟ୰ୣୟ)

ଶ(௔௥௘௔)
. 

Finally, these dimensions return the drawn straightened length of the rectangle, 

which is compared to a measure of the intended straight line. The measured feature in 

ImageJ was also used to determine the length of the intended straight line, measured from 

the bottom left corner to the top right corner of the line drawn by the student. One can find 

the proportion difference between the two by comparing the length of the intended line to 

the drawn line. This difference would be negligible for individuals with greater control over 

their fine motor skills. The reasoning was that the hand was more precise due to greater 

inhibitory control. In other words, less wobble in the line means motor inhibition guiding an 

individual’s drawing skill to make as straight a line as possible for that individual.   

                 Like a coastline, the measured length of the handwritten object depends on the 

method used to measure it; when objects on a map are changed due to the map maker’s 

choice of scale, the cartographer needs to consider the degree of cartographic 

generalisation. In the past, the scale of generalisation had been limited to the practicality of 

physical measurements. In our case, we are only limited by the camera's resolution. The 

cartographic generalisation process includes all changes in a map that are made to make a 

smaller-scale map from a larger-scale map, in the present case, a zoomed-in picture from a 

life-size picture. The process that ImageJ uses to perform this is called the box-counting 

technique. This is accomplished by superimposing different box sizes over the image. The 
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software then records the number of boxes the image will pass through at each size. More 

detail is picked up as the grids become smaller. ImageJ uses the equation N=csd  where N 

represents the number of boxes, c is the proportionality constant, s is the scale factor, and 

d is the fractal dimension.  

This equation form is rearranged into slope form so that the gradient is the fractal 

dimension.   

log N = log csd, which can be made split due to log rules   

log N = log c + Log sd   

log N = Log c + d log s rearranges to slope form y=mx+c7854|aASW  

log N = D log s + log c  

y= log N , m= D, x = log s, c = log c   

  

  

Figure 6 Line measurement scale factor process.  
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       If we performed another division, it would be 23= 8. ImageJ automatically counts the 

number of boxes in which the line enters at different levels of scale. In our example, the 

following is what ImageJ is performing.   

Scale Factor (S)  0  2  4  8  

Log S  0  0.30103  0.60206  0.90309  

Number of boxes (N)  4  7  15  
30  

Log N  0.60205999  0.84509804  1.176091  1.477121  

  

Figure 7 Example of fractal data.  

              

               Thus, the slope of the line becomes the fractal dimension. This is a measurement of 

the “complexity” of the shape. A slope close to 1 is closer to a straight line with little 

complexity. A slope closer to two would be a very curvy line.    
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Figure 8 Example of fractal dimension taken from ImageJ  

  

               Using the process proposed by Mandelbrot (1967), it is irrelevant if the object is a 

landmass, mould growth, or a handwritten object; they can be treated the same 

mathematically. Thus, We can obtain a difference between the intended straight and 

deviated lines.   

              In conjunction with the ImageJ tool, this process allows for objective measurements 

of handwritten objects with features at various scale factors. We are only limited to the 

smallest feature desirable by ImageJ under magnification, which, as noted, is limited by the 

resolution of the camera and the size of a single pixel, as there is no apparent size of the 

smallest feature that should be taken into consideration when making measurements of 

handwritten objects, a process needed to be developed to find characteristics at the same 

scale factor such as the perimeter of the handwritten object, to ensure inter-relatable 

comparisons. Using a fractal dimension of 64, an objective approximation can be made 

about the minimum feature size to be considered. However, a scale factor of four could be 
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enough as this is a novel technique; the quadradic method correlated to the fractal method 

to ensure that both methods measured the same thing. 

  Results  

              An Independent Samples T-test was conducted for the fractal and quadratic analysis 

methods.  The fractal method of the analysis showed that when asked to draw a straight 

line, the 16-member ADHD group (M = 1.42, SD = 0.08) when compared with 162 member 

control group (M = 1.32, SD = 0.1) demonstrated more deviation in their handwriting 

t(176)=4.186, p = 0.001  

The quadratic method of analysis showed that when asked to draw a straight line, the  

ADHD group (M = 0.08, SD = 0.05), when compared with the control group (M = 0.04, SD = 

0.02), demonstrated significantly less motor inhibition resulting in more deviation in their 

handwriting t(176)=7.491, p = 0.001  

     There was also a strong correlation between the two measures (r(176) = 0.71, p =0.001), 

suggesting that the two measures index a related phenomenon.  

                                                     Discussion  

     In quadratic and fractal measures, individuals with ADHD have more deviation 

from their presumed intentions. This implies they have less control over their fine motor 

skills when drawing a straight line. This can be attributed to insufficient inhibitory strength 

to control the motor actions of the individual to complete the intended goal of creating a 

straight line.    
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      The present results complement previous findings that ADHD children have less 

precise and less stable movements during a tracking task (Slaats-Willemse et al., 2005) and 

during a pursuit task (Rommelse et al., 2007). For example, Yan and Thomas (2002) 

observed that more corrections were needed by children with ADHD to keep their finger on 

a line when tracing and found more “jerky” movements. These findings are similar to the 

results of the “wobble” effect in the present lines. ADHD children had significantly more 

deviation than the control group. Tucha and Lange (2001) also found that children with 

ADHD have less legible handwriting and that individual letters tend to be larger (AdiJapha et 

al., 2007; Shen et al., 2012). The present author found a similar effect that could be 

expanded to shape formation ability.    

       The finding that lines drawn by ADHD individuals tend to be longer and have 

much higher levels of variation is also consistent with the findings of prior handwriting 

experiments involving children with ADHD. For example, Langmaid et al. (2011) asked 

children with ADHD to write a series of letters L’s. The researchers used vertical movement, 

speed, and pen pressure measurements to scrutinise the handwriting. The authors used 

this “L” task when working with ADHD children as an adaptation of a previous experiment 

developed to investigate motor abnormalities in individuals diagnosed with Parkinson’s 

disease and other cerebellar deficits. The task was explicitly developed to limit any 

cognitive influence on handwriting (Langmaid et al., 2011). Phillips et al. (1991) stated that 

the task reduced or eliminated any attentional demands, thus maximising the use of motor 

rather than higher-level cognitive processes often associated with handwriting. Having a 

similar concern and specifically wishing to index inhibitory control, the present author used 

a horizontal line to reduce cognitive load in forming simple shapes.   
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  In Langmaid et al. (2014) “Ls” experiment, writing was recorded on a graphics tablet 

for analysis using MovAlyzeR software. MovAlyzeR is a commercially available movement 

analysis software that uses a pen tablet to measure and interpret movements with a pen, 

mouse or finger. Langmaid et al. (2014) found that children with ADHD had more variable 

handwriting size than a control group and short, fast, choppy movements. This concurs with 

the present author’s findings that children with ADHD have more variation or wobble in 

their lines.  The fractal dimension measurement found a similar effect. Langmaid et al. 

(2014) called letter formation, variability of letter height, and speed of letter production the 

“ballistic trajectory”. This is partially similar to the fractal dimensional measure of the 

variation in the lines drawn. Similarly, the present ADHD students were found to have a 

higher dimension of variability when compared to the control group, similar to how ballistic 

trajectory was higher for ADHD individuals in Langmaid et al. (2014).     

  Chen and Cherng (2013) also used a digital pad to measure the handwriting of 

Chinese ADHD students. The ADHD group showed poorer handwriting performance 

compared to the control group. Specifically, the ADHD group scored significantly lower on 

scales that evaluate the construction, sequencing, accuracy, and directionality factors of 

handwriting. This study was a hybrid between technology use and scales, specifically the 

Tseng Handwriting Problem Checklist. The authors’ results were limited to the construction 

dimension of the Chinese symbols, but in both those results and the present data, the 

ADHD students were less precise in their letter construction.   

Line drawing and the lack of inhibitory control  

                 ADHD, a disorder of inhibitory control, has been correlated with reduced motor 

function, reduced movement accuracy, and increased movement variability (Kalff et al., 
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2005; Kalff et al., 2003; Meyer & Sagvolden, 2006). Guan and Wessel (2022) state that 

adaptive behaviour requires the ability to react to action errors. They suggest that humans 

implement a higher degree of caution when repeating an action during which they just 

committed a mistake. The authors use the term “post-error inhibition of response 

latencies” to describe this observation. Using transcranial magnetic stimulation whilst 

completing a Simon task, they showed that after error commission, the human cortico-

motor system is momentarily inhibited immediately after an error and during the 

preparation of the following action. Especially relevant to the present author’s hypothesis, 

Guan and Wessel (2022) found that motor inhibition directly influences post-error slowing, 

affecting adaptive behaviour. Guan and Wessel (2022) do not directly address ADHD 

children in their work. However, it is reasonable to conclude that ADHD individuals lack the 

“caution” as described by Guan and Wessel (2022) when it comes to the adaptive behaviour 

needed to produce an intentional motor movement due to reduced inhibitory control 

(Barkley, 1997).  

   In conclusion, the experiment in the present chapter has shown that individuals 

with ADHD are less able to draw a straight than non- ADHD individuals. This is likely due to a 

lack of inhibitory motor control. This concurs with the results from Chapter 2.   
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Chapter 5 

Attentional Inertia  

Attentional Inertia is when humans have difficulty redirecting attention once it is 

focused on a feature or property of a stimulus or task; in effect, they become focused on 

the stimulus at hand and find it more difficult to shift attention to new relevant information. 

Consequently, the individual fails to inhibit old irrelevant impulses in favour of pertinent 

new stimuli. This is relevant to the current study because it allows one to measure another 

type of inhibitory control and look for differences between controls and AHDH individuals.   

It was first described by Anderson, Alwitt, Lorch, and Levin (1979), who reported 

that the longer a child watched television, the greater the probability they would continue 

watching. The attentional inertia effect was mathematically predictive of future behaviour. 

Several researchers had previously noticed similar phenomena before formal Attentional 

Inertia research in the late 1970s. For example, James (1890) observed that the probability 

that a person will continue to talk about a topic seems to increase over time. People 

become noticeably locked into topical frameworks, meaning the longer they talk about a 

specific topic, the greater the probability they stay on it.  Later, Hebb (1949) coined the idea 

of an “attitude”, an aeronautical term for the orientation of an aeroplane in three-

dimensional space, as a broad attentional resource that is focused on the specific task at 

hand, which then needs to be shifted to subsequent studies. Hochberg and Brooks (1978) 

linked Attentional Inertia to an unknown process or form of attention that keeps awareness 

“locked” onto a specific topic, task, or visual stimulus, even when the task demand requires 

switching.   
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   The early evidence for Attentional Inertia was based on so-called “conditional 

survival probability” (CSP), also known as survivor function/survival time analysis in biology 

or a “reliability function” in engineering. The survival time analysis is a group of statistical 

methods in which the variable studied is the time until an event occurs (Klienbaum et al., 

2012).  Anderson et al. (1979) used this function to analyse the duration, or “survival”, of 

television viewing as a probability that the behaviour would continue over time as a 

function of time already spent watching television. Anderson et al. (1979) graphed the 

probability that children would watch different shows for three hours. The function showed 

how the longer children watched television, the higher the probability they would continue 

watching.  

  

Figure 9. The figure presented by Anderson et al. (1979) shows that as time increases, the 
chance that a child continues to look at the television increases logarithmically to a peak of 
85% at 15 sec, where it remains roughly constant.  
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             Several authors assessed whether the type of content presented (using the TV 

viewing paradigm) had any effect on the degree of Attentional Inertia or if it was a general 

arousal phenomenon. For example, Alwitt, Anderson, Lorch, and Levin (1980) hypothesised 

that content changes should reset the curve. In other words, the Attentional Inertia would 

reduce to baseline when the content changed. The authors suggested two possible 

explanations concerning the nature of Attentional Inertia. If it was content-specific, then 

changes in content should have a strong terminating effect on the inertia. The participants 

in the experiment should notice the terminating effect regardless of how long they had 

been viewing the television show. In essence, if the content is changed, the experiment 

should be able to record the participant looking away from the television, indicating a reset 

in the Attentional Inertia effect regardless of time spent watching television overall. 

Alternatively, if Attentional Inertia concerns a more general, non-specific attentional 

arousal phenomenon, then any interruption will have the same terminating effect on 

Attentional Inertia. Data observed by Alwitt et al. supported the general arousal hypothesis.   

  Anderson, Choi, and Lorch (1987) examined the extent to which Attentional Inertia 

may reflect an increasing concentration of attentional resources. The authors argued that if 

Attentional Inertia increases attentional engagement, distractibility should decrease as 

inertia builds, simply because less capacity is available for processing external stimulation. 

The authors examined the effects of an external distractor as a function of television 

viewing length. They chose preschool children because “they have generally been 

characterised as relatively distractible”. Each child was asked to watch a one-hour episode 

of Sesame Street. A set of slides were projected onto a screen placed immediately adjacent 

to the television to act as the distractor. Anderson et al. recorded the location of the 
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children’s gaze and used the same analysis as before (i.e., CSP curve). Results showed that 

after 15 seconds of viewing, the likelihood that the children would be distracted decreased 

and that turning a head action to orient to the distractor took longer. However, if the 

distractor happened before 15 seconds, the head turned more quickly, and the distraction 

was more likely to occur. Anderson et al. argued that these results support the hypothesis 

that Attentional Inertia reflects an increase in attentional engagement.   

  Richards and Gibson (1997) developed an Attentional Inertia model in which they 

argued that the CSP curve (see Figure 9) could be used to predict the outcome of the 

inertia. The authors would formalise a mathematical model of Attentional Inertia first 

proposed by Burns and Anderson (1993). This model would provide a solid empirical 

foundation to what was hypothesised by Burns and Anderson (1993), who observed 

Attentional Inertia as a function initiated at the start of, for instance, a television show 

when attention is unengaged. They further argued that the probability of being distracted 

or looking away as time passes would decrease, and attention resources become more 

engaged whilst also cumulatively increasing the probability of longer viewing of the 

television show as time passes. This will appear in the data as a positively skewed lognormal 

distribution, first observed by Anderson et al. (1979) and further elaborated by Burns and 

Anderson (1993).   

Attentional Inertia as a Generalisable Effect 

     After the early television-watching paradigms, Attentional Inertia became seen as 

a more generalised attentional effect. For example, Choi and Anderson (1991) recorded 

children aged 5 playing with toys. The authors found that the longer a child played with a 

toy, the longer they were likely to continue to do so. The authors would also show that this 
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probability had the same characteristic logarithmic shape as the television-watching 

experiments conducted by Anderson et al. (1979), Burns and Anderson (1993), and 

Anderson et al. (1987).  

                Attentional Inertia has thus been used to explain children's difficulty switching 

between several tasks. For example, Kirkham et al. (2003) investigated children’s ability to 

switch between the sub-components of the Zelanzo card sorting task. The Kirkham et al. 

(2003) variant consisted of four conditions designed to investigate the role of inhibitory 

control in performance by increasing or decreasing the inhibitory demands, with the 

standard condition serving as a baseline.   

     In the “standard” condition, the participants sorted blue and red star cards under 

a blue-star or red-truck model card. In the first iteration, they were given a rule that blue 

cards should be placed under blue cards and red cards under red cards. They were then 

asked to change the rule to match cards by shape, i.e., stars should be placed with stars and 

trucks with trucks. Kirkham, Cruess, and Diamond (2003) found that 3-year-olds sorted 

correctly until the rule changed. In this case, they continued to sort by the initial rule. 

Kirkham et al. (2003) attributed this result to children having difficulty inhibiting and 

continuing to use the prior rule.  In another condition, called the “label condition”, the 

children were instructed to label each card verbally before sorting. The test giver would ask 

the child, “What kind of card is this?” before allowing the child to sort each card. Kirkham et 

al. (2003) reasoned that this verbal labelling would aid the inhibition of Attentional Inertia 

that was focused on the initial sorting rule by promoting the re-focusing of attention on the 

current salient sorting condition, thus resetting Attentional Inertia. Kirkham et al. (2003) 

found that verbal labelling helped most participants successfully inhibit the initial sorting 
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rule and allowed children to resort to the cards successfully. The third condition, the 

“sleeve” condition, had participants look at the card and then put the card into a sleeve, 

thus hiding the salient sorting feature of the card. Children found it more difficult to inhibit 

the initial sorting rule without a salient visual reminder of the card's features and reverted 

to it. Kirkham et al. (2003) stated that this condition promoted the Attentional Inertia 

effect. The final “face-up condition” was similar to the label condition, where the 

experimenter promoted inhibition visually. When cards were drawn, they were left face up 

so that children could refer back to them for as long as required before sorting the cards 

after the rule change. Kirkham et al. (2003) stated that because sorted cards were left face-

up, this promoted the inhibition of the initial sorting rules by causing the participant to 

retain focus on the cards’ sorting feature.  Kirkham et al. had thus manipulated the degree 

to which I  

Attentional Inertia affected children during the tasks by aiding or confounding inhibition.  

The role of inhibition in Attentional Inertia  

Kirkham and Diamond (2003) demonstrated inhibition's critical role as a regulatory 

process on Attentional Inertia. A lack of inhibitory control explains why the children made 

card-sorting errors in the abovementioned experiments. Kirkham et al. (2003) stated that 

“when children are presented with a conflicting stimulus (the cards dual salient 

features/dimensions), children are pulled to focus on the previously relevant dimension and 

its rules (‘Attentional Inertia’; overcoming that tendency requires inhibition.” Evidence for 

the relationship between inhibition and Attentional Inertia comes from manipulating 

inhibition of the four conditions in the Zelanzo card sorting task (Kirkham et al., 2003). The 

manipulated inhibition load demonstrated that when inhibition is promoted, the 
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Attentional Inertia is reduced, and when inhibition is disinhibited, Attentional Inertia is 

more powerful (Kirkham et al., 2003).  

 Kirkham and Diamond (2003) argued that inhibition makes possible all prerequisite 

behaviours previously described as refocusing, switching, and disengaging in other 

Attentional Inertia experiments. They state unequivocally that children cannot refocus, 

switch or disengage until that child first inhibits conflicting stimuli in favour of the new 

stimulus. When a new behaviour is observed, it occurs only after a prior one is inhibited.  

Failure to inhibit results in Attentional Inertia, which requires more inhibitory effort over 

time to overcome (Anderson et al., 1979; Anderson & Lorch, 1983; Richards & Cronise, 

2000; Towse et al., 2000).   

Towse, Redbond, Houston-Price, and Cook (2000) found that the experimenter 

could promote inhibition by asking the child to verbally state the salient feature of a card 

after a failed attempt. A greater success rate of sorting would result in a continued success 

rate during future sorting. Towse et al. (2000) attributed the increased success rate to the 

manipulation of inhibition by drawing attention to the salient feature of the failed attempt. 

The promotion of inhibition would carry over into the next instance of a card being drawn, 

contributing to successfully applying the new sorting rule.   

 Any manipulation that promotes inhibition, what is inhibition here a mechanism, a 

behavioural outcome, be it verbal, visual, or even as feedback on a failed attempt, when 

administering the Zelanzo card sorting task to children increases the success rate of the 

second sorting rule. The various researchers seem to provide a “scaffold” that helps 

children switch between conflicting stimuli (Towse et al., 2000; Kirkham et al., 2003). 
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Kirkham et al. (2003) state that this scaffold gives children time, clarity, or incentive to 

inhibit the mental set that is no longer correct and thus refocus their attention.   

Attentional Inertia as an automatic bottom-up process  

Anderson and Lorch (1983) argued that the phenomenon is not under voluntary, strategic 

control. Instead, the authors suggested that attentional ‘drift’ is essentially controlled by 

bottom-up or automatic mechanisms. In support of this, Richards and Cronise (2000) found 

that Attentional Inertia effects were also observed for infants between 6 and 24 months.  

  Introzzi et al. (2015) aimed to tease out the contribution of categorically different 

inhibitory processes: perceptual, cognitive and behavioural inhibition and find a relationship 

between these inhibitory processes and the switching cost effect associated with alternating 

cognitive tasks.  Introzzi et al. (2015) used a correlational design. Several experimental 

paradigms (e.g., Stop signal, visual search, Stenberg's experimental and Simon's paradigm) 

were adapted and included in a computerised program called TAC (Introzzi & Canet Juric, 

2014) to assess the different cognitive processes and associated switching costs. Introzzi et 

al. (2015) found that perceptual and behavioural inhibition showed moderate and low 

correlations with attentional cost. Cognitive inhibition showed no relation with flexibility, 

and only perceptual inhibition predicts switching cost effects, suggesting that different 

inhibitory processes contribute differently to switching costs. This could be interpreted as 

evidence of the Attentional Inertia Theory's central argument that postulates that inhibition 

plays an essential role in the ability to switch between tasks and/or representations flexibly. 

  Attentional inertia as a solely top-down-driven effect predicts that ADHD students 

who previously were able to exert response inhibitory control in a Stroop task (as in Chapter 
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2; see also Schwarts & Verhaeghen, 2008) should be able to exert top-down response 

inhibitory control in the Attentional Inertia task. The Stroop results confirm the broader 

findings that ADHD children do not have difficulty with cognitive inhibition/response 

inhibition. In a meta-analysis assessing degrees of response inhibition in ADHD individuals, 

Schwarts and Verhaeghen (2008) found that Stroop interference is no more extensive in 

ADHD individuals than in age-matched controls. If top-down mechanisms mediate both 

Stroop and Attentional Inertia, there should be similar results between ADHD and control 

groups. However, suppose Attentional Inertia has a different effect on the ADHD group 

when compared to controls. In that case, the present author argues that this is not a top-

down effect but a bottom-up phenomenon possibly explained by a divergence between 

attention and expectation. (Summerfield & Enger, 2009).  It was, therefore, predicted that 

attentional Inertia will cause students with ADHD to miss changes to a stimulus rule due to 

the separation of attention and expectation.     

             In the present experiment, children aged 11-14 were shown a series of number 

sentences they were instructed to complete; a number sentence was traditionally referred 

to as “sums” (e.g., 12 x 4, 6 - 2). The first eight sentences were all multiplications. The ninth 

critical trial was an addition number sentence. Therefore, the child needed to switch from a 

frequently presented stimulus (i.e., a multiplication sign) to a new one (i.e., an addition). 

The ability of ADHD children to correctly switch was compared with controls. In effect, the 

child was required to inhibit the multiplication on the critical trial.            
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Task Switching Performance of ADHD Individuals 

   Few studies of ADHD samples have investigated two central cognitive control 

processes: interference control and task-set coordination. King et al. (2007) noted that 

neuropsychological models of ADHD implicate impaired cognitive control as contributing to 

disorder-characteristic behavioural deficiencies and excesses and further stated that the 

traditional view of ADHD postulates a core deficiency in cognitive control processes. King et 

al. (2007) used chronometric Stroop and task-switching paradigms to investigate the 

efficiency of interference control and task-set coordination processes in ADHD participants. 

An ADHD (n=22) and a control group (n=22) performed a manual trial-by-trial Stroop 

colour-word test and a blocked explicitly cued task-switching paradigm.  

Attentional inertial and task switching seem connected to a temporal component 

for ADHD participants. In both cases, time before critical trials predicts success when the 

researcher manipulates task preparation processes.  Further investigation would need to be 

conducted to find conclusive evidence of the distinction between difficulties in performing 

tasks that require an ADHD individual to change tasks midstream. King et al. (2007) 

measured transient task-set updating, sustained task-set maintenance, preparatory 

mechanisms and interference control during the task-switching paradigm.  Control analyses 

tested for the specificity of group × condition interactions.  Abnormal processing of task-

irrelevant stimulus features was evident in the ADHD group's performance when task 

switching. ADHD group interference effects on the task-switching paradigm were found to 

be dependent on the time allotted to prepare for an upcoming task. Group differences in 

sustained task-set maintenance and transient task-set updating were also found to be 

dependent on experimental manipulation of task preparation processes. Except for Stroop 
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task error rates, all analyses revealed generally slower and less accurate ADHD group 

response patterns.  

  There is not enough evidence to conclusively rule out difficulties in task switching in 

ADHD populations as a cognitive explanation for the results of experiment 6. Task-switching 

difficulties derive from top-down cognitive processes and have a measurable effect, whilst 

attentional inertia is considered a bottom-up process.  In either event, the outcome is the 

same as the performance of ADHD participants in this experiment is significantly different 

than their non-disabled peers. Further investigation would help find a distinction between 

the two possible explanations.  

Perseveration: An Alternative Explanation  

    Gillen et al. (2016) defined perseveration as the inability to shift from one concept 

to another or to change or cease a behaviour pattern once it has started. Furthermore, it's 

an idea that describes a person “stuck in a set” (Gillen et al., 2016) and leaves the person 

unable to discard previous behaviours and activate new ones in a new situation.  The 

person stuck in a set attempts to solve another problem with information relevant to a 

previous problem. Bringing perseveration to a conscious level and training the patient to 

inhibit the perseverative behaviour has been successful (Gillen et al., 2016).  Testing for 

perseveration is done by asking a person to copy alternating sequences by hand. If the 

pattern cannot be reproduced due to a participant's inability to switch components of the 

pattern, it is thought that that person suffers from perseveration.  Perseveration is thought 

to be associated with lesions to the frontal lobes, which is thought to degrade executive 

functions (Mateer and Sira, 2003)  
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Although the description of perseveration is apt for the experiment results, it is 

unlikely for two reasons. Instances of perseveration are linked to lesions in the frontal lobe.  

Individuals with ADHD are not known to have lesions or damage to their frontal lobes, and 

there is no association between frontal lobe damage and ADHD. Also, in experiment 4, 

there were many instances of practice. ADHD students did not improve with practice even 

when the sign change was known. It was the point of the exercise to practice looking for 

changes over a half term and improve performance. The symptoms of perseveration could 

be mitigated or removed with practice, but ADHD students showed no sign of improving 

with practice. 

                                    

Experiment 6  

Method  

Participants  

          There were 178 participants aged between 11-14, and all were at the same secondary 

state school previously described. Eighteen had been diagnosed with ADHD.  Students had a 

known success rate for addition and multiplication before the experiment, as measured by 

a collection of addition and multiplication assessments used to assess achievement.  The 

control groups had a known multiplication success rate of 99% and an addition success rate 

of 100%. The ADHD group had a success rate for multiplication of 99% and an addition 

success rate of 99%.   
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Stimulus and Apparatus  

           Students were presented with ten random number sentences projected onto a 200 

(w) x 200cm (h) screen. The first eight number sentences were multiplication, the 9th was an 

addition, and the 10th was multiplication. Answers were written in an A4 exercise book 

daily as a starter before the Maths lessons over seven weeks. Students were given one 

minute to complete the task before each lesson to practice looking for signs that change in 

math questions as a form of GCSE test preparation. Teachers would then mark the answers 

and record the results of each question on an Excel spreadsheet.   

Procedure  

                Over a half term, students were tasked with answering the ten-number sentence 

questions on fifteen occasions. The ninth question was changed to an addition number 

sentence, following eight prior multiplication questions, with the 10th and final questions 

returning to multiplication. The average rate of correctly answering the 9th question was 

calculated using the results of the 15 answers to the critical 9th question. The answers were 

taken from marked exercise books. Rates for correctly answering questions in the non-

critical trials were collected. This process was completed for all participants. Results for all 

responses were recorded on an Excel spreadsheet. A “1” was used for correct responses, 

and a “0” was used for incorrect responses when recording the answers to questions 1 

through 10. This process was repeated for each participant.  The rates of correct responses 

for the 9th question were compared between a control group and an ADHD group.   
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Results  

                An independent-sample t-test was conducted to determine whether there is a 

difference in the rate of ADHD students answering the 9th number sentence correctly 

compared to the control group, where the rule had changed and required inhibition of the 

previous rule and a reset of Attentional Inertia. There was a significant difference between 

the ADHD group (M = 76.9%, SD = 18.9%) and the control group (M = 98.0%, SD =  

4.68%), t(176) = 11.2, p < 0 .001]. This means that ADHD students inhibited the 

multiplication rule on the 9th question in favour of the new stimulus significantly worse than 

the control group.  ADHD students answered the noncritical multiplication questions 

correctly 98% of the time. They also answered the final questions correctly if they were still 

multiplication questions at the same 98% rate. This implies that they continued to apply the 

multiplication rule to the questions with no reduction in accuracy. This further supports 

that they could not inhibit the prior rule in favour of the new stimulus in the critical 

questions to change the rule to addition.    

  

Discussion  

                   The number sentence task has a measurable effect consistent with what 

Attentional Inertia predicts would happen.  Additional evidence to show a solid attentional 

inertia effect could be done in future to correlate different numbers on non-critical trials to 

strengthen or reduce the probability of the attentional inertia, as shown by the CPS curve.  

The ADHD children in this experiment have shown that they did not have the inhibitory 

resources to stop the multiplication process in favour of the addition process. An 

alternative explanation could be difficulties with task switching; please see above.  
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The finding suggests that the strength of non-critical trials biased the answer to such 

an extent that the participants with ADHD continued to successfully apply the old rule even 

when the new stimulus was present in the form of the addition sign. This indicates that 

attention was focused on the numbers, not the visual feature containing the salient 

information, the mathematic operation sign.  Results of the experiment further indicate 

that ADHD participants assumed that they knew what to do with the numbers due to 

consistency in the non-critical trials and continued with assumption throughout the critical 

trials. ADHD children were more likely than their peers to continue with the assumptions. 

These findings provide evidence that inhibitory control in ADHD children is not strong 

enough, when compared to their peers, to switch the rule from multiplication to addition in 

the critical trials.  

Similar to the findings of the card sorting task and the letter/digit task, the number 

sentence task created a situation where a prior rule (i.e., multiplying) would need to be 

inhibited in place of a new second rule (i.e., addition). The number sentence task had 

similar results as the television watching and playing tasks described above. The 

participants in these experiments included a control group able to successfully inhibit the 

prior rule set, meaning they overcame Attentional Inertia, whilst the ADHD group could not. 

The ADHD group provided evidence of applying the initial mathematical operation when 

they continued to answer the changed rule of the 9th question as if they were multiplying, 

which means they were not “paying attention” as the educator intended and had indeed 

failed to “learn” a (i.e., a top-down process) how to inhibit the salient feature essential to 

the first eight number sentences in favour of the new salient feature in the ninth question.   
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     As with card sorting paradigms, an initial rule was given, in the present case, 

multiplication. By the 8th question, students would have passed what Anderson et al. 

(1987) called the 15-second threshold, the time at which maximum Attentional Inertia 

occurs. In the present experiment, this would have been around the time of the critical  

9th question. These data matched the curve Anderson et al. (1979) and Anderson et al. 

(1987) described: students typically take two seconds to answer each question.    

Also, similar to the card sorting task, the students demonstrated that they could 

complete both tasks in isolation. All children had demonstrated prior knowledge and 

mastery of the arithmetic skills required for the task. Students who participated were 

known to be able to find the answer to their times tables up to 12 and were able to add 

single-digit numbers in isolation. In line with the Attentional Inertia model, when the 

children began to write their answers, they focused on the salient feature of the number 

sentence, the changing numbers and, after a few instances of multiplication, the 

Attentional Inertia of multiplication set in. However, as that sign remained the same, it 

became less salient than the changing numbers, meaning that the Attentional Inertial 

continued to build for the operational sign.  When the mathematical operation was 

changed from multiplication to addition, Attentional Inertia needed to be overcome using 

inhibitory control. Typical children, as in the “label condition” of the card sorting task, could 

exert inhibitory control and change from multiplication to addition, whilst their ADHD peers 

were not.   

 Diamond and Kirkham (2001) and Kirkland et al. (2003) continued using the Zelano 

card sorting task to show that manipulation of inhibition load in different sorting conditions 

better explained Attentional Inertia. These results would challenge the Cognitive 
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Complexity and Control Theory (the CCC Theory), which proposed a two-level hierarchical 

system. The top level of the hierarchy is a top-down representational mechanism, which is 

under conscious control. This mechanism controls the lower-level response-based system. 

This lower-level system is bottom-up, unconscious, and automatic (Zelano & Frye, 1997). 

However, Kirkham et al. (2003) would show that inhibition pre-empts any top-down 

mechanism.    

               In Chapter 7, the present author will discuss some general teaching and 

intervention issues given the findings of this research. However, It is worth noting that 

although well-meaning, the Maths faculty within the school where the experiments were 

conducted states that students need to practice “paying attention” to improve GCSE 

performance. However, ADHD students did not improve their inhibition rate after 15 weeks 

of practice. They often knew and were conscious of the strategy in which the task, similar to 

the “label” condition in the card sorting task, always included a switched rule. Refocusing 

strategies can help overcome Attentional Inertia, but, crucially, less so, if at all, with ADHD 

students. ADHD students did not have the inhibitory resources to overcome Attentional 

Inertia and notice changes to the operation signs in simple number sentences. This lack of 

inhibitory control is more often than not anecdotally attributed by teaching staff as a simple 

case of carelessness, and, in some cases, this is used as evidence for the need to teach 

“paying attention”. However, such efforts would not likely produce the desired results.  
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Chapter 6 

Inhibition in the typically developed population.   

                  It is essential to know whether the effects found in the experiments generalise to 

the broader ADHD population (or ADHD-like population). The central aim of the final 

empirical chapter is to explore and examine the generalisability of this research using one 

of the paradigms previously employed. Specifically, the degree to which a person shows 

motor-induced motor inhibition (as researched in Chapter 2) is measured as a function of 

the degree to which they exhibit ADHD-like behaviour.   

Spectrum Disorders and ADHD  

                  Maser and Akiskal (2002) noted that the term “spectrum” is an analogy that is 

useful for the diagnostician to use when grouping conditions “that are qualitatively distinct 

in appearance but believed to be related from an underlying pathogenic point of view”. The 

authors also noted the many spectrum disorders recognised in clinical practice, including 

anxiety, stress, obsessions and compulsions, general developmental disorders, psychosis, 

Schizoaffective disorders, Schizophrenia-like personality disorders, mood, and substance 

use, amongst many others. Murphy, Rosenthal, and Kety (1968) used the term “spectrum” 

in psychiatry to bring together the various types of schizoid personalities under the unified 

umbrella of schizophrenia.  

                There is emerging evidence that ADHD can also be considered a spectrum disorder 

(Shaw et al., 2014; Posner et al., 2011; Sonuga-Barke et al., 2022). Because there are a 

range of linked symptoms that are different in appearance and severity but are thought to 
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be caused by a single underlying mechanism, Sonuga-Barke et al., 2022 also argued that 

ADHD can be conceived of as a matter of degree. Heidbreder (2015) noted, “The symptoms 

associated with ADHD can be viewed as dimensional markers that point to a spectrum of 

related disorders”.  

                  Efstratopoulou, Jansses, and Simmons (2012) pointed out that ASD and ADHD are 

examples of two syndromes with high levels of overlap in their diagnostic criteria. The 

comorbidity of ADHD in children with ASD is high, at 50 to 70 per cent (Gadow et al., 2004; 

Gadow et al., 2005). ASD and ADHD children also share higher rates and greater severity of 

aggression, anxiety, and depression (Wood & Gadow, 2006). Children with ASD display 

ADHD symptoms that correlate with ADHD subtypes, suggesting a continuum within ADHD 

shared with oppositional defiant disorder, conduct disorders, learning disabilities, and other 

psychiatric conditions, such as anxiety disorders and depression (Klassen et al., 2004).   

The ASRS and BIS  

 The Adult ADHD self-report scale (ASRS) has 18 criteria and is commonly employed 

with adults as a screening tool as part of a clinical interview. The scale has high internal 

consistency (Cronbach’s alpha = 0.88) and concurrent validity (r = 0.84; Adler et al., 2006). 

Empirical work by Stanton, Forbes, and Zimmerman (2018) suggested that the ASRS has 

three principal factors: the Inattentive subscale, the Motor Hyperactive/Impulsive subscale, 

and the Verbal Hyperactive/Impulsive subscale. These factors are used to compute subscale 

scores. It should be noted that these scores are not usually taken to reflect the extent to 

which a person has ADHD but predict that a person who self-reports will go on to receive a 

diagnosis of ADHD. For example, if the respondent scores four or more in the first section of 
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the scale (i.e., on Part A), then the symptom profile of the individual is considered to be 

highly consistent with an ADHD diagnosis in adults (Adler et al., 2006; Kessler et al., 2007). 

The ASRS does not provide a quantitative measure of ADHD but is helpful when validating a 

task to ensure that it is measuring a specific aspect of the disorder. This measure is closely 

linked to the diagnostic criteria of the DSM-V, although the DSM-V does not make a 

distinction between verbal and motor hyperactive subtypes. However, the ASRS has the 

advantage of being able to make the distinction between these two subtypes.   

     The Barratt Impulsiveness Scale (BIS-11) is a 30-item self-reporting tool designed 

to assess an adult’s impulsiveness. Fossati, Di Ceglia, Acquarini, and Barratt (2001) reported 

that the questionnaire has adequate construct validity compared to a similar measure, i.e., 

the Wender Utah Rating Scale (WIRS). Stanford et al. (2009) also state that the scale has 

excellent test/retest reliability (r=0.83) and internal consistency (Cronbach’s alpha = 0.82). 

The BIS-11’s scales were validated by Patton et al. (1995). It is norm-referenced into three 

categories: attention impulsivity, motor impulsivity, and non-planning impulsivity (Malloy-

Diniz et al., 2015). The first of these was defined as a lack of focus on an ongoing task and 

was further divided into two first-order factors: attention and cognitive instability. The 

second factor is motor impulsiveness, defined as an action without inhibiting prepotent or 

ongoing responses and includes two first-order factors, motor and perseverance. This 

motor impulsiveness factor will be particularly important to the present chapter as the 

paradigm used (i.e., motor-induced motor inhibition) can be seen as a measure of this, 

particularly a lack of motor inhibition. The third factor is non-planning impulsiveness, 

defined as an orientation towards the present rather than the future (Patton et al., 1995).  

 Both the ASRS and BIS scales were employed in the present chapter.  
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Experiment 7  

                Recall from Chapter 2 that ADHD children, unlike controls, did not show motor-

induced motor inhibition. One can, therefore, assume that the more ADHD-like a person is, 

the less inhibition they will show in this paradigm. In Experiment 7, seventy adults 

undertook the basic paradigm used in Chapter 2 and then completed the ASRS-v1.1. It was 

predicted that there would be a positive correlation between the ASRS score and the 

proportion Repeat value. As discussed in Chapter 2 (and Cole & Skarratt, under review), a 

relatively large motor inhibition proportion value (i.e., > 50%) is taken as evidence for ‘poor’ 

motor inhibition. In other words, the individual tends to repeat a response just performed 

rather than inhibit that action.  

Method  

Participants  

              Seventy participants, all over 18, self-identified as residing in the US or UK. Thirty-five 

were identified as male and 35 as female. They were paid £1.20, or the US dollar equivalent.  

Stimuli, design and procedure.  

               All aspects of the motor inhibition task were described in Experiment 1 (shown 

again in Figure 10. Participants discriminated between the letter “A” or “B” before judging 

which of the two lines was longer. After the motor task, they completed the ASRS v1.1. The 

two tasks were completed remotely via the Prolific platform, and the experiment was 

programmed using PsychToolKit. A desktop or laptop computer was needed to run the 

experiment.  
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Figure 10. Trial sequence in Experiment 7.  

                

Results and Discussion  

             Four participants did not reach the 80% accuracy threshold on the letter 

discrimination task. The final sample size was, therefore, 66. The mean letter discrimination 

performance for the remaining 66 was 95.1% (SD = 4.2), and the mean RT was 512 ms (SD = 

82).  

              The mean repeat response rate was 48.2% (SD = 7.0). This value significantly 

differed from the chance value of 50%, t(65) = 2.2 p = 0.042. In other words, the sample 

showed an overall motor-induced motor inhibition effect. This effect was also apparent in 

the RTs; Repeat responses (M = 737, SD = 105) were significantly slower than Switch 

responses (M = 724, SD = 96), t(65) = 3.62 p = 0.02). Concerning the ASRS-v1.1, the mean 
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score was 47.4 (SD = 9.4). The central analysis concerned the nature of the correlation 

between motor inhibition and ASRS values. A small to medium effect was observed that did 

not reach conventional statistical significance, r = 0.18, p = 0.073 (see Figure 11)  

  

Figure 11. Results from Experiment 7. The Line Fit Plot shows the positive relationship 
between motor inhibition and ASRS. Note that a more excellent value on the Y axis reveals 
the lack of inhibition.  

  

            The present results have revealed a small to medium relationship between the degree 

to which a person can be said to have ADHD and the degree to which they lack motor 

inhibition. As they become more ADHD-like, they tend to repeat a simple action (i.e., button 

press) that they have just performed. Put another way, less ADHD-like people are likelier to 

inhibit a simple motor response. This concurs with the findings from the present Experiment 

2 (Chapter 2); ADHD children have less motor inhibition than controls. Indeed, motor 

inhibition was utterly absent in that group. Although the effect in the present experiment is 
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not large, one can be reasonably confident that there is a relationship between ADHD and 

motor inhibition in the general population. The phenomenon described in Experiment 2 thus 

appears to generalise beyond the sample employed in that experiment. The central aim of 

Experiment 8 was to examine this generalisability issue further.  

Experiment 8  

                 One of the central characteristics of ADHD is impulsivity. As stated before, 

impulsivity is a multidimensional construct in which an individual acts quickly without 

adequate thought or conscious judgment to achieve some goal and without consideration 

of future consequences (Moeller et al., 2001). As Vanden-Bos (2007) stated, impulsivity is a  

“tendency to act with little forethought, reflection, or consideration for the consequences”. 

Impulsivity has been argued to comprise two independent components: acting without 

thought (Daruna & Barnes,1993) and choosing short-term gains over long-term gains 

(Rachlin, 2000).    

  Differences in the level of impulsivity observed between individuals have been 

recognised as different aspects of inhibitory control comorbid with multiple psychological 

disorders, including ADHD (Vasconcelos et al., 2012). Using factor analyses of commonly 

used impulsivity measures, Barkley (1997) and Nigg (2000) found that the single construct 

inhibitory control was correlated with ADHD ratings (see also Avila et al., 2004). There have 

been further studies comparing different measures of impulsivity using laboratory tasks and 

correlating them to rating scales (Carrillo de la Pena, Otero, &  

Romero, 1993; Gerbing, Ahadi, & Patton, 1987; Luengo, Carrillo de la Pena, & Otero, 1991).  
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              As well as in ADHD individuals, impulsivity has also been the subject of much 

research in the typically developed population. Some of this work also shows that it is 

associated with an inability to inhibit a response (Logan et al., 1997). There is additional 

evidence that commonly used behavioural measures of inhibitory control correlate with 

standard self-report measures of impulsivity in normal adults. For example, Enticott, Ogloff, 

and Bradshaw (2006) found an association between scores on the BIS and responses on 

several commonly used behavioural paradigms of inhibitory control (e.g., Stop Signal, 

Stroop, and Negative Priming). Thus, there is clear evidence to suggest that impulsivity is 

associated with some specific measures that indicate a lack of inhibitory control.  

               The rationale for Experiment 8 was identical to that of Experiment 7, except that 

responses on the motor-induced motor inhibition task were correlated with the BIS.  

Method  

Participants  

              There were 76 participants. As with Experiment 7, they were all over 18 and self-

identified as residing in the US or UK. Thirty-eight were identified as male and 38 female. 

They were paid £1.20, or the US equivalent.  

  
Stimuli, design and procedure.  

               All aspects of the motor inhibition task were as described previously. After this task 

was finished, participants completed the BIS. The two tasks were again completed remotely 

via the Prolific platform and programmed with PsychToolKit. A desktop or laptop computer 

was also needed to run the experiment. When the work for the present thesis began in 
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October 2019, pre-registering studies were in their infancy, and none of the previous 

experiments were pre-registered. The registration for the present experiment can be found 

at https://osf.io/f6b9v.  

Results and Discussion  

                  Although 76 participants undertook the study, the pre-registration stipulated that 

the sample size analysed would be 64. The extra participants were run to generate enough 

replacements for those whose error rate (on the letter discrimination task) was above the 

20% threshold for inclusion. However, none of these were needed because the first 64 who 

completed the task had an error rate of less than 20%. Mean letter discrimination 

performance was 95.1% (SD = 4.2; note that these values are identical to those of 

Experiment 7), and the mean RT was 532 ms (SD = 95).  

                   The mean Repeat response rate was 47.2% (SD = 7.2). This value was significantly 

different to the chance value of 50%, t(63) = 2.3 p = 0.042. As with Experiment 7, the 

sample thus showed an overall motor-induced motor inhibition effect. This effect was also 

revealed in the RTs. Repeat responses (M = 783, SD = 96) were significantly slower than 

Switch responses (M = 763, SD = 107), t(63) = 3.6 p = 0.02). The mean BIS score was 68.0 

(SD = 9.9). The central analysis again concerned the correlation between the two variables 

of interest,  

i.e., motor inhibition and BIS. However, There was no meaningful association between the 

two, r = 0.05, p = 0.68 (see Figure 12).  
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Figure 12 Results from Experiment 8. The Line Fit Plot shows the null relationship between 
motor inhibition and the BIS.  

  

Unplanned analysis  

                 As described above, Patton et al. (1995) showed that the BIS has three central 

components. The authors referred to these as Attentional Impulsiveness, Motor 

Impulsiveness, and Non-planning Impulsiveness. The second of these is of central concern 

to the present thesis. However, the motor component did not meaningfully correlate with 

motor inhibition, r = -0.03.  

               Overall, the present experiment has not found any association between impulsivity, 

as measured by the BIS and motor inhibition.  
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Chapter Discussion  

    Experiments 7 and 8 successfully replicated the motor-induced motor inhibition 

effect previously reported. Furthermore, and most importantly, motor inhibition was 

associated with scores on the ASRS (Experiment 7). However, this correlation did not occur 

for the BIS (Experiment 8).  A small to medium effect was observed with the former 

measure. Although tentative, given the results of Experiment 8, this does suggest that 

motor inhibition is related to ADHD in the wider population.  

              Convergence of validity between specific lab-based tasks and self-reporting 

instruments has been problematic in ADHD work. Barnhart and Buelow (2017) observed 

similar results to Experiment 8 when working with undergraduate student participants who 

completed several self-report measures of impulsivity (i.e., the BIS, the Impulsive Sensation 

Seeking subscale, Conner's Adult ADHD Rating Scale, and Frontal Systems Behavior Rating.  

Scale) and three behavioural measures of impulsivity (Balloon Analogue Risk Task, Delay 

Discounting Task, Stroop). Their analysis failed to detect any relationships between self-

report and behavioural measures, consistent with previous research (Bayard, Raffard, &  

Gely-Nargeot, (2011). Meda et al., 2009; Simonoff et al., 2013; Rubia, Smith, & Taylor, 

2007). Barnhart and Buelow (2017) concluded that the failure to observe convergent 

validity resulted from how the self-reporting tools define impulsivity. As noted, impulsivity 

is a multidimensional construct comprising three components: attentional, reward 

sensitivity, and behavioural and motor impulsivity. Further analysis of how each self-

reporting tool builds the various constructs, like impulsivity and the weighting of the 

component factors, could shed light on the lack of convergence.   
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 The paradigm employed in Experiments 7 and 8 indexes motor inhibition, whilst the 

self-reporting scales take a broader view of impulsivity as a factor of ADHD. It remains to be 

seen to what quantitative extent motor inhibition, as measured by the paradigm, can affect 

scores on either self-reporting instrument. It remains possible that the “weight” of motor 

inhibition is higher for the ASRS score compared to the BIS.   

    The primary effect shown in Experiment 7 concurs with results from Albajara et al.  

(2020) who used a Stop-Signal-Delay task to distinguish between Autism and ADHD. 

Furthermore, Albajara et al. (2020) found convergent validity with the ADHD Rating Scale-IV 

developed by DePaul et al. (1998). In terms of Experiment 8, the BIS-11 is a broad measure 

with three factors, all of which rely on higher-level processing, indicating a poor possibility 

of overlap with the task. If we examine those previously mentioned factors - attentional 

impulsiveness, motor impulsiveness, and non-planning impulsiveness -- one should also 

look at the corresponding subfactors to get a sense of the weighting towards top-down 

regulation of impulsivity, which would bias the self-reporting tool away from convergent 

validity. Further examination of the factors contributing to the construct of impulsivity as a 

predominately top-down process within the BIS-11 would show that convergent validity 

between a purely motor inhibition task and a broad top-down definition of impulsivity is 

impossible. Further analysis of how self-reporting tools measure broad constructs could 

also contribute to how to incorporate specific tasks into the diagnostic process of spectrum 

disorders.  The present author argues that lab-based tasks are superior when making the 

problematic diagnostic distinctions between spectrum disorders such as ADHD and ASD.   

In sum, if not particularly strong, this final empirical chapter has found evidence that 

a measure of motor inhibition correlates with the degree to which a person shows ADHD-
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like behaviour. This, in turn suggests that ADHD is related to automatic motor behaviour in 

the general population.  
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Chapter 7 
 General Discussion   

                 ADHD is a condition in which individuals experience a combination of persistent 

deficits in attention, hyperactivity, and impulsive behaviour. Whilst it affects an estimated 

5.7% of children worldwide, the cause of ADHD is unknown (Polanczyk et al., 2007). 

Academic difficulties are a common problem in those who have ADHD, and this is often the 

reason for a child’s initial referral for clinical evaluation (Loe & Feldman, 2007).   

   The present thesis has put forward and examined the notion that individuals with 

ADHD have difficulty inhibiting automatic bottom-up motor behaviour. In Chapter 2, ADHD 

children, non-ADHD children aged 10 and 11, and controls undertook a task that indexes 

‘pure’ motor inhibition. Results revealed that controls showed a form of inhibition absent in 

ADHD children. Indeed, the latter showed a facilitation effect. Furthermore, the youngest 

children also showed a significantly reduced inhibition effect. The possibility was proposed 

that the basal ganglia, underdeveloped in both ADHD and young children, is the locus of this 

lack of inhibition.   

In Chapter 3, inhibitory control over a gross motor skill was assessed for children 

with ADHD aged 11 to 14 and a similarly aged control group. These children completed a 

gross motor task - rolling dice with the explicit goal of keeping it on a table - to measure 

levels of inhibitory control of a relatively large motor action. Children with ADHD found it 

significantly more difficult to inhibit motor action enough to keep the dice within the 

workspace consistently. These results indicate that reduced inhibition significantly impairs 

gross motor control in individuals with ADHD when completing the dice-rolling task.    
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 Chapter 4 considered the role of inhibition whilst undertaking a fine motor skill (i.e., 

handwriting). Two groups of children aged 11 to 14, an ADHD group and a control group, 

were asked to draw a straight line measured by computer software. Any deviation from the 

straight path was compared to the line the child intended to draw. The ADHD group was 

found to have significantly more variation than the control group. Once again, this was 

attributed to reduced levels of inhibitory control when engaged in fine-motor actions.   

   The phenomenon in which humans have difficulty redirecting attention once it is 

focused on a feature or property of a stimulus or task was examined in Chapter 5. The 

phenomenon of Attentional Inertia is thought to be regulated by inhibition. An ADHD and a 

control group were asked to complete 10 number sentences that began as multiplication 

and continued until the 9th sentence wherein the sign changed to addition. Children with 

ADHD were found to fixate on the prior multiplication rule. This was taken as a failure to 

inhibit the initial multiplication rule in favour of the new addition rule.   

   Chapter 6 investigated the convergent validity between motor-induced motor 

inhibition (as used in Chapter 2) and two commonly employed ADHD behaviour scales, as 

well as the generalisability of the previous findings. Adults were asked to complete the 

Adult ADHD self-report scale (ASRS) and the Barrett Impulsivity Scale (BIS-11) after 

undertaking the motor-induced motor inhibition paradigm used in Experiment 2. Whereas 

scores on the ASRS were associated with the motor task, scores on the BIS-11 were not. 

Despite the lack of convergence in the BIS-11, these results still suggest that the failure to 

inhibit a response on a task that indexes automatic motor inhibition is related to ADHD-like 

behaviour in the general population.    
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ADHD is a problem with inhibition   

  Problems with inhibition are the central cognitive abnormality in ADHD and are 

related to its underlying neuropathology (Barkley, 2001; Polanczk, Willcutt, Salum, Kieling, 

& Rohde, 2014; Doyle et al., 2005 Nigg, 2001; Willcutt, Doyle, Nigg, Farone, & Pennington, 

2005). For example, imaging studies of individuals with ADHD have shown that similar 

regions of the brain are activated when completing both motor control and executive 

function tasks related to inhibition (Schoemaker et al., 2005; Hyde et al., 2021; Paloyelis et 

al., 2007; Rubia et al., 2011; Rubia, Smith, Taylor, & Brammer, 2007). Furthermore, Kumar, 

Arya, and Agarwal (2022) attributed inhibitory dysfunction to faulty connections between 

different brain areas. The tasks employed in this thesis, often novel paradigms (e.g., motor-

induced motor inhibition, straight-line drawing, dice rolling), intended to trigger various 

inhibitory effects that could be measured and compared between ADHD and control 

groups. If problems with automatic inhibitory control are a central component of ADHD, it 

was expected that children with the condition would perform the inhibitory tasks relatively 

poorly. This was indeed the case. Significantly, when ADHD individuals undertook a task 

that is known to involve higher-level cortical processes (i.e., Stroop; Chapter 1), there was 

no difference between the ADHD group and the control (Experiment 2). This illustrates that 

ADHD individuals do not necessarily have problems inhibiting per se; the issue is inhibiting 

relatively automatic motor patterns. This suggests that the inhibition of automatic.  

‘bottom-up’ motor processes are an essential component of ADHD.   

   The present results support several previous empirical findings concerning ADHD 

and inhibition. For example, Schachar et al. (2007) found a deficit in the ability to cancel and 

restrain a speeded motor response using a variation of the Stop Signal task. Furthermore, 
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approximately 50% of individuals with ADHD show dysfunction on a range of paradigms and 

processes associated with inhibition. These include fine motor precision, manual dexterity, 

bilateral coordination, balance, postural control, running speed, agility, and limb 

coordination (Farran, 2020). Glover (2004) attributed deficiencies in motor movements to 

disinhibited motor planning or deficiencies in the “mechanisms of inhibition”. Indeed, he 

argued that inhibition was the driver of motor planning. Dahan (2017) also identified a lack 

of inhibition as responsible for the poor motor control seen by individuals with ADHD. 

Inhibitory processes are employed when selecting an action and managing the timings of 

motor movements (e.g., reaction times, movement times, and acceleration/velocity 

parameters).   

  The Inhibition Model of Barkley (1997) attributes all deficits in ADHD children to a 

failure of inhibitory control. Based on a comprehensive literature review, Barkley (1997) 

also suggested that this deficit modulates performance in executive functions. He envisaged 

a broader definition of inhibition as the mechanism used for regulating bottom-up 

processes such as arousal and other sensory processes. The model predicts that children 

with ADHD would perform a variety of top-down and bottom-up lab-based tasks of 

inhibition poorly compared to their non-disabled peers. Indeed, this was seen in the tasks 

designed and used in the present research.  

  
Objective lab-based assessments of ADHD  

              The paradigms used in the present thesis can also be viewed as objective ‘lab-

based’ measures of ADHD, except for the dice rolling and line drawing tasks. Many authors 

have attempted to uncover and develop such measures for several years. This can be seen 
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as a ‘holy grail’ of ADHD research. According to Nichols and Waschbusch (2004), the current 

diagnostic processes involving clinical interviews and behaviour rating scales are costly and 

prone to bias. This inherent bias is derived from the specific construct used to develop the 

behaviour rating scale. A scale’s scores reflect the power of the behaviour rating scale to 

predict a successful diagnosis of ADHD. The effectiveness of subjective versus objective 

measures in diagnosing ADHD was investigated by Emser et al. (2018). The authors found 

that different rating scales measure different constructs of ADHD. In other words, the 

various tools may not measure the same phenomena. Emser et al. (2018) found that 

approximately 80% of individuals, measured solely by lab-based objective measures, would 

go on to be diagnosed with ADHD. In combination with traditional subjective measures, 

successful diagnosis rates approach 90%. The present author concurs with these 

researchers, who argue that lab-based tasks are superior to the current processes and could 

be used more effectively.   

 One of the most commonly used objective measures of ADHD is The Quantified 

Behavioural Test (QbTest). This diagnostic assessment includes computerised 

neuropsychological tests that index the three core symptoms using a continuous 

performance test (CPT). Participants are shown several symbols on a computer screen in 

the basic procedure. Participants are tasked with pushing the responder button each time a 

symbol with the same shape and colour is repeated on the screen. An infrared camera, a 

headband with a reflective marker, measures movement and eye gaze to derive an 

impulsivity measure.  Although promising, Hult et al. (2015) reported limited convergent 

and discriminant validity compared to the older, more established Conners’ CPT III (CPT-III, 

2014). The QbTest may be limited, particularly when trying to distinguish between 
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symptoms of Autism and ADHD. Hult et al. also note that the test cannot differentiate 

between impulsivity and hyperactivity. It is 73.8% accurate in predicting that a child will go 

on to receive an ADHD diagnosis and 86% effective for adults. However, this sensitivity 

drops to 36% when distinguishing between ADHD and other disorders (Edebol, Helldin, & 

Norlander, 2012).   

Therefore, choosing what to measure and the prominence that a symptom plays in 

the construct of ADHD seems central to a successful lab-based task. Many CPT tests 

measure an individual’s sustained attention.  When an individual has low sustained 

attention, they are, almost by definition, considered distractible, a primary symptom of 

ADHD. Common CPTs used in the diagnosis of ADHD include the Integrated Visual and 

Auditory CPT (IVA-2) Test of Variables of Attention (TOVA) and the Conners Continuous 

Performance Test (Conners CPT-III). These CPTs are heavily weighted in favour of a person’s 

executive functioning, whilst the QbTest includes tasks that measure executive functioning 

and impulsivity.   

The present work suggests that automatic motor inhibition is central to ADHD in 

children. One approach to assessment would be for a child to undertake a battery of lab-

based tasks that measure inhibition rather than executive function. The author would not 

want to overstate the case, but the present paradigms are promising in developing lab-

based objective measures of ADHD. Motor-induced motor inhibition, dice throwing, 

straight-line drawing, and the number sentence sign change paradigms have all enabled 

ADHD individuals to be distinguished from controls. Furthermore, although the effect was 

only small to medium, the first of these paradigms was also associated with scores on the 

ASRS.    
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              However, this does present us with a further complication concerning the diagnostic 

process and the DSM-5. The criteria for ADHD described in the DSM-5 does not mention 

inhibition. As far as diagnosis is concerned, any underlying “cause or causes” that produce 

these symptoms is as good as another. It is implied that there may be a root cause of ADHD, 

but the clinician is only concerned with the observable symptoms. To a certain extent, this 

makes sense; the symptoms of ADHD are descriptors derived from an arbitrary construction 

of parts of ADHD. There is no known cause of ADHD or reason for the observed symptoms. 

However, the fact remains that ADHD exists; the symptoms are tangible, observable, and, 

more importantly, measurable. I would argue that lab-based objective measures are 

possible with the right combination of tasks, including the issue of motor inhibition in 

ADHD.   

   To use lab-based tasks effectively in diagnosing ADHD, these tasks need to measure 

the specific trait they intend to measure. Inhibition is theorised to be the main difficulty of 

individuals with ADHD, but inhibition itself is a construct with developmental, cognitive, and 

motor dimensions. One central distinction within the inhibition construct is between 

automatic bottom-up processes and cognitive top-down inhibitory control (Nigg, 2000; 

Derryberry & Rothbart, 1997). Nigg (2001) argued that including inhibition in the diagnostic 

construct of AHDH was not considered when developing clinical rating scales. This could 

partly explain why the results from experiment 8 in this thesis showed that impulsivity was 

not consistently associated with a self-reporting tool (i.e., the BIS). For example, children 

with ADHD are, by clinical definition, inattentive, hyperactive, and impulsive. To meet the 

criteria of dysfunction in impulsivity, children need to exhibit six or more symptoms from a 

list of nine in the DSM-5. These symptoms could be derived from several inhibitory variants, 
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including motor inhibition and response inhibition. Consequently, the descriptors are not 

objective measures and are prone to bias. For example, “Is on the go” is a possible 

symptom of impulsivity, taken from the DSM-5. Behavioural impulsivity (e.g., variously 

described as fast, careless, acting without regard in context that are unsafe) as measured by 

clinical rating scales does not reveal the core psychological process of dysfunction, which 

could be in arousal, activation, effort, attention, and strength of impulse motivation or 

inhibition (Milich et al. 1994; Sergeant et al. 1999).   

Neuroanatomy of ADHD 

 In the mid-1960s, Clements (1966) developed a working definition of minimal brain 

dysfunction. His work separated three main axes with measurable spectra of control: 

attention, impulse, and motor control. These three spectra measured symptoms and 

became the diagnostic criteria of minimal brain dysfunction, which would later influence 

the defining diagnostic characteristics of ADHD as inattention, impulsivity, and hyperactivity 

(Connor, 2002). It also separated children with ADHD from “the brain-damaged mentally 

subnormal groups” (Clemens, 1966). This allowed children with average intelligence to be 

diagnosed with ADHD without assuming brain damage or cognitive impairment (Clemens, 

1966).  

   In the late 1960s, following the criticism that minimum brain dysfunction was too 

broad and did not differentiate between different groups of children with ADHD, work was 

undertaken to refine the disorder's definition, culminating with Douglas and Ditto's 

influential research (1972). They defined hyperactivity as a biological syndrome without 

environmental cause (Douglas, 1972; Barkley, 2006). The diagnostic criteria for attention 
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deficit became more defined by the third edition of the DSM, following the research of 

Douglas (1972), who argued that attention and impulse control were more significant 

features of the disorder than hyperactivity. Douglas argued that attention and impulse 

control respond best to stimulants and deemphasised the importance of hyperactivity. This 

research led the American Psychiatric Association, in the 1980 edition of the DSM, to 

change the name of the disorder from “hyperkinetic reaction of childhood” to “ADD” or 

“attention deficit disorder with hyperactivity or without hyperactivity”.  

   Neural imaging became important to the study of ADHD in the 1990s. Imaging 

sought to identify correlates of motivational factors, such as deficits in reinforcement, and 

assessing past ideas regarding the brain's structure or damage to specific parts as a 

potential cause of ADHD (Barkley, 2006). Neural imaging indeed showed differences in brain 

structure between people with ADHD and the neurotypical person. Imaging work also 

showed that the pre-frontal-striated network was smaller in children with ADHD and that 

supporting neural circuitry throughout the brain does not appear typical (Kondrad et al., 

2010; Nagal et al., 2011). ADHD also became associated with alterations in cortical 

development that seemed to be pre-natal (Shaw et al., 2006) and changes made to the 

frontal-striatal-thalamic circuitry (Bush, 2011).   

   Imaging research made it possible to target specific functions within the brain that 

were not possible earlier, allowing researchers to focus on what Joel Nigg (2012) called 

“task-related brain activations”. By looking for evidence of where brain functions are taking 

place, it was thought imaging would clarify how alterations to areas and neural circuits 

would influence task-related brain function (Bush, 2011). At the start of the use of this 

technology, researchers typically ignored the neural background activity that occurred 
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between experimental task conditions, referred to as “spontaneous activations” (Nigg, 

2012). Neuroscientists came to see patterns within the spontaneous activations and began 

mapping these to what is called “synchronised neural oscillations” that occur throughout 

the brain (Castellanos et al., 2008; Fair et al., 2009; Uddin et al., 2008). When looking at the 

maps of typical task-related brain functions and the neural circuits associated as tools of 

comparison between typical function and altered function, this type of research would 

benefit the understanding of ADHD and other mental disorders (Nigg, 2012).  

 

Role of the Basal Ganglia: connecting Inhibition with ADHD   

       Albin, Young, and Penney, 1989 (see also Alexander, DeLong, & Strick, 1986; Kemp 

& Powell, 1971) have provided evidence that the basal ganglia regulate access to the 

prefrontal cortex. These access points within the basal ganglia, referred to as the direct and 

indirect route, are a set of interconnected subcortical nuclei manifolds that receive inputs 

through converging neurons from the entire cortex, including the prefrontal cortex, the 

traditional seat of executive function. After inhibitory processing, a single output from the 

basal ganglia is routed only to the frontal lobes. The basal ganglia ‘‘funnels” cortical signals, 

processing them through a series of inhibitory gates so that they “compete for access” to 

the prefrontal cortex (Stocco et al., 2017). This evidence suggests that the basal ganglia act 

as an intake manifold for neural signals, with the output being selected by the basal ganglia 

using as-yet-unknown selection criteria among competing signals that need to be outputted 

(through the thalamus) to the prefrontal cortex (Gurney, Prescott, & Redgrave, 2001; 
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Redgrave, Prescott, & Gurney, 1999; Stephenson-Jones, Samuelsson, Ericsson, Robertson, & 

Grillner, 2011). 

A possible location linking ADHD and inhibition is the basal ganglia, specifically 

within the inhibitory neural circuitry found within the direct and indirect pathways. The 

indirect pathway has an inhibitory effect on the thalamus. It has already been established 

that the indirect pathway in the basal ganglia is responsible for inhibiting the thalamus. 

When the indirect pathway is active, it inhibits the thalamus, which inhibits the motor 

cortex, resulting in decreased movement. The location of the thalamus puts it at the 

beginning of many neural pathways. The thalamus is a relay station for incoming sensory 

information and is in the brain's centre, just above the brainstem. The thalamus is 

responsible for sending incoming sensory information to the appropriate area of the brain 

for processing. The inhibitory effect from this pathway becomes more prominent as 

cognitive performance becomes more dependent on discarding irrelevant task features 

(Gerfen & Wilson, 1996). In other words, as the cognitive load becomes heavier due to the 

“gating” of irrelevant tasks, this inhibitory feature within the neural circuit has more 

switching power.   

 The basal ganglia regulate voluntary motor movements, procedural learning, habit 

learning, eye movements, and general cognition (Stocco, Lebiere, & Anderson, 2010). A 

growing body of evidence suggests that instead of explicitly being used for motor selection, 

it is also associated with cognitive task selection (Helie, Chakravarthy, & Moustafa, 2013). 

For example, damage to the basal ganglia limbic sector has been linked to dysfunction in 

the reward learning system (Seger & Spiering, 2011). Interestingly, the dynamic learning 
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theory of ADHD proposes that ADHD results from the duration window between the reward 

dopamine hit and actions being too short for learning, leading to impulsive behaviours.   

  Wiecki and Frank (2013) created a computational model of the basal ganglia that 

simulates how the basal ganglia operates as the critical inhibitory circuit. Wiecki and Frank 

(2013) state that “planning and executing volitional actions in the face of conflicting 

habitual responses is a critical aspect of human behaviour”.  In the model, interactions 

between planning and volitional actions are moderated by an “overriding” mechanism, 

which they identified as inhibition. Their model further showed that inhibition can suppress 

the habitual selection process, leading to the promotion of executive control. Their model 

was constructed from behavioural and electrophysiological data on various response 

inhibition paradigms. This model extends a previous model of action selection they 

developed of the basal ganglia by including a frontal executive control network that 

integrates information about sensory input. Another innovation and extension to the model 

is the inclusion of task rules, which facilitate decision-making via the oculomotor system. 

They demonstrated the model's competency by simulating the anti-saccade, Simon, and 

saccade override tasks. Further simulations of the model showed how the conflict between 

a prepotent and controlled response could be resolved via projections to the subthalamic 

nucleus. The model also reproduced key behavioural and electrophysiological patterns that 

simulate key qualitative patterns of global response inhibition demands as required in the 

Stop-Signal task.   

   The authors also argued that inhibitory actions of the basal ganglia on the anterior 

anatomical circuits act as a gate that modulates when to update prefrontal working 
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memory representations. When acting as a gate, the basal ganglia use inhibitory functions. 

Specifically, GABAergic connects directly with the thalamus and indirectly through the 

thalamus using glutamatergic excitatory pathways to the cortex to regulate working 

memory specifically (Mehler-Wex, Riederer & Gerlach, 2006). Hazey, Frank, and O’Reilly 

(2007) also proposed a computational model demonstrating the basal ganglia's gating 

function. This gating is assumed to be inhibitory, undermining the need for a distinction 

between top-down and bottom-up forms of inhibition, which become less relevant or 

valuable, effectively kicking the homunculus out of the prefrontal cortex (Hazey et al. 2007).   

     The neural circuits of the basal ganglia are also known to shape encoded excitatory 

impulses into more manageable chunks via inhibitory processes (Eisinger, Cernera, Gittis, 

Gunduz, & Okum, 2019; Hazey et al., 2007). Encoded sensory information travels through 

the basal ganglia using a pathway called the cortico-basal ganglia-thalamo-cortical loop, or 

CBGTC loop. This loop has an output that connects with neural pathways as an output that 

feeds the frontal cortex, with some information looping back into the basal ganglia. There is 

also an output to the thalamus—this CBGTC loop additionally outputs encoded information 

back to the cortex. The loop has been associated with dysfunction in ADHD (Sobel et al., 

2010). It also contains excitatory and inhibitory neural circuits connecting parts of the loop 

(Utter & Basso, 2008). It has within it two pathways referred to as the “direct” and “indirect 

pathways” (Purves et al., 2001).   

These developmental differences within the basal ganglia are known to occur as early 

as seven years old for children with ADHD and are thought to affect behaviour in three 

ways (Shaw et al., 2014). Firstly, dysfunction in the circuit spanning the ventral striatum 



170 
 

(nucleus accumbens, ventral caudate, and putamen) and limbic cortex has been linked with 

the abnormal processing of rewards found in ADHD (Coghill, Nigg, Rothenburger, Sonuga-

Barke, & Tannock, 2005). Secondly, problems with executive functions, such as cognitive 

control and working memory, have been tied to anomalies in the circuit linking the lateral 

prefrontal cortex, specifically the head of caudate and anterior putamen (Willcutt et al., 

2005; Barkley, 1997; Hart et al., 2013). Finally, problems in motor planning and control, a 

key characteristic of ADHD, result from disruptions between the links of the posterior 

caudal regions of the basal ganglia and sensorimotor cortex. (Cortese et al., 2013; 

Mostofsky et al., 2006; Kadesjo & Gillberg, 2003). These studies all found functional deficits 

connected with structural differences. Specifically, it was found that in children with ADHD, 

the basal ganglia had reduced total striatal volumes specific to the putamen and head of 

caudate (Valera et al., 2007; Nakao et al., 2011). Two further studies have mapped these 

particular changes in the surface morphology of the striatum. It was found that there were 

highly localised surface deformities undetectable by traditional volumetric techniques 

(Shaw,2014). In both studies, surface area contractions were found in the tail of the 

caudate, the mid-body of the putamen, and medial, anterior globus pallidus, with less 

prominent expansion in the posterior putamen (Qiu et al., 2009) and head of the caudate 

(Sobel & Bansal, 2010). Shaw et al. (2014) mapped basal ganglia development from 

childhood into late adolescence, using novel methods derived from advances in MRI 

scanning technology that allowed for the study of the surface morphology of the basal 

ganglia with previously unavailable levels of spatial resolution. Using this method, Shaw et 

al. (2014) were able to map the developmental trajectories of children with ADHD aged 4 

through 19 across approximately 7,500 surface vertices in the striatum and globus pallidus. 
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This process showed that developmental difference for children with ADHD was linked to 

differences in the surface area of ventral striatal surfaces.  The ADHD group also showed 

significant fixed surface area reductions in dorsal striatal regions. These differences were 

detected in early childhood when participants began the study and were again found in 

adolescence.  Shaw et al. (2014) also found that “progressive, atypical contraction of the 

ventral striatal surfaces characterises ADHD”. This basal ganglia area has been identified 

with reward processing, confirming findings by Coghill et al. (2005).    

Age and development of the Basal Ganglia  

  The basal ganglia structures take shape within the embryonic central nervous 

system when two types of cells, neurons and glia, differentiate into specialised structures. 

This usually occurs at around four weeks prenatal. The basal ganglia establish a regulatory 

neural network with two other proto-structures: the neural progenitor cells and the neo-

cortex (Gohlke et al., 2008). During this phase (week five to around birth), all regions of the 

cerebral cortex project and establish a directional neural pathway to the basal ganglia, with 

the output being directed to the frontal lobe along two pathways. During this time, the 

premotor and supplementary motor cortex connect with the basal ganglia.   These 

connections will become used for attention, working memory, and executive functioning 

(Grillner & Robertson, 2016; Pyrgaki et al., 2010; Leisman et al., 2014).  

   The brain's total volume, including the basal ganglia, fluctuates between 7-24 for all 

individuals. The grey matter volume follows an inverted U-shaped development curve that 

peaks at age 10-12 years and declines with adolescence while increasing in density (Lenroot 

et al., 2007). The total mass of grey matter decreases slightly from five to 23 years of age, 

suggesting that an increase in density may partly counter a decrease in volume (Gennatas 
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et al., 2017). These changes are reflected in the basal ganglia during this period (Shaw et al., 

2014).  Gennatas et al. (2017) found that MRI scans indicated a decline in grey matter 

volume during adolescence and attributed it to a combination of “synaptic pruning of 

exuberant connections”. It is also known that the book of Grey Matter follows the same 

inverted U-shape trend during that timeframe (Sowell et al. 2001; Gogtay et al. 2004). As 

grey matter volume declines, white matter grows linearly, increasing throughout childhood 

into adolescence (Pfefferbaum et al., 1994; Giedd et al., 1999).       

             Specific studies assessing the development of the basal ganglia after birth are 

relatively rare. List (2016) reports that “a variety of developmental analyses have been 

carried out to understand the progressive and regressive neuroanatomical changes, no 

study has investigated the cortical, subcortical, and cerebellar anatomy in a single large 

cohort with equal numbers of male and female children and adolescents.”  In the years 

since this statement, some research has occurred on basal ganglia development in children 

and adolescents.  

The specific changes to volume and surface area of the basal ganglia have been 

technically challenging to measure for children ages 7-24. Wierenga et al. (2014) observed 

“substantial diversity in the developmental trajectories”, meaning that the various parts of 

the basal ganglia develop independently, some linearly, whilst some parts of the basal 

ganglia follow the inverted U-shape development paths. In a longitudinal study of 

participants aged 7-24, Wierenga et al. measured the different subcortical grey matter 

structures of the basal ganglia by using multiple MRI scans over more extended time frames 

to determine the changes in volume and surface area of the caudate, putamen and nucleus 

accumbens. They found that as children age, there is a marked decrease in volume. In 
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contrast to those findings, they also found that the hippocampus, amygdala, pallidum and 

cerebellum volume showed an inverted U-shaped developmental trajectory similar to 

whole brain development (Wierenga et al., 2014). Less dramatically, the thalamus showed 

an initial small increase in volume followed by a slight decrease. These findings support the 

conclusion that subcortical structures appear not yet fully developed in childhood, similar to 

the cerebral cortex, and continue to show maturational changes into adolescence.  

The possible explanation for these findings could be linked to malformation or damage to a 

specific area in the basal ganglia. The divergent inputs into the basal ganglia could explain 

the absence of motor inhibition but retained cognitive inhibition. One path is the putamen, 

which deals primarily with motor control, whereas the caudate appears to be involved in 

controlling eye movements and specific cognitive functions (Litvan et al., 1998; Vitk & 

Giroux, 2002).   

 Shaw et al. (2014) and (Wierenga et al., 2014) found that the mid-body/tail of the 

caudate and posterior–inferior regions of the putamen showed surface area reduction in 

individuals with ADHD. It is possible that motor inhibitory processing first travels through 

the basal ganglia via the putamen, whilst other cognitive functions travel into the basal 

ganglia via the caudate. Malformation of this basal ganglia part could be overcome with a 

stimulant. Ritalin increases the action of neurotransmitters dopamine and norepinephrine 

by blocking their reabsorption into the neuron. Shaw et al. (2014) demonstrated that for 

ADHD, malformation of this part of the basal ganglia and other comorbid deficiencies within 

the basal ganglia contribute to motor inhibitory difficulties. 
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   Ordaz et al. (2013) used fMRI to follow the development of inhibitory control of 

three neural circuits - the motor response circuit, the executive control circuit, and the 

error processing circuit - and determined through these scans of the brain that inhibition in 

all three circuits continues to mature through adolescence into adulthood.    

 The first circuit to be examined is the motor response control. The motor response 

control is a circuit that prepares timed, goal-directed responses. The neuropathway of this 

circuit includes the supplementary motor area, posterior parietal cortex, and putamen 

(Everling et al., 1999; Rubia et al., 2003). If your putamen remains intact, motor inhibition 

should remain intact. If your putamen were damaged or immature, it would be expected 

that motor inhibition would be impaired.  The youngest participants in the experiment were 

found not to inhibit the motor task. This would make sense in context to the natural 

maturation of the putamen, which is not fully developed by age 10-11. Participants with 

ADHD also have similar results, which could be linked to the malformation of the putamen.   

   The motor task has an ambiguous goal during the equal lines phase. When 

presented with two equal lines, the participant is forced to pick a longer line quickly. Ell et 

al. (2006) demonstrate that rule-based tasks assume that participants can learn the 

category structures through an explicit reasoning process, which is impossible in our motor 

task due to situations where lines are equal in length, but the participant is forced to 

choose. Ell et al. (2006) also state that in information-integration tasks, optimal 

performance requires integrating information from two or more stimulus components, 

often unaware or implicit relationships. Using lines, Ell et al. (2006) found that participants 

with lesions only on the putamen and not the caudate impaired the ability to complete 

tasks that followed simple rules whilst retaining information-gathering capability. Their 
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findings are interesting because they align with the motor task findings for populations with 

impaired basal ganglia (ADHD) or immature basal ganglia (children aged 10-11).    

  The second control circuit known to mature with age is the executive control circuit, 

part of the cortico-basal ganglia thalamic loop (Yager et al., 2015). The executive control 

circuit coordinates and plans adaptive, goal-directed behaviour (Aron et al., 2004). fMRI 

analysis of this circuit by Ordaz et al. (2013) was localised to the dorsolateral prefrontal 

cortex and the ventrolateral prefrontal cortex, which also demonstrates its maturation 

process over time. This cortico-basal ganglia thamalic loop is regulated by the inhibitory 

circuits within the basal ganglia. If these circuits are not mature, then information fed 

forward into the loop would be hypoactive on inhibitory circuits, meaning that there would 

not be inhibitory activation. Additionally, we would see reduced or absent inhibitory effects 

on goal-directed tasks. Though not explicitly explored in this experiment, we will explore 

this circuit in the next chapter.   

Ordaz et al. (2013) completed fMRI analysis of the third and final circuit, the error-

processing circuit. This circuit consists of the dorsal anterior cingulate, which monitors 

performance through error detection. When an error is detected, it signals the executive 

control circuit to adjust activation, leading to improved performance through a feedback 

loop (Carter et al., 1998; Ridderinkhof et al., 2004; Kerns, 2006). To identify or rule out this 

particular circuit as a confounding variable, the Stroop and motor tasks were modified to 

eliminate participants' feedback on potential error detection. Ordaz et al., 2013 found that 

whole-brain studies suggest that brain function in motor response control regions may be 

mature by childhood, while brain function associated with error processing may continue to 

mature throughout adolescence (Rubia et al., 2007; Velanova et al., 2008).   
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   The inverted U-shaped curve in volume and surface area is shared by both ADHD 

children and their typical peers (Shaw, 2014). However, ADHD children consistently have 

about 5% less volume than typical peers and 2.5 % less surface area to work with (Shaw et 

al., 2014). For both groups, the volume and the surface area of the Globus Pallidus reduced 

slightly by about 50 mm3. However, the ADHD group starts with 45 mm3 less than their 

typical peers (Shaw et al., 2014).  

    Furthermore, Shaw et al. (2014) found that the mid-body/tail of the caudate and 

posterior–inferior regions of the putamen showed surface area reduction in individuals with 

ADHD, confirming findings made by (Wierenga et al., 2014), who used a different method of 

finding the volume and area of these regions. These basal ganglia regions receive inputs 

from motor and premotor areas and parietal somatosensory areas. Hypoactivation in this 

circuit was confirmed in a meta-analysis of fMRI studies of motor inhibitory control (McNab, 

Leroux, Strand, Thorell, Bergman, & Klingberg, 2008). Fronto-striate-thalamic circuits 

interact and are known to interact with one another, allowing flexible and adaptive 

behaviour (Shaw et al., 2014; Haber, 2003).  The results of motor experiments seem to 

confirm and align with prior research findings. In particular, participants with ADHD and 

young children have been found to have reduced levels of motor inhibitory control. In both 

populations, the basal ganglia has not fully developed. It should be noted that cognitive 

connections grow linearly, whilst motor connections seem to grow in the inverted U-

developmental curve.    

Understanding and tracking the outputs of these pathways will show the importance 

that inhibition plays in regulating the data streams processed by these pathways. The 

production of the direct pathway loop is excitatory, with efferent neurons in the cortex 
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sending an excitatory signal to the striatum. Signals are processed in the striatum, with an 

inhibitory output sent to the globus pallidus. The globus pallidus then processes the signal, 

sending another inhibitory signal to the thalamus. The thalamus will end the first round of 

the processing loop by sending an excitatory signal back to the cortex (Purves, Beau, 

Williams, Nundy, & Yang, 2001).   

 The indirect route has a more significant number of inhibitory circuits. Starting with 

the cortex, an excitatory signal is sent to the striatum for processing and, like the direct 

route, sends an inhibitory signal onto the globus pallidus exterior. The globus pallidus 

exterior then processes the signal and sends an inhibitory signal to the subthalamus. The 

subthalamus processes this signal, sends an excitatory signal to the globus pallidus interior, 

and processes the signal with an inhibitory output sent to the thalamus.  

The thalamus then processes the signal differently than the direct route and sends an 

inhibitory signal to the cortex (Purves et al. 2001).   

  Signals from the cortex that use these two pathways within the basal ganglia send 

both inhibitory and excitatory signals to the cortex. It is important to remember that both 

pathways are regulated by dopaminergic neurons from the substantia nigra, which excite 

the excitatory direct path, and inhibit the inhibitory indirect path (Purves et al. 2001). 

Damage to the substantia nigra has also been linked to ADHD (Acros-Burgos et a., 2010; 

Krauel et al., 2010).   

             The inhibitory neural circuits found within the basal ganglia are critical to a 

prefrontal basal ganglion working model, which is a computational model that explains 

both the top-down and bottom-up atypical inhibitory symptoms of ADHD and fits within a 
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general computational model that removes the need for a central executive (Hazey et al., 

2007). Further examination of this pathway will show other potential points of failure 

within this system. Information enters the CBGTC loop from two sources (Parent & Hazrati, 

1995). The first input occurs via the striatum, and malformation of this part of the brain has 

been associated with ADHD (Oldehinkel et al., 2016). The second connection is the 

subthalamic nucleus, considered part of the basal ganglia system (Fujiyama, 2009) and has 

two kinds of neurons. The first is connective glutamatergic neurons between the 

subthalamic nucleus and the basal ganglia system (Levesque & Parent, 2005). The second 

type of neuron is the GABAergic interneurons, which comprise approximately 7.5% of the 

neurons found with the subthalamic nucleus neural circuits (Levesque & Parent, 2005). 

These GABAergic interneurons are thought to function entirely in a “closed” system 

(Surmeier, Mercer, & Chan, 2005) contained within the subthalamic neural circuit due to a 

lack of connections between the dendritic arbours of subthalamic neurons that do not 

connect directly to neurons outside the subthalamic nucleus (Levesque &Parent, 2005). 

Furthermore, information flows into the subthalamic core from the external globus pallidus 

(Canteras et al., 1990) via afferent GABAergic neurons of the external globus pallidus and 

inhibiting connective neurons within the subthalamic nucleus (Galvin et al., 2005). Reduced 

GABAergic functionality within this system has been linked to ADHD by magnetic resonance 

spectroscopy (Edden et al. 2012).   

Inhibitory Functions at the Synaptic level in the basal ganglia.   

  At the synapse, two important proteins collect at the pre- and postsynaptic sides of 

the cell membrane of neurons that form the synapse. Running through the membrane, 
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these two proteins work together to regulate the distance of the gap between synapses. 

They are also responsible for the creation and maintenance of synapses. Neurexin is the 

protein located in the cell membrane of the presynaptic neuron, and neuroligin is the 

protein found in the cell membrane on the post-synaptic side. When these two proteins 

work correctly, the connection between neurons is maintained. Malformation of these 

proteins could contribute to the symptoms of ADHD.  Bay et al. (2023) found that 

Neuroligins are essential in mediating trans-synaptic signalling and shaping the synapse, 

circuits, and neural network functioning. The mRNA levels of the Neuroligin gene family 

(NLGN1, NLGN2, NLGN3, and NLGN4X) were studied by Bay et al. (2023) in the peripheral 

blood of 450 unrelated ASD patients, 450 unrelated ADHD patients, and the normal group 

included 490, unrelated non-psychiatric children.  In ADHD, a significant reduction of NLGN2 

and NLGN3 was detected compared to normal children. The Neuroligin family gene may 

play an essential role in the aetiology of ADHD.  

 Neural networks rely upon the specific functions that are regulated by neuroligins. 

Neuroligins come in two varieties. Neuroligin (NLGN) is the presynaptic protein that helps to 

connect the neurons at the synapse by bridging through the neuron cell membrane at the 

synapse (Pizzarelli & Cherubini, 2011). It also helps to regulate the space between synapses 

by linking with a post-synaptic protein called b-neurexin (Scheiffele, Fan, Choih, Fetter, & 

Serafini, 2000). Three genes, NRXN1, NRXN2 and NRXN3, are responsible for the expression 

of this protein and play a role in synaptogenesis, or the creation of synapses (Dean & 

Dresbach 2006).  When not expressed correctly within the basal ganglia, these genes could 

explain a weakened inhibitory effect in individuals with ADHD. They could further explain 

why ADHD has both a motor and attention component.      
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   Fuster (2017, 2015) argues that the prefrontal cortex makes the brain a pre-adaptive 

system and further develops the perception action cycle model. In this model, the organism 

has two worlds. The first is the outer world, where sensory information is generated, and 

the organism can act out a goal-directed behaviour. The second world is the inner world. In 

its simplest form, the pre-adaptive cycle enters the brain via some receptor called a mark 

organ. Within the mark organ, a generalised term for all sense organs, sensory information 

is encoded and routed to the brain. The organism reacts to this information and acts upon 

the environment. This is a reactive model, and Fuster (2017) argues that this model can 

explain observed behaviour for simple organisms. However, for more complex organisms – 

including humans,  Fuster (2017, 2015) discusses that a feedback loop within the cognitive 

circuits of two places in the brain, the prefrontal cortex and the posterior associated cortex, 

has evolved specifically to help the organism.   

  In sum, as several authors have suggested (Mehleir-Wex, Riederer, & Gerlach, 2006; 

Alexander & Crutcher, 1990; Alexander, Delong, Strick 1986; Seger, 2008; Olivia, Girolamo, 

di Girolamo, Malandrone, Iaia, Biasi & Maina, 2020), typical inhibitory processes that occur 

within basal ganglia neural circuits provide at least a mediating mechanism, if not partial 

explanation, of ADHD.   

  
Basal Ganglia roles in cognitive and motor inhibition  

Stocco et al. (2017) stated, "The theory that interference is resolved through top-

down representations provides an elegant solution to the problem of cognitive control and 

has been largely confirmed, but it poses a second problem: How are these representations 

selected? “  
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It is currently known that the basal ganglia function this way to help motor 

movements and actions (Redgrave, Prescott, & Gurney, 1999).  Neurocomputational 

models have been used to show that this exact neurological mechanism can be generalised 

to cognitive processes (Frank, Samanta, Moustafa, & Sherman, 2007; Booth, Wood, Lu, 

Houk, & Bitan, 2007; Humphries, Stewart, & Gurney, 2006; O’Reilly & Frank, 2006; Stewart, 

Choo, & Eliasmith, 2010; Stocco & Lebiere, 2014; Stocco, Lebiere, & Anderson, 2010). 

O’Reilly and Frank (2006) have shown that the basal ganglia “learn”, through adaption, to 

use the prefrontal cortex as a working memory buffer. This action controls which stimuli are 

worth memorising through a process called ‘‘gating” (O’Reilly & Frank, 2006). This process 

allows reinforcement of some processes whilst inhibiting less desirable processes, which 

can be discarded by the “gating” or selection process that uses competition between 

sensory signals as they go through the direct and indirect pathways (Albin, Young, & 

Penney, 1989; DeLong, 1990). It is known that the opposition between the two pathways is 

mediated by dopamine-driven reinforcement-learning mechanisms (Niv, Duff, & Dayan, 

2005; Schultz, 1998; Schultz, Apicella, & Ljungberg, 1993; Schultz, Dayan, & Montague, 

1997). Stocco et al. (2017) further developed the idea that the basal ganglia learn through 

this dopamine structure to optimise the selection of the most relevant signals to send to 

the prefrontal cortex based on their expected utility (O’Reilly & Frank, 2006; Stocco et al., 

2010). It is also known that individuals with ADHD benefit from using Methylphenidate, 

which acts as a norepinephrine–dopamine reuptake inhibitor (Volkow & Swanson, 2003). As 

suggested by models of ADHD (Barkley, 1997, 1997b, 2001), the disorder has been 

associated with functional impairments in some of the brain's neurotransmitter systems 

(Robison et al., 2017). These functional impairments are particularly apparent in those 
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functions that involve dopamine in the mesocortical and mesolimbic pathways and 

deficiencies in norepinephrine in the prefrontal cortex and locus coeruleus (Busardò et al., 

2016). Using stimulants, Methylphenidate and amphetamine, to increase stimulation of 

mesolimbic pathways offers effective treatment of ADHD (Molina et al., 2009; Dodson, 

2005). There is also evidence that unintentional accidents, “clumsiness”, can be mitigated in 

individuals with ADHD with stimulants (Ruiz-Goikoetxea et al., 2018). The combination of 

effective treatment of attention and motor control with stimulants suggests a possible 

single point of failure.    

Using the N-back task, Gerfen et al. (1990) showed that an increased expression of 

dopamine D2 receptors explicitly found in the indirect pathway was associated with better 

performance (Gerfen et al., 1990; Zhang et al., 2007). Because this task requires participants 

to maintain a moving window of the last N items in a stream of stimuli, it places severe 

demands on controlling which information is added to the contents of working memory 

(Stocco et al., 2017).  McNab and Klingberg (2008) found that basal ganglia activity, most 

likely associated with the indirect pathway (because it is localised in the external globus 

pallidus), correlates with better performance in spatial working memory tasks in which 

participants are required to memorise the location of certain stimuli (e.g., red dots) while 

ignoring distractors (e.g., yellow dots). Conversely, reduced expression of D2 receptors has 

been associated with reduced visuospatial skills (Berman & Noble, 1995) and impaired 

performance on the Wisconsin Card Sorting Task (Han et al., 2008). One study reported that 

administration of a D2-agonist cabergoline resulted in improved performance in response 

inhibition and executive function tasks (Messer, 2011).  
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ADHD interventions  

                   Overall, the present thesis has presented the possibility that ADHD can, in part, 

be characterised as a failure to inhibit automatic motor responses, i.e., behaviour not 

associated with higher-level brain mechanisms. This could have implications for behavioural 

interventions when treating the condition. Current approaches to managing and diagnosing 

children with ADHD, excluding medication, assume a cognitive-heavy aetiology of the 

disorder. The present author suggests that this reliance on top-down processing needs to 

be addressed. ADHD is a problem of inhibition generally; ADHD is not purely an inhibition 

problem of cognition but also includes inhibitory deficits associated with motor control.  

This has far-reaching consequences for young people because the inclusion of bottom-up 

processes is not widely considered by schools, leading to wasted energy and resources on 

ineffective interventions, policies, training, and frustration for students and teachers.      

  The present author would further argue that the DSM-V, used by clinicians to 

complete a formal diagnosis, has contributed to an oversimplification of the disorder by 

using only two predominant subtypes: inattentive and hyperactive/impulsive. The present 

author, in line with others (e.g., Sonuga-Barke et al., 2022), suggests that the DSM-V fails to 

describe the nuances of ADHD. Children have a spectrum of behavioural responses that are 

difficult to quantify when too narrowly defined. For example, variability within the 

symptoms of ADHD is hard to quantify with current diagnostic tools. Further complicating 

matters is the observation made by Sonuga-Barke et al. (2022) that children with ADHD 

exhibit different profiles of emotional regulation and attention problems. What is not 

known is how these profiles affect the typical patterns of maturation of brain networks, 

particularly the rewards centre. By only focusing on the symptoms of ADHD, front-line 



184 
 

professionals, teachers, and parents have not always appreciated that symptoms are the 

result of actual differences within the brain instead of a failure to behave, pay attention, or 

sit still. The ADHD brain, as shown by structural MRI scans, is quite different compared to 

typically developed children of the same age (Sutcubasi et al., 2020; Kumar, Arya, & 

Agarwak, 2021). Sonuga-Barke et al. (2022) discussed the possibility that people with ADHD 

have a much slower development of white matter and potentially don’t fully mature until 

they are aged 30.  

              

Future research   

  The use of medication, particularly dextroamphetamine, has been shown to 

improve performance on tasks that require inhibition (Sulzer, Sonders & Poulsen, 2005; 

Howland, 2008; Faaone et al., 2006; Malenka and Nestlet, 2009). There seems to be a trend 

of non-medical workers favouring cognitive behaviour therapies or even computer-based 

programs to improve the symptoms of ADHD (Rapport et al., 2013). However, Rapport et al. 

(2013) demonstrated that “training attention” or executive functions did not significantly 

improve those skills. The authors concluded, "Collectively, meta-analytic results indicate 

that claims regarding the academic, behavioural, and cognitive benefits associated with 

extant cognitive training programs are unsupported in ADHD”. Despite these findings, 

cognitive-based interventions prevail in many teacher-development courses, websites, and 

other forms of media. With so many commercial interventions available, a discerning 

parent or professional would find it difficult to know what should be reasonable to expect 

from a child with ADHD. Though these cognitive training programs seem to fit into a “high 

expectations” environment of schools, these interventions achieve little, are costly, and 
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contribute to the stress and anxiety of those often forced into participating. Further study 

examining the prevalence of these ideas is warranted. Anecdotal observations made by the 

present author over a long special educational needs career suggest that erroneous ideas 

about ADHD continue to be spread among teachers, parents, and professionals. A review of 

the professional training of SENCOs and other frontline education officers who implement 

ADHD interventions may reveal the true extent of the problem.   

Motor-induced motor inhibition.       

              It is also worth noting that results from the present thesis also extend knowledge 

about the basic motor-induced motor inhibition phenomenon. As well as reporting the 

basic phenomenon, a central aspect of Cole and Skarratt (2023; under review) was to 

eliminate attention as the cause of the effect, precisely, inhibition of return. Experiments 1 

and 2 showed that motor-induced motor inhibition is robust enough to occur in children 

aged 10 and 11 (Experiment 3). Experiments 7 and 8 also revealed the effect when adults 

performed the task remotely (i.e. outside the standard laboratory set-up). Furthermore, 

other work by the present author and colleagues (not included in the present thesis) has 

shown that the basic phenomenon extends beyond decisions about size perception (of two 

short lines). In a variant of a standard word recognition memory paradigm, Cole, Bubb, and 

Skarratt (in preparation) showed that participants are less likely to indicate that they recall 

seeing an item if, to indicate that response, they are required to perform an action just 

made. For example, if the “old” item (i.e., the item presented previously during the ‘study’ 

phase of the procedure) is shown on the left of the display and a “new” item (i.e., not seen 

before) is presented on the right, participants are more likely to indicate that the new item 
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was shown previously if they have just pressed a left button. The same effect also occurred 

in a face recognition paradigm.  

Summary   

  This thesis has examined the relationship between ADHD and inhibitory control in 

various tasks that index predominantly bottom-up processing. Compared with controls, 

ADHD children failed to inhibit motor behaviour on a motor-induced motor inhibition task, 

a gross motor task, a delicate motor task, and an attentional inertia task. They did not, 

however, inhibit responses to any greater extent than controls on the Stroop task. 

Convergent validity was also found between the degree to which motor-induced motor 

inhibition occurs and the degree of ADHD-like behaviour as measured by the ASRS (this was 

not, however, the case for the BIS-11). Overall, the present work suggests that automatic 

motor inhibition, motor behaviour with little cognitive involvement, is compromised in 

ADHD individuals.  
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Appendix 
Effect Size Motor Inhibition Task 

Exp 1  Significant Difference that participants switched button presses on significant trial 

motor inhibition effect present 

t(17) = 4.3, p = 0.001, d = 1.0 

  Effect Size d Cohen = 1.2 Large 

Exp 2  Control, Significant Difference participants switched button presses on significant 
trial  

 motor inhibition effect present 

  t(24) = 5.574, p = 0.00001, d = 1.1  

Effect Size d Cohen = 2.3 Large 

  ADHD, Significant difference to repeat button presses on significant trials  

  Motor inhibition effect not present 

  t(15) = 3.4, p = 0.004, d = 0.85. 

  Effect Size d Cohen =  3.112 Large 

Exp 3    Not Significant Difference that participants switched button presses on significant 
trial 

motor inhibition effect not-present 

t(34) = 1.1, p = 0.3, d = 0.18.  

Effect Size d Cohen = 0.46 Small  

 

Experiment 1. Motor Induce Motor Inhibition Task checking for bias on key presses  

Experiment 1  
N=18  

Test Used Ho Effect 
Size 

All A button (left) 
and B Button (right) 
presses  

Response times 

Paired Sample T-Test Results of the paired-t test indicated 
that there is a non-significant 
difference between A-Button presses 
(M = 532.3 ,SD = 155.9) and B-Button 
Presses (M = 511.1 ,SD = 113.9), t(23) 
= 1.2, p = .245. 

The 
observed 
effect 
size d is 
small, 
0.24 
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Count of Left Button 
presses and Right 
button presses 

Paired Sample T-Test Results of the paired-t test indicated 
that there is a non significant small 
difference between Before (M = 39.1 
,SD = 8) and After (M = 43.8 ,SD = 
10.6), t(23) = 1.2, p = .228. 

The 
observed 
effect 
size d is 
small, 
0.25. 

Ambiguous Lines 
Small, Medium, and 
Large 

Response Times 

One-Way ANOVA and Tukey 
HSD 

Since p-value 0.659296 > α, H0 is 
accepted. 

The averages of all groups are 
assumed to be equal. 

The 
observed 
effect 
size f is 
small 
(0.11). 

 

Experiment 2 

N=41  

25 Control, 16 ADHD 

Test Used Ho Effect 
Size 

All A button (left) 
and B Button (Right) 
ADHD and Control  

One-Way ANOVA and Tukey 
HSD 

Since p-value 0.333481 > α, H0 is 
accepted. 

The averages of all groups are 
assumed to be equal. 

The 
observed 
effect 
size f is 
medium 
(0.21). 

 

Group All Key Presses Right 
Side ADHD 

All Key Presses Left Side 
Control Group 

All Key Presses Right 
Side Control 

All Key Presses Left Side ADHD 34.01 41.59 61.68 

All Key Presses Right Side 
ADHD 

0 75.6 95.69 

All Key Presses Left Side 
Control Group 

75.6 0 20.09 
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Experiment 2 
N=41  

25 Control, 16 ADHD  

Test Used Ho Effect 
Size 

Ambiguous Lines 
Small, Medium, and 
Large (ADHD) 

Ambiguous Lines 
Small, Medium, and 
Large (Control)  

One-Way ANOVA and Tukey 
HSD 

Since p-value 0.624162 > α, H0 is 
accepted. 

The averages of all groups are 
assumed to be equal. 

The 
observed 
effect 
size f is 
small 
(0.17). 

 

 

Group x2 x3 x4 x5 x6 
x1 68.94 76.78 20.75 56.26 75.33 
x2 0 7.84 89.69 12.68 6.38 
x3 7.84 0 97.53 20.53 1.46 
x4 89.69 97.53 0 77 96.07 
x5 12.68 20.53 77 0 19.07 
 

Experiment 3 
N=35 

Test Used  Ho Effect Size 

 All A button (left) 
and B Button (right) 
presses 

Response times 

Paired Sample T-Test Results of the paired-t test 
indicated that there is a 
non-significant difference 
between Before (M = 684.9 
,SD = 173.7) and After (M = 
675.6 ,SD = 200.9), t(34) = 
0.4, p = .673. 

The observed 
effect size d is very 
small, 0.072. This 
indicates that the 
magnitude of the 
difference 
between the 
average of the 
differences and 
the expected 
average of the 
differences is very 
small. 

Ambiguous Lines 
Small, Medium, and 
Large 

One-Way ANOVA and Tukey 
HSD 

Since p-value 0.781809> α, 
H0 is accepted. 

The averages of all groups 
are assumed to be equal. 

The observed 
effect size f is small 
(0.13). 
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Experiment 4. 

The mean number of times that the ADHD group rolled the dice off the table was 4.7 (SD = 
3.5) times. For the control group, this figure was 0.69 (SD = 1.21). These values were 
significantly different, t(176) = 9.48, p < 0.001.   

Effect Size d Cohen =  2.53 Large 

Experiment 5. 

Fractal Method T-Test the 16-member ADHD group (M = 1.42, SD = 0.08) when compared 
with 162 member control group (M = 1.32, SD = 0.1) demonstrated more deviation in their 
handwriting t(176)=4.186, p = 0.001 

Effect Size d Cohen =  0.11 below small 

Quadratic Method the ADHD group (M = 0.08, SD = 0.05), when compared with the control 
group (M = 0.04, SD = 0.02), demonstrated significantly less motor inhibition resulting in 
more deviation in their handwriting t(176)=7.491, p = 0.001 

Effect Size d Cohen =  1.62 Large 

There was also a strong correlation between the two measures (r(176) = 0.71, p = 0.001), 
suggesting that the two measures index a related phenomenon. 

Experiment 6.  

There was a significant difference between the ADHD group (M = 76.9%, SD = 18.9%) and 
the control group (M = 98.0%, SD = 4.68%), t(176) = 11.2, p < 0 .001]. 

Effect Size d Cohen =  2.864Large 

 

 The one-way ANOVA was conducted to see if the ADHD group could not complete the 
multiplication of addition questions in this experiment. The groups consisted of 178 total 
participants: 168 in the control group and 16 in the ADHD group.  

The means for the  

X1 control group, non-critical trials mean = 99.4% success rate, 

X2 control group, critical trials mean = 98.3% success rate.  

X3 ADHD group for non-critical trials mean = 99.4% success rate 

X4 ADHD group for critical trials mean = 76.9% success rate.   

The test statistic F equals 105.280555, which is not in the 95% region of acceptance: [-∞ : 
2.6301] The DF (between groups= 3) and (within groups was 354). 

 p-value equals -4.44089e-16, [p( x ≤ F ) = 1 ]. This means that the chance of type1 error 
(rejecting a correct H0) is small: -4.441e-16 (-4.4e-14%)  

The observed effect size f is large (0.94). That indicates that the magnitude of the difference 
between the averages is large. The η2 equals 0.47. This means that the group explains 
47.2% of the variance from the average (similar to R2 in the linear regression) 
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Tukey HSD / Tukey Kramer 

The means of the following pairs are significantly different: x1-x4, x2-x4, x3-x4. 

        

Pair Difference SE Q Lower CI Upper 
CI 

Critical 
Mean 

p-value 

x1-
x2 

0.01078 0.003816 2.8263 -0.0031 0.02471 0.01393 0.1905 

x1-
x3 

0.000539 0.009024 0.05973 -0.0324 0.03348 0.03294 1 

x1-
x4 

0.2251 0.009024 24.9491 0.1922 0.2581 0.03294 1.323e-
10 

x2-
x3 

0.01025 0.009024 1.1353 -0.0227 0.04319 0.03294 0.8531 

x2-
x4 

0.2144 0.009024 23.7541 0.1814 0.2473 0.03294 1.323e-
10 

x3-
x4 

0.2246 0.01218 18.443 0.1802 0.2691 0.04446 1.323e-
10 

 

The test priori power is strong: 0.9856. 

There was no significant difference between ADHD and control groups for Multiplication, 
meaning that children with ADHD can complete their math tasks at a comparable success 
rate as the control group.  

Students were tested in prior lessons and ADHD students could add at a prior rate of 99.4% 
and Non ADHD students had a success rate on addition of 100%.  

 

 

Experiment 7. 

Significant Difference between response rate was 48.2% (SD = 7.0) and  chance value of 
50%, t(65) = 2.2 p = 0.042. 

Experiment 8.  

The mean Repeat response rate was 47.2% (SD = 7.2). This value was significantly different 
to the chance value of 50%, t(63) = 2.3 p = 0.042. 


