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I. Abstract 

Kidney cancer is the 7th most common cancer in the UK with over 13,300 new cases 

and about 4,709 deaths per annum (1). Renal cell carcinoma (RCC) accounts for 85% 

of kidney cancers and stage at diagnosis for this type of kidney cancer is strongly 

associated with patient outcome with barely 12% 5-year survival rate in patients 

diagnosed with advanced RCC (2). Patients with metastatic RCC are often treated 

with systemic treatment, including chemotherapy, targeted therapy and 

immunotherapy, however, narrowed therapeutic indices limit their use as the high 

toxicity severely affects the patients’ quality of life and ability to follow through 

treatment regimens (3–5).  

The present thesis proposes a strategy to sensitise RCC cells to the effects of 

nucleolar function inhibitors (NFIs), particularly considering that changes in the 

morphology of the nucleoli are associated with high aggressiveness and poor 

prognosis of RCC patients (6), and the role that dysregulated nucleolar activity plays 

on increased proliferation of cancer cells (7). Given the fact that nucleolar function is 

modulated by cellular pathways for which targeted therapies have already been 

developed and are currently used to treat RCC, such as the mechanistic target of 

rapamycin (mTOR) pathway (8,9), the aims of this research are to determine whether 

mTOR inhibitors effectively modulate nucleolar function of RCC in vitro, to identify 

potential candidates for target-sensitised chemotherapy, and finally, to assess the 

effect of the drug combinations proposed. 

Microplate-based ribosomal RNA (rRNA) synthesis analysis using click chemistry 

revealed that ATP-competitive inhibitor Torin 1, but not the allosteric mTOR inhibitors 

Rapamycin, Temsirolimus and Everolimus, inhibits nucleolar function in ACHN and 

UoK111 cells. This was consistent with inhibition of cell viability and induction of cell 

cycle arrest achieved only by Torin 1 in the same cell lines, shown with MTT assay 

and flow cytometry, respectively. While treatment with both allosteric and ATP-

competitive inhibitors of mTOR effectively reduced mTOR activity, as exemplified by 

the inhibition of the phosphorylation of mTOR complex 1 (mTORC1) substrate S6K 

and the changes in the phosphorylation patterns of 4EBP1 observed using Western 

Blot, only Torin 1 inhibited the phosphorylation of the RNA Polymerase I (RNA Pol I) 

transcription factor TIF-IA, which is a downstream target of mTOR, suggesting that 
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decrease cell viability of RCC cells in the presence of Torin 1 might be mediated by 

the ability of this compound to modulate the nucleolar function. Subsequent study of 

the effects of the combination of Actinomycin D (ActD) and ATP-competitive mTOR 

inhibitors on cell viability and rRNA synthesis performed with MTT assay and 

microplate-based rRNA synthesis analysis using click chemistry and isobolographic 

analysis of the drug interactions, suggest that ATP-competitive mTOR inhibitors can 

sensitise RCC cells to the cytotoxic effects of ActD.  

Ultimately, the findings described in this thesis present the opportunity for a novel 

strategy for the treatment of RCC, targeting the nucleolus, which plays an important 

role in RCC, while taking advantage of the existing therapeutic agents. Specifically, 

we propose that combination of ATP-competitive mTOR inhibitors with the NFI ActD 

sensitises RCC cells to the cytotoxic effects of ActD, a strategy we termed target-

sensitised chemotherapy.  
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FKBP12 12-kDa FK506-binding protein 
FLK1 Receptor protein-tyrosine kinase 
FLT1 Fms Related Receptor Tyrosine Kinase 1 
FOXO1 Forkhead box protein O1 
FOXO3α Forkhead box protein O3α 
FRAP  FKBP-rapamycin-associated protein 
FRB FKBP12-rapamycin binding domain  
GAP  GTPase activating protein 
GATOR  GAP activity toward Rags complexes 
GC Granular component 
GSK3β Glycogen synthase kinase 3β 
H₂O Water 
HIF Hypoxia inducible factor 
HIF-1α  Hypoxia inducible factor 1 alpha 
HRP  Horseradish peroxidase 
Hsp90 Heat shock protein HSP 90 
IC50 Half maximal inhibitory concentration 
ICI Immune checkpoint inhibitors  
IGF-IA Insulin-like growth factor IA 
IRS1 Insulin receptor substrate 1 
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ITGA5 Integrin α-5 
JNK2 c-Jun N-terminal protein kinase  
k-Ras GTPase KRas 
Leu Leucine 
Lipin1 Phosphatidate phosphatase LPIN1 
LOXL2 Lysyl oxidase homologue 2 
LSU Large ribosomal subunit 
M Molar 
MAPK  Mitogen-activated protein kinase 
MDM2  Murine double minute 2 
Mek Dual specificity mitogen-activated protein kinase kinase 1; 

MAPK/ERK kinase 1 
MIOS Missing oocyte meiosis regulator homolog; GATOR complex 

protein MIOS 
mLST8  Mammalian lethal with Sec13 protein 8 
MP1  MAPK binding partner 1 
mRNA  Messenger ribonucleic acid 
mSin1  Mammalian stress-activated protein kinase interacting protein 
mTOR  Mechanistic target of rapamycin 
mTORC1  mTOR complex 1 
mTORC2  mTOR complex 2 
mTORi mTOR inhibitor 
MTT  N,N-dimethylformamide 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl 

tetrasodium bromide 
NET Neuroendocrine tumour 
NFI Nucleolar function inhibitor 
nM Nanomolar  
NORs Nucleolar organising regions  
NPRL2 Nitrogen permease regulator 2-like protein; GATOR complex 

protein NPRL2 
NPRL3 Nitrogen permease regulator 3-like protein; GATOR complex 

protein NPRL3 
O₂ Oxygen 
PAGE Polyacrylamide gel electrophoresis 
PBS  Phosphate buffered saline 
PCR Polymerase chain reaction 
PDCD4 Programmed cell death 4 
PDK1  3-phosphoinositide-dependent protein kinase-1 
Pen strep  Penicillin streptomycin 
PH Pleckstrin homology  
PI3K Phosphoinositide 3-kinases 
PI3K  Phosphatidylinositol-4,5-bisphosphate 3-kinase 
PI3K-AKT  Phosphatidylinositol 3-kinase/protein kinase-B 
PIKK  PI3K-related kinase 
PIP2  Phosphatidylinositol (4,5)-bisphosphate 
PIP3  Phosphatidylinositol (3,4,5)-trisphosphate 
PKCα Protein kinase Cα  
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PMA phorbol 12-myristate,13-acetate 
PPAR-γ Proliferator-activated receptor-γ 
PRAS40  Proline-rich Akt substrate 40kDa 
pRCC Papillary RCC 
pre-rRNA Precursor rRNA 
Protor1/2  Protein observed with Rictor-1 or 2 
PtdIns(3,4,5)P3  Phosphatidylinositol 3,4,5-trisphosphate 
PTEN Phosphatase and tensin homolog 
PTEN  Phosphatase and tensin homologue 
R&D Research and development 
Raf RAF proto-oncogene serine/threonine-protein kinase 
Rag  Ras-related small GTPase 
Raptor  Regulatory-associated protein of mTOR 
Rb  Retinoblastoma 
RCC Renal cell carcinoma 
RE  Response element 
Rheb Ras homolog enriched in brain 
Rictor  Rapamycin-insensitive companion of mTOR 
RISC RNA-induced silencing complex 
RNA  Ribonucleic acid 
RNase  Ribonuclease 
ROS  Reactive oxygen species 
RP Ribosomal protein 
RPA Replication protein A 
rpS6 Ribosomal protein S6 
rRNA Ribosomal RNA 
RSK  p90 ribosomal S6 kinase 
RTK  Receptor tyrosine kinases 
S6K1 p70S6 Kinase 1 
SCD-1 Stearoyl-CoA desaturase 1 
SD  Standard deviation 
SDS  Sodium dodecyl suphate 
SDS  Sodium dodecyl sulfate 
SDS-PAGE  SDS-polyacrylamide gel electrophoresis 
SEC13 Protein SEC13 homolog; GATOR complex protein SEC13 
SEGA Subependymal giant cell astrocytoma 
SEH1L Nucleoporin SEH1; GATOR complex protein SEH1 
SEM  Standard error of the mean 
Ser Serine 
SGK1 Serine/threonine-protein kinase Sgk1 
siRNA Small interference RNA 
SKAR S6K1 Aly/REF-like target; Polymerase delta-interacting protein 3 
SL1 Selectivity factor 1 
snoRNPs Small nucleolar ribonucleoproteins  
SREBP Sterol regulatory element-binding protein 1 
SSU Small ribosomal subunit 
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STR  Short tandem repeat 
TBC1D7 TBC1 domain family member 7 
TEMED N, N, N’, N’-tetramethylenediamine 
TGFB1I1 transforming growth factor beta-1-induced transcript 1 protein 
Thr Threonine 
TIF-IA Transcription initiation factor IA 
TKD  Tyrosine kinase domain 
TKI Tyrosine kinase inhibitor  
TNF Tumour necrosis factor 
TOS TOR signalling 
TSC Tuberous sclerosis complex 
TSC  Tuberous sclerosis complex 
TSC2  Tuberous sclerosis protein 2 
UBF Upstream binding factor 
UCE Upstream control element 
UK  United Kingdom 
ULK1 Unc-51 like kinase 1  
US  United States 
UTR Untranslated region 
UV  Ultraviolet 
VEGF Vascular endothelial growth factor 
VHL Von Hippel-Lindau 
VPS34 Vacuolar protein sorting-34  
WDR24 WD repeat-containing protein 24; GATOR complex protein 

WDR24 
WDR59 WD repeat-containing protein 59; GATOR complex protein 

WDR59 
YY1 Transcription factor yin-yang 1 

  



21 
 

1. Introduction 

Cancer has affected humankind for thousands of years. The earliest descriptions of 

cancer date from 3000 BC, and today, more than 5000 years later, cancer is still a 

major concern (10). Advances in technology and the investment in cancer research 

has led to diagnostic techniques that allow earlier detection, and to the development 

of cancer therapies that, together, have improved the patient outcomes and the 

survival rate of many cancer patients.  

Nevertheless, cancer is still the leading cause of dead in 57 countries, and there were 

almost 10 million cancer deaths in 2020 (11,12). Late detection, associated with poor 

prognosis, accounts for 45.4% of new cases of all types of cancer in England (13).  In 

these cases, systemic approaches such as chemotherapy are recommended to treat 

the patients. However, remission or disease-free survival are rarely achieved by these 

drugs, and their secondary effects have a severe impact on the quality of life of the 

patients.  

Development of new drugs is expensive, time consuming, and sometimes not viable 

for the pharmaceutical industry, especially when drug responses can vary depending 

on the genetic profiles of the patients. Thus, the implementation of strategies for the 

use of existing and approved drugs including repurposing and novel drug 

combinations may provide good alternative strategies to improve patient outcomes 

treated with chemotherapy. The rationale behind these strategies should take into 

consideration the molecular biology of cancer and clinical observations, since the 

former can provide relevant information regarding potential targets depending the type 

of cancer and the genetic signature of the tumours, while the clinical trials and the 

evidence of the effects of the treatments on patients are necessary to verify safety, 

efficacy and efficiency of the therapeutic strategies.   

The present research study explores the effects in vitro of one such drug combination 

on renal cell carcinoma cell lines. The combination proposed includes nucleolar 

function inhibitors (NFIs), which as their name suggests, target nucleolar function, that 

has been demonstrated to be enhanced in several types of cancer (14). The 

mechanism of action of these drugs relies on the stress-sensor function of the 

nucleolus through which cell cycle arrest and apoptosis can be promoted upon cellular 

distress. Nevertheless, existing NFIs such as Actinomycin D (ActD) have the 
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disadvantage, as other chemotherapeutics do, of targeting a cellular function rather 

than an oncogenic pathway, thus, having secondary effects by targeting healthy cells 

irrespective of their  proliferation rates. 

Interestingly, nucleolar function is modulated by oncogenic signalling pathways, such 

as the mTOR pathway, a signalling pathway that is dysregulated in many types of 

cancer, and for which clinically effective inhibitors exist. Therefore, the hypothesis of 

this research is that mTOR inhibitors (mTORis) may inhibit the nucleolar function and 

sensitise cancer cells specifically to the cytotoxic effects of the NFIs, a strategy we 

termed target-sensitised chemotherapy.  

Accordingly, an overview of cancer, and specifically, renal cell carcinoma, its 

relevance as a public health issue and the state-of-the-art treatments for this disease 

are described in the introduction to highlight the importance of this project. The biology 

of the nucleolus and the mTOR pathway are also explained in order to establish a 

clear rational for the combination of drugs proposed in this research study. 

1.1 Cancer biology 

Cancer is a group of diseases that occur because of the accumulation of genomic 

faults that dysregulate the cellular functions, promoting uncontrolled growth and 

proliferation that disrupt tissue homeostasis. This group of diseases are a main health 

issue worldwide. In 2018 there were 19.3 million new cancer cases in the world (12) 

and it is the leading cause of dead in 57 countries (11). In the UK alone there are 

375,000 new cancer cases per year (15). 

Although distinct types of cancers have different outcomes, many of them have a bad 

prognosis. This is the case especially for cancers that are diagnosed in the later stages, 

once the tumours have invaded adjacent tissue or metastasised to other organs. This 

is particularly true of renal cancers, which are often diagnosed as an incidental finding 

whilst performing other clinical  investigations. In the UK, there are approximately 

375,400 new diagnoses of cancer each year, and there are over 167,000 cancer 

deaths per annum (15,16). Globally, there are almost 19.3 million newly diagnoses 

cancers and 10 million cancer deaths worldwide in 2020 (12). 

One may ask, what is the origin of cancer? Why does it happen and why are 1 in 2 

people in the UK expected to develop cancer during their lifetime? (17). Cancer arises 
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because of an accumulation of mutations in critical genes that leads to phenotypic 

adaptations that have been called the “hallmarks of cancer” as discussed in detail in 

section 1.1.1. (18,19). These hallmarks include a loss of control of cell proliferation, 

reduced cell death, the acquisition of cellular immortality amongst others, and when 

these are combined with the frequently acquired ability to spread to different 

anatomical sites and establish novel tumours (metastases) this is linked with the 

observed poor outcomes and often sadly to the  death of affected individuals.  

Since the disease results from genetic alterations, factors that influence the probability 

of DNA mutations influence the incidence of cancer developing, a process known as 

carcinogenesis. This includes both patient intrinsic factors such as the efficiency of 

DNA repair and also environmental factors such as exposure to mutagenic agents. 

The chance of a mutation occurring in a critical gene or genes is a largely stochastic 

event and thus it increases with age (the exception being the impact of certain 

oncogenic viruses including hepatitis B and hepatitis C viruses, Epstein–Barr virus 

human papillomaviruses (HPVs), and human herpesvirus type 8) (20). As the life 

expectancy of global populations increase, the likelihood that individuals within the 

population may develop cancer also increases.  

In normal cells, growth and proliferation are tightly regulated through signalling 

pathways that recognise availability of resources and respond to certain stimuli in 

order to maintain homeostasis. Transmembrane receptors recognise nutrients, ATP, 

and mitogens and initiate downstream transduction of signals that regulate cellular 

functions that drive cell growth and proliferation, such as biosynthesis of proteins and 

lipids. In cancer cells, these signalling pathways are often found to be dysregulated or 

over-activated, due to alterations in genes that confer a growth advantage to the cell, 

known as oncogenes (21) (Figure 1.1). Dysregulation of the mechanisms that 

modulate cell growth and proliferation in cancer cells is also associated with alterations 

in genes that inhibit replication in normal cells or in those required for the conservation 

of genome integrity, known as tumour-suppressor genes (22) (Figure 1.1). 
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Figure 1.1. Role of oncogenes and tumour suppressor genes in cancer. Oncogenes regulate cell 

functions that promote carcinogenesis, while tumour suppressor genes are involved in cell functions 

that prevent it as shown in the middle row. Examples of frequently mutated oncogenes and tumour 

suppressor genes are mentioned in the bottom row. 

Normal cells have various mechanisms to preserve cellular function and prevent 

carcinogenesis. Amongst these mechanisms, cells can repair DNA damage through 

at least five different DNA repair pathways including base excision repair, nucleotide 

excision repair, mismatch repair, homologous recombination and non-homologous 

recombination (23). Furthermore, cells also have a contingency protocol for instances 

when the damage is too extensive that cannot be repaired. This process called 

apoptosis, also known as cellular suicide, is tightly controlled and initiates by the 

cleavage of caspase-3, which leads to DNA fragmentation, degradation of the 

cytoskeleton and nucleus, formation of the apoptotic bodies, and finally, uptake by 

phagocytic cells (24). Tumour suppressor genes play key roles in both DNA repair and 

apoptosis.   

Tumour suppressor genes oppose carcinogenesis. Thus, genetic alterations that 

render cells without functional tumour suppressor genes prevent inhibition of the 

pathways promoting cell growth and proliferation, therefore stimulating uncontrolled 

growth and continuous cell division that promote the development of tumours. That is 

the case of retinoblastoma (Rb), a tumour suppressor that plays a key role as a 

regulator of the G1 checkpoint, blocking the entry to the S-phase and cell growth (25). 

The Rb gene was the first tumour suppressor identified and loss of its function is 

associated with cell cycle dysregulation and tumorigenesis (26). Additionally, loss of 

function of tumour suppressor genes such as TP53, the most frequently mutated gene 
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in human cancers, allows cells to avoid programmed cell death and accumulate faults 

in the DNA that have not been repaired properly (27).  

Contrary to tumour suppressor genes, oncogenes promote carcinogenesis.  Mutations, 

gene amplification, and chromosome rearrangement are associated with activation of 

oncogenes, thus subsequent over activation of signalling pathways that promote cell 

growth and/or proliferation (19,21). These genes encode the proteins involved in the 

promotion of cell growth, proliferation and other hallmark traits such as angiogenesis 

and anti-apoptotic signalling. They include membrane receptors that receive the 

signals, the growth factors themselves, and the different proteins that participate in the 

transduction of the signalling pathways, generally kinases. The products of oncogenes 

can also be transcription factors and chromatin remodelers that modulate the 

expression of other genes. Finally, oncogenes can code for proteins involved in the 

regulation of apoptosis (28).    

Some oncogenes will promote the secretion of factors to the extracellular matrix that, 

in turn, will promote secretion of specific growth factors by the surrounding cells, thus 

activating the signalling pathways. Alternatively, mutations in oncogenes can affect 

the structure of the translated product generating an always-active protein, even in the 

absence of the signal. Mutations can also lead to over-expression of membrane 

receptors or kinases, enabling the signalling pathways even when the presence of the 

activating factors is low.   

Identification of cancer driver genes, including both tumour suppressor genes and 

oncogenes, and their association to different types of cancer and cell origin is relevant 

to predict prognosis and response to treatments.  

1.1.1 Hallmarks of cancer 

The list of critical phenotypes that cancer cells typically acquire that contribute to the 

process of carcinogenesis are known as hallmarks of cancer. This set of 

characteristics was first discussed by Hanahan and Weinberg in 2000, who proposed 

that most types of cancer display a multi-step transformation of cell functions involving 

self-sufficiency in growth signals, insensitivity to growth-inhibitory signals, evasion of 

apoptosis, limitless replicative potential, sustained angiogenesis, and tissue invasion 

and metastasis (29).  
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As cancer research advanced and thousands of papers published provided a better 

understanding of the disease, an updated list of the hallmarks of cancer was published 

in 2011, which included two additional hallmarks: reprogramming of cellular energy 

metabolism and avoiding of immune destruction. Furthermore, genomic instability and 

tumour promoting inflammation were introduced as enabling characteristics that play 

a key role promoting the acquisition of the carcinogenic traits (Figure 1.2.) (30).  

After 11 years, the hallmarks of cancer have been reviewed and unlocking phenotypic 

plasticity and senescent cells have been proposed as new emerging hallmarks. 

Additionally, non-mutational epigenetic reprogramming and polymorphic microbiomes 

have been added as enabling characteristics (31).  

 

Figure 1.2. The hallmarks of cancer. A diagrammatic representation of the hallmarks of cancer. 

Adaptation from Hanahan and Weinberg, 2011.  

Since they were first proposed, the hallmarks of cancer were a summary of the main 

changes that cells go throughout the carcinogenic process. It was a way to make 

simple a very complex process, but also the means to illustrate the variables involved 

in the development of cancer and the manner in which they are interconnected (29). 
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As new hallmarks and enabling characteristics have been proposed, one can realise 

that even the simplified overview of cancer is quite complex.  

The following sub-section describes how acquisition of self-sufficiency in growth 

signals and insensitivity to growth-inhibitory signals promote carcinogenesis. 

1.1.1.1 Evading growth suppressors & sustaining proliferative signals  

As mentioned in section 1.1.1, uncontrolled cell growth and proliferation are two 

significant hallmarks that give cancer cells the ability to grow more and divide faster 

than normal cells. These two features disrupt tissue homeostasis since larger and 

more numerous cells require more space, thus promoting tumour growth. Sometimes 

these two terms are confused or used interchangeably. Although these cellular 

functions are extremely intertwined and both are essential for cellular and tissue 

homeostasis, they have different roles.  

Cell growth refers to the ability of the cell to produce the biomass required to increase 

its volume (32). This involves the activation of numerous signalling pathways that 

coordinate the synthesis of nucleic acids, proteins, and lipids, and ribosome 

biogenesis. Cell growth is strictly regulated in normal cells in response to availability 

of nutrients, oxygen, internal and external signalling, such as growth factors and 

extracellular matrix molecules (33). 

Conversely, cell proliferation involves increase of the number of cells achieved by cell 

division (34). For cell division to occur, the cell needs to attain a certain size so DNA 

replication can take place, which is then followed by mitosis. Together, these 

processes integrate the cell cycle (Figure 1.3). In mammalian cells, cell growth occurs 

during the G1 phase of the cell cycle. For the cell to be able to progress into the S-

phase, it must comply with a set of requisites known as the G1 checkpoint, that include 

size, availability of resources, appropriate signalling, and DNA integrity. If a cell has 

not produced enough biomolecules or there are not enough resources for the cell to 

divide, the cell might exit the cell cycle into G0 or rest phase.  

Once in S-phase, the cell replicates its DNA, creating two identical copies of its genetic 

code for the two daughter cells. Similar to the G1-check point, the S-check point halts 

progression of the cell into the G2-phase of the cell cycle when problems with DNA 

replication arise. The presence of long strands of ssDNA coated by the replication 
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protein A (RPA), stalled forks, and double-stranded breaks are amongst the main 

issues related to DNA replication (35,36). 

 

Figure 1.3. Cell growth and proliferation within the cell cycle. Relationship of oncogenes and 

tumour suppressor genes with cell cycle progression is described.  

During the G2 interphase, the cell prepares for mitosis so a high production of proteins 

and lipids is needed for the formation of the two new daughter cells to take place. Of 

special relevance is the G2/M checkpoint, the last opportunity of the cell to check for 

genomic integrity and to activate DNA damage response (DDR) mechanisms when 

DNA lesions are detected before cell division. Mitosis is the last phase in the cell cycle 

and consists in the division of a single cell that has a copy of its genetic material into 

two new cells. This phase is subdivided into prophase, prometaphase, metaphase, 

anaphase, and telophase. 

In cancer, these two processes become dysregulated and take place even in the 

absence of ques such as nutrients or molecular signalling. There are two ways in which 

cells can overcome the restrictions for cell growth and proliferation. Activation of 

oncogenes enable cells to grow and proliferate even upon deficiency of nutrients, 

mitogens, and oxygen as is frequently the case in tumour environments (37). An 

example of this mechanism is the mutation of Ras GTPases. These proteins function 
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as molecular controls that regulate cell proliferation and cell survival pathways in 

response to extracellular signals. When activated, Ras proteins activate effectors that 

stimulate specific signalling pathways (38). Ras mutations are found in about 19% of 

cancer cases, and they promote overexpression or constitutive-activation of RAS 

proteins (39).  

Alternatively, cells that have lost function of tumour suppressor genes can bypass the 

cell cycle check points and proceed  to cell division despite DNA damage or absence 

of molecular signalling (40). This is the case of TP53 that has a key role in both G1 

and G2/M checkpoints by regulating the expression of proteins that promote cell cycle 

arrest and apoptosis upon DNA damage and other types of stressors (41). 

1.1.2 Kidney cancer and renal cell carcinoma 

As mentioned before, cancer is a group of diseases characterised by cells that grow 

and divide uncontrollably, leading to the formation of tumours that as the disease 

progresses, invade adjacent tissues and other organs in a process called metastasis. 

Thus, kidney cancers include a group of diseases in which the growth of neoplasms 

in the kidneys occur. In 2015, kidney cancer represented the 9th most common cancer 

in men and 14th most common cancer in women worldwide (42). Kidney cancer was 

also among the 10 cancer with highest incidence in the UK in 2015, and it is projected 

to follow this trend until 2035 (43).  

About 85% of kidney cancers are renal cell carcinoma (RCC), 8% are transitional cell 

carcinoma, between 5% and 6% are Wilms’ tumour, and less than 1% include 

collecting duct tumours, renal sarcomas and renal medullary carcinomas (44). Renal 

cell carcinoma, the most common type of kidney cancer, often develops from renal 

tubular epithelial cells in the kidney cortex. Although its incidence has doubled in 

developed countries over the last 50 years, death rates have remained stable (45). 

This might be related to the high percentage of new cases discovered serendipitously 

during imaging, where smaller and localised tumours are detected (2).  

1.1.2.1 Renal cell carcinoma 

Renal cell carcinoma has a higher incidence in males between 60-80 years old, and 

has been associated with a number of risks factors, such as active and passive 

smoking, obesity and hypertension (44,46). Additionally, multiple hereditary disorders 
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increase the risk of developing RCC, including Von Hippel–Lindau syndrome, tuberous 

sclerosis, hereditary papillary renal carcinoma, syndrome of hereditary 

leiomyomatosis and renal-cell cancer, and Birt–Hogg–Dubé syndrome (47,48) 

The prognosis of patient with RCC is tightly related to the stage of the disease upon 

diagnosis, as happens with most types of cancer (Figure 1.4). RCC tumours are 

staged according to the size, location, involving of the lymph nodes and presence of 

metastatic disease. Stages I and II of RCC, which have a 5-year survival rate of 95% 

and 88% respectively, present a single tumour within the kidney (46). In contrast, stage 

III tumours can spread out into major veins or adrenal glands within the Gerota fascia, 

or can involve a regional lymph node (49). Once the tumour invades beyond the 

Gerota fascia or presents metastasis, it is considered a stage IV tumour.  

According to the histology and genetic features of the tumours, RCC is sub-classified 

in clear cell RCC (ccRCC), papillary RCC (pRCC) and chromophobe RCC (chRCC) 

(46,50). Clear cell RCC accounts for 75% of renal cell carcinoma. Mutations and 

silencing of VHL are a characteristic feature of ccRCC. The product of tumour 

suppressor VHL (Von Hippel–Lindau) gene negatively regulates the hypoxia-inducible 

factor (HIF) through polyubiquitilation that leads to proteosomal degradation in 

normoxic conditions (51). Inactivation of VHL causes accumulation of HIF, and as 

consequence, upregulation of genes involved in angiogenesis and metabolic 

reprograming, including erythropoietin (EPO), vascular endothelial growth factor 

(VEGF), vascular endothelial growth factor receptors FLT1 and FLK1 and several 

glycolytic enzymes (52). 
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Figure 1.4. Staging of RCC and relevant therapeutic approaches. The staging of RCC depends on 

the size of the tumour, its locations and the involvement of lymph nodes. Staging of the disease 

determines the therapeutic approach selected to treat the patients and their outcome. Adaptation from 

(49).  

Papillary RCC represents about 15% of RCC and is a heterogeneous disease further 

divided into sub-type 1 and sub-type 2, based on histological and genetic features. 

Sub-type 1 is characterised by papillae covered by a layer of small cells with basophilic 

cytoplasm and small nuclei (53,54). Also, papillary RCC sub-type 1 tumours often 

display hereditary and somatic mutations of the MET oncogene (55). In contrast, sub-

type 2 tumours present papillae covered by cells with eosinophilic cytoplasm and large 

nucleoli, organised in a pseudostratified manner (53,54). These tumours show over-

activation of the NRF2–antioxidant response element (NRF2-ARE) pathway, and are 

associated with a poor prognosis (53,55).  

Chromophobe RCC accounts for 5% of RCC cases, generally of a more indolent 

nature than ccRCC (56,57). This sub-type of RCC often presents as a solid mass 

composed of eosinophilic cells and pale cells from the collecting duct (58). The most 

distinctive molecular feature of chRCC is the loss of chromosomes 1,2,6,10,13 and 17 

displayed in most cases and 3,5,8,9,11,18 and 21 observed in a significant number of 

cases (59). Additionally, mutations in TP53 and PTEN, as well as genomic 

rearrangement of the TERT gene promoter have been observed in chRCC (58).  
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1.2 Cancer: therapeutic strategies 

Strategies to treat cancer have evolved according to the technology and knowledge of 

the disease available since the discovery of the disease. Selection of the therapeutic 

strategy depends on the type of cancer, the stage upon diagnosis and the localization 

of primary and metastatic tumours. When detected at early stage and the site of the 

tumour allows complete removal of the tumour, surgery is the goal standard as a 

curative approach. Radiotherapy can also be used to treat localised tumours alone as 

curative radiotherapy or combined with surgery and other therapies as adjuvant 

treatment.  

Unfortunately, numerous patients are diagnosed once the cancer has invaded 

adjacent tissue or has even spread to other organs. For these cases, surgery or 

radiotherapy are not sufficient to maintain the patients in remission and systemic 

treatment is needed such as chemotherapy, hormone therapy, immunotherapy, and 

targeted therapy. Existing guidelines are used by clinicians to determine the most 

effective therapy to be used for each patient depending on the type of cancer, the 

stage of the disease, involvement of lymph nodes, hormone receptivity and genetic 

signatures of the tumour.  

The upcoming sub-sections 1.2.1 and 1.2.2 contain a brief description about 

chemotherapy and targeted therapy, as they are both relevant for this research study. 

1.2.1 Chemotherapy  

Chemotherapeutic agents, as the name suggest are chemical compounds used as 

therapy in the battle against cancer. This therapeutic approach was born in the 20th 

century with the discovery of the alkylating agent nitrogen mustard that prevents DNA 

replication by triggering crosslinking lesions in the DNA that lead to cell death (60,61). 

As years have gone by, additional chemical compounds that inhibit cell functions 

related to growth and proliferation through different mechanisms have been 

discovered and have been used in the treatment of different types of cancer. 

There is a broad range of chemotherapeutic drugs, including alkylating agents, DNA 

intercalating agents, topoisomerase inhibitors, and radiomimetic agents (Figure 1.5) 

(62). Alkylating agents react with DNA linking both strands. This cross-linking avoids 

DNA replication and when the lesion is not repaired, it induces apoptosis (63). 
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Procarbazine, melphalan and cyclophosphamide are currently used in the treatment 

of Hodgkin’s lymphoma, multiple myeloma and breast cancer, respectively (60). DNA 

intercalating agents such as ActD, inhibit DNA replication and transcription and 

promote cell death by inserting between adjacent DNA bases and damaging the 

chromatin structure (64). ActD is used as therapy against rhabdomyosarcoma, 

gestational trophoblastic neoplasia, and Wilms’ tumour (65). Topoisomerase inhibitors, 

as the name suggest are compounds than disrupt the activity of topoisomerases, 

enzymes that promote unwinding of DNA to enable its replication (66). Drugs as 

camptothecin and etoposide impair topoisomerases I and II, respectively, and have 

cytotoxic effect in lung cancer, cervical cancer, and ovarian cancer, among others (67). 

Lastly, the radiomimetic compound bleomycin reacts with the sugar moiety of 

nucleotides and leads to DNA strand breaks that impair DNA replication. Additionally, 

the reaction generates oxygen radicals that further attack DNA in a similar manner to 

ionizing radiation (68,69). Even though bleomycin displays high toxicity, it is used in 

the treatment of lymphomas and squamous cell cancers (70).  

 

Figure 1.5. Summary of the types of chemotherapeutic agents and their mechanism of action. 

The four types of chemotherapeutic agents inhibit DNA replication through different mechanisms of 

action. The (-) icons represent oxygen radicals generated by the reaction of radiomimetic compounds 

with the sugar moiety of nucleotides.   

Even though the mechanisms of actions vary, these cytotoxic drugs promote cell death 

by blocking fundamental cellular processes such as DNA transcription and replication 

that are needed by a cell to grow and divide, respectively. Such processes are not 
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exclusive to cancer cells, but they are enhanced in cancer cells that incur faster 

division rates and dysregulated growth. However, there are different types of somatic 

cells including hematopoietic cells and epithelial cells that also display high rates of 

mitosis. The secondary effects caused by chemotherapy happen as consequence of 

the non-specific activity of the compounds on rapidly dividing cells found in the bone 

marrow, hair follicles and mucosa, among other tissues. 

1.2.2 Targeted therapy 

Considering the latter and supported by advances in the field of molecular biology of 

cancer, research has focused on discovering new targets found specifically in cancer 

cells, and on developing compounds that could aim for those targets. This approach 

initiated with the discovery of the Bcr-Abl1 onco-protein resultant of the truncated 

chromosome 22, known as Philadelphia chromosome, characteristic in chronic 

myeloid leukaemia (CML). This feature is produced by a reciprocal translocation 

between the chromosomes 9 and 22, which produces a constitutively active tyrosine 

kinase that promotes oncogenic behaviours such as enhanced proliferation rates, 

inhibition of cell differentiation and resistance to cell death (71,72). Identification of this 

unique characteristic, led to the development of imatinib (Gleevec), a tyrosine kinase 

inhibitor that targets the chimeric onco-protein and as consequence inhibits 

proliferation and induces apoptosis only in Bcr-Abl1-expressing cells (73). Patients 

with CML treated with this drug had better responses, prognosis and overall survival 

than patients that received previous treatments (74).   

Unregulated growth and proliferation are known hallmarks of cancer, thus, the 

mechanisms involved in these cellular functions have been deeply explored for the 

development of targeted therapy. As it would be expected, these processes are tightly 

regulated in normal cells through different signalling pathways that, depending on 

external and internal conditions, allow or restrain growth and proliferation. In cancer, 

dysregulation of growth and proliferation results from enhancement of the signalling 

pathways by overexpressed or truncated proteins that are encoded by oncogenes, or 

by loss of function of proteins that negatively control these signalling pathways, 

encoded in tumour suppressor genes. Hence, targeted therapy has focused on some 

of the proteins that play a role in the hyper-activation of these signalling pathways.  
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Growth factor receptors and kinases are amongst the proteins that upregulate growth 

and proliferation in cancer. Consequently, many of them have been used as targets of 

the new therapeutic approach. For example, truncated or overexpressed receptor 

tyrosine kinases of the EGFR family promote cancer by constitutively activating the 

signalling cascade, sending growth signals even in the absence of its ligand. 

Compounds as the small molecule kinase inhibitors Gefitinib and Erlotinib used for the 

treatment of lung cancer, target tyrosine kinase activity of this family of receptors (75). 

Additionally, the monoclonal antibody Trastuzumab binds specifically to the ErbB2 

receptor and promotes its degradation (76). 

The Src family of kinases that promote cell proliferation and survival are often hyper 

activated in cancer (77). Thus, drugs such as Bosutinib and Dasatinib that inhibit their 

kinase activity have been developed and are used in the treatment of breast cancer 

(78). Similarly, activity of mTOR, a serine/threonine kinase that works as a central hub 

in the regulation of cell growth, is frequently enhanced in cancer through different 

mechanisms, including the loss of function of the tumour suppressor PTEN. As this 

kinase plays an essential role transducing signals to promote growth, different types 

of inhibitors to suppress its activity such as Everolimus and Temsirolimus are used in 

the treatment of different types of cancer such as breast cancer, kidney cancer, and 

colon cancer (79–81). Compounds targeting KRAS, which is product of an important 

oncogene and driver of many types of cancer, are still unavailable. A strategy that 

aims to inhibit the enhanced signalling of KRAS, is to target its downstream effector 

RAF. Vemurafenib and dabrafenib are drugs that bind and inhibit RAF, which have 

been used for treatment of melanoma (82). 

A different approach of targeted therapy consists in compounds that promote 

reactivation or reconstitution of the negative controls of the signalling pathways 

encoded by tumour suppressor genes. TP53 is mutated in about 50% of all human 

cancers and it is downregulated by genetic amplification of its negative regulator 

MDM2 in a large percentage of different types of cancer (83,84). It is known as the 

guardian of the genome because the expressed protein plays an essential role in DNA 

damage repair mechanisms. Additionally, p53 controls cell cycle and growth, it induces 

apoptosis in the presence of certain stressors and modulates cellular metabolism (85). 

Thus, it is not surprising that its absence or loss of function promotes carcinogenesis. 

Since this protein is involved in several key functions of cell survival, under normal 
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circumstances, it is tightly regulated and low levels of p53 are maintained by MDM2-

mediated proteosomal degradation. In the presence of stress, p53 stabilises and 

modulates cell cycle arrest and apoptosis. However, overexpression of MDM2 in 

cancer cells blocks accumulation of p53 even in the presence of stressors, allowing 

growth, proliferation and resistance to apoptosis. Considering this, the inhibition of 

MDM2 by the compound Nutlin-3A represents another strategy of targeted therapy 

(86–88). This small molecule binds to MDM2 in the p53-binding pocket, impairing p53-

MDM2 interaction, stabilising p53, which in turn leads to cell cycle arrest and apoptosis 

(89). 

Targeted therapy has also focused on angiogenesis, an important hallmark of cancer 

through which the tumour promotes the formation of new blood vessels to get access 

to oxygen and nutrients.  Cancer cells stimulate angiogenesis through secretion of 

pro-angiogenic factors like VEGFs, TNF-α, angiogenin, interleukin 8, and others (90). 

Hence, compounds such as Sorafenib and Sunitinib that inhibit VEGF receptors and 

the monoclonal antibody bevacizumab that neutralizes secreted VEGF have been 

developed as anti-cancer therapies (91,92). 

1.2.3 Therapeutic landscape of renal cell carcinoma 

The therapeutic approaches with RCC vary greatly depending on the stage of the 

disease. Surgical excision of the tumour is the gold-standard treatment and can lead 

to cure of the disease when the tumour is solely localised in the kidney. Partial 

nephrectomy rather than radical nephrectomy is preferred to salvage renal function, 

but selection of the approach depends on the size, location, stage of the tumour, and 

the experience of the surgeon. For elderly patients or those unable to undergo a 

surgical procedure, alternatives such as cryoablation and radiofrequency are available 

(93,94).  

Unfortunately, around 43% of the new kidney cancer cases that were staged when 

detected in England in 2019 were stage III and IV (13). Patients with invasive and 

metastatic RCC require a systemic approach such as chemotherapy or 

immunotherapy. Nevertheless, metastatic RCC generally shows poor response to 

conventional chemotherapy, and has a 5-year survival rate of only 12% (2,95). 

An improved understanding of the genetic signatures of RCC has allowed 

implementation of better-tailored therapies. Such is the case for patients with loss of 
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function of VHL. The tumour suppressor gene VHL is the most frequently mutated 

gene in clear cell renal cell carcinoma. Loss of functional VHL leads to upregulation of 

hypoxia-inducible factors (HIFs), and consequently, increased expression of HIF 

targets involved in angiogenesis, apoptosis, and glycolysis (49). Accordingly, targeted 

therapies that inhibit the HIF pathway including VEGF inhibitors sunitinib and 

cabozantinib, are now the standard therapy for ccRCC (96). 

Other genes associated with higher risk of kidney cancer include PTEN, TSC1 and 

TSC2, tumour suppressor genes that regulate the mTOR pathways (97). Inhibitors that 

target the mTORC1 such as temsirolimus and everolimus are used to treat RCC and 

have been proved to be more successful in patients whose tumours harbour mutations 

in TSC1, TSC2 or loss of expression in PTEN (98). 

In the last decade, immunotherapy has also become an important strategy for RCC 

treatment. Monoclonal antibodies that block PD-1, PD-L1, or CTLA-4 to re-activate T-

cell antitumour activity called immune checkpoint inhibitors (ICI) have been developed 

and shown promising results (99,100). The use of ICI such as nivolumab, ipilimumab, 

Pembrolizumab, and  axitinib, alone and in combination with tyrosine kinase inhibitor 

(TKI), has been approved by the FDA to be used as RCC first-line treatments based 

on the benefits observed in Phase III trials (100). 

1.2.4 Drug resistance 

As mentioned before, the discovery of Bcr-Abl1 and the positive response of patients 

with CML to Gleevec led the way to targeted therapy. In the last two decades, 

identification of the differences between cancer and normal cells has become a priority, 

and the list of compounds that have been developed and tested in clinical trials keeps 

growing. Nevertheless, many of these compounds have not achieved the expected 

results, and one of the main reasons is the development of drug resistance.  

Resistance to targeted therapy can be either innate or acquired. The former exists due 

to the heterogeneity of tumours, and it means that some cancer cells within the tumour 

are already resistant to the drug before exposure. Acquired-resistance is promoted by 

genetic instability and by the activation of alternative signalling pathways. In both 

cases, the administration of the drugs acts as a selective pressure that eliminates 

drug-sensitive cells and thus, promotes thriving of the resistant clones (101,102). 

Additionally, there are different mechanisms that mediate drug resistance that consist 
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in 1) alteration of the driver gene; 2) activation of parallel or downstream signalling 

pathways; 3) activation of different pro-survival pathways; 4) morpho-phenotypic 

evolution (Figure 1.6.) (103,104). Alteration of the driver gene generally involves 

mutations that modify the composition or structure of the target protein and 

consequently, prevents the binding of the inhibitor. In the case of kinase inhibitors, 

which mainly bind to the ATP-pocket of the kinase domain, the mutations block binding 

of the drug whereas allow interaction with the substrate (103). Drug resistance through 

activation of parallel signalling pathway occur by overexpression of an alternative 

protein that feeds the same signalling pathway. An example of this mechanism is the 

amplification of MET oncogene in gefitinib-resistant non-small cell lung carcinoma 

(NSCLC) cell lines. The trans-membrane tyrosine kinase receptor encoded by MET 

activates the ERBB3/Akt signalling independently from genfitinib-inhibited EGFR (105). 

Similarly, activation of downstream signalling pathway requires upregulation of a 

signal transducer that acts downstream the blockage caused by the inhibitor. As can 

be observed in FLT3 TKI-resistant cell lines, exposure to TKIs, abrogate the activity of 

FLT3 receptor but not that of the substrates downstream of the signalling pathway 

such as Akt and/or MAPK (106).  Drug resistance can be achieved through activation 

of different pathways that promote cell survival, such as inhibition of apoptosis. 

Activation of the anti-apoptotic NF-κB pathway has been associated with development 

of drug resistance in a variety of cancers (107,108). Last, morpho-phenotypic 

transformation has been associated to drug resistance. Although a causal relationship 

between the phenotypic changes and acquisition of drug resistance has not been 

demonstrated, epithelial-to-mesenchymal transition has been connected to acquired-

resistance versus targeted therapy. Similarly, transformation of non-small cell lung 

adenocarcinoma to small cell carcinoma has been observed in targeted therapy-

resistant tumours (103).  
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Figure 1.6. Mechanisms mediating drug resistance. Representation of the flow of a signalling 

pathway a) and its inhibition by targeted therapy b). Alteration of the driver gene causes 

conformational/composition changes on the target protein that prevent the binding of the inhibiting 

compound c). Activation of parallel d) or downstream e) signalling pathways allows propagation of the 

signal even if the inhibitor is properly suppressing the activity of its target. Activation of different pro-

survival pathways prevent cell death caused by the inhibitor through heightening of anti-apoptotic 

pathways f). Figure adapted from (103). 

1.2.5 Drug combinations: a strategy against resistance  

As stated before, chemotherapy acts as a selective pressure for the resistant clones, 

and this effect is enhanced when the therapy is cytostatic rather than cytotoxic, as 

most of the targeted therapies are. When cells are arrested but not killed, they can 

survive long enough to acquire resistance. Thus, strategies to tackle development of 

resistance include combinatorial therapies that aim at different mechanisms 

simultaneously to promote cell death. Combination of chemotherapeutic agents 

started with the use of VAMP regimen which integrates the use of four agents in a 

treatment against acute lymphocytic leukaemia in children. The administration of 

multiple drugs yielded better results, decreasing tumour burden and prolonging 

disease-free survival (109). Nowadays, the use of combinatorial therapy is still widely 

implemented in the clinic. In particular, the use of targeted therapy in combinatorial 

regimens has overcome the low responses and high rates of drug resistance attained 

when these drugs are administered as single agents (110).  

Drug combinations vary and the way they are administered to the patients depend 

greatly on the strategy they follow to achieve apoptosis in cancer cells. Some 

strategies focus on the use of agents that target different mechanisms simultaneously 
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in order to promote apoptosis while avoiding development of drug resistance (110). 

Other combinations take advantage of the effect of one to enhance the effect of the 

other. The use of inhibitors that cause cell cycle arrest, plus a cytotoxic drug that 

targets arrested cells, follow this strategy (111). Similarly, the use of carbonic 

anhydrase inhibitors enhances the toxicity of the chemotherapeutic agent doxorubicin 

by increasing drug intake in cancer cells (112). Additionally, some strategies take 

advantage of the resistance mechanisms in cancer cells to certain drugs, to protect 

the normal cells and kill cancer cells in a more selective manner (113). An example of 

this is the cyclotherapy. This regimen consists in providing an inhibitor of cell cycle to 

which the cancer cells are resistant, followed by a cytotoxic drug that targets 

proliferating cells. Thus, the normal cells are arrested as an effect of the inhibitor of 

cell cycle and are protected from the effects of the second drug, while cancer cells 

bypass the cell cycle arrest and are induced into apoptosis by the cytotoxic agent (114).  

Importantly, combinatorial therapy has also re-purposed drugs as anti-cancer 

therapies (115). Re-purposing of drugs is a cost-effective strategy that allows 

implementing previously approved drugs, for which proper dosages and toxicity are 

known, in the treatment of a different disease from the original intended (116). The 

compound rapamycin, an mTOR inhibitor that was originally used to treat patients with 

organ transplants, was discovered to inhibit proliferation of cancerous cells, and has 

been used in combinatorial regimens as cancer therapy (117). 

The strategy presented in this project proposes that targeting the synthesis of rRNA, 

a highly activated process in cancer cells, through two different mechanisms, might 

promote cell death in cancer cells. The hypothesis proposes that the used of mTOR 

inhibitors, a targeted therapy, can sensitise cancer cells to the cytotoxic effect of ActD. 

1.2.6 A perspective on the drug discovery and relevance of drug repurposing 

The process of drug discovery is long, expensive, and frequently unsuccessful. It 

requires not only discovery and development of a compound, but also pharmacological 

and toxicity studies using in vitro and in vivo models, and ultimately clinical studies to 

assess safety, determine dosage, evaluate efficacy, and identify secondary effects 

and adverse reactions in patients (Figure 1.7.) (118,119). 

New technologies that enable high-throughput drug screening can be used to test 

thousands of compounds per day, aiding identification of potential effective drugs 
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(120). Nevertheless, the rest of the process has not changed much since 1960’s, while 

the costs to get a drug out to the market have increased to over $2 billion USD and 

the average time for clinical development and regulatory approval exceeds 10 years 

(119,121,122). This, in addition to a registration success rate of only 8% for cancer 

drugs that entered Phase I clinical trials, are the main obstacles for the development 

of cancer therapies (123).  

 

 

Figure 1.7. Drug discovery and development timeline. The process takes in average 13 years from 

drug discovery to successful registration. Time and costs are drastically reduced with repurposed drugs 

as pharmacokinetic, pharmacodynamic, and toxicity studies have already been carried out for these 

drugs. Illustration adapted from (119).  

Drug repurposing is an attractive strategy that aims to reduce the time and economic 

burden of research and development (R&D) of new drugs (Figure 1.7) (124). This is 

achieved because pharmacokinetics and pharmacodynamics have been previously 

assessed for repurposed drugs. In addition, phase I clinical trials that assess safety 

and dosage can also be bypassed (119).  

Additionally, the success of drug repurposing can be increased when using the 

compound in combinations that produce a synergistic effect (125). Different rationales 

for drug combination have been discussed. Some argue that for cancers that depend 

on a single oncogene, a phenomenon known as oncogene addiction, the use of 
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multiple drugs that target the same kinase is the preferred approach (126). Others 

propose that since several pathways are dysregulated in cancer and interconnection 

of signaling pathways through feedback loops is a main concern for development of 

drug resistance, combination of drugs that target multiple mechanisms are more 

appropriate (127).  

Moreover, maintaining a balance between targeting multiple signaling pathways and 

preserving treatment specificity for cancer cells needs to be taken into consideration 

when proposing a drug combination. The proposal described in the present study 

considers targeting a cellular function enhanced in cancer cells, in this case nucleolar 

function, through different mechanisms simultaneously, using kinase inhibitors that 

modulate ribosomal biogenesis to sensitize cancer cells specifically to the cytotoxic 

effects of the NFI ActD. This strategy aims to take the best of both drugs: enhance the 

promotion of apoptosis caused by traditional chemotherapy while increasing treatment 

specificity granted by targeted therapy.  

1.3 The nucleolus: the factory creating ribosomes and a critical stress sensor 

The nucleolus is a complex and dynamic subunit of the nucleus that has become an 

important target for research in recent decades. It is now known to be more than just 

the locus where the biogenesis of ribosomes takes place; the role of the nucleolus as 

a regulator of cell cycle progression and cell proliferation has also become well 

established (128).  

The nucleolus assembles around sections of the DNA with a high content of GC bases, 

where ribosomal RNA (rRNA) genes are present in tandemly repeated clusters called 

nucleolar organising regions (NORs). The promoters of pre-ribosomal RNA genes 

have two transcription control regions (Figure 1.8). The first one, located around -

100bp from the start site is known as the upstream control element (UCE). And the 

second one, the core element (CE) contains the transcriptional initiation site including 

bases -31 to +6 is required for transcription of the 47S precursor rRNA (pre-rRNA).  

 



43 
 

Figure 1.8. Pre-rRNA and promoter region. The promoter region of the rRNA includes an upstream 

control element (UCE) and a core element (CE). rDNA contains two introns that separate the coding 

regions for 18S, 5.8S and 28S. The information displayed in the diagram was obtained from (129).  

As illustrated in Figure 1.9, both transcriptional control regions are recognized by the 

upstream binding factor (UBF), a HMG-box protein, which binds to them and 

generates a loop in the DNA between the two sections (129,130). Following UBF 

binding, selectivity factor 1 (SL1) binds to the UBF-DNA complex and stabilises it, 

facilitating incorporation of RNA Pol I and initiation of rDNA transcription. RNA Pol I 

requires prior activation by the transcription initiation factor TIF-IA. Interaction of TIF-

IA with RNA Pol I promotes stabilisation of the RNA Pol I monomer and induces 

structural changes required for DNA loading into the DNA template-binding site of RNA 

Pol I and transcription initiation (131,132). The TIF-IA-RNA Pol I complex then binds 

to the transcription complex formed by UBF, SL1 and the rDNA promoter (133), and 

this complex then initiates rRNA transcription. 

 

Figure 1.9. Assembly of RNA Pol I initiation complex. Assembly of the RNA Pol I initiation complex 

requires UBF binding to the UCE and CE, followed by binding of SL1 to UBF. This interaction enables 

bending of DNA required by a TIF-IA-activated-RNA Pol I to recognise the promoter region and initiate 

rDNA transcription.  
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The transcriptional initiation and elongation of the 47S pre-rRNA take place in the 

fibrillar centre (FC), the inner component of the nucleolus (see Figure 1.10). The 

processing of pre-rRNA consists of post-transcriptional modifications including 

nucleoside modification and cleavage reactions that occur in the dense fibrillary 

component (DFC) of the nucleolus. Among the chemical modifications, methylation is 

carried out by a group of small nucleolar ribonucleoproteins (snoRNPs) called C/D 

snoRNPs (134,135). In the same way, H/ACA snoRNPs are involved in the 

pseudouridylation of pre-rRNA (134,135). Ribonucleases mediate cleavage of pre-

rRNA that lead to the formation of 18S, 5.8S and 28S pre-RNA segments (136).   

 

Figure 1.10. Ribosomal biogenesis in the nucleolus. The process is initiated in the fibrillar centre 

with the transcription of the 47S pre-rRNA. The transcript is then processed and cleaved to produce 
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18S, 28S and 5.8S transcriptional segments in the dense fibrillary component of the nucleolus. The 

resulting segments are combined with ribosomal proteins (RPs) to assemble the small and large 

ribosomal subunits in the granular component, and then transported to the cytoplasm to build up the 

ribosomes. Diagram adapted from (14) 

 

Figure 1.11. An electron micrograph of the nucleolus of a HeLa cell. The three sub-structures 

comprising the nucleolus are the fibrillar centre (FC), the dense fibrillar component (DFC), and the 

granular component (GC). Bar 0.5 μm. Figure reproduced from (137) 

Once the rRNA segments have been processed, ribosome assembly factors or trans-

acting factors promote the formation of a complex containing rRNA segments and 

ribosomal proteins to assemble the ribosomal subunits in the outer layer of the 

nucleolus, known as the granular component (GC) (138,139). The 18S transcript along 

with 33 ribosomal proteins are assembled into the small ribosomal subunit (SSU). The 

5.8S and the 28S segments, together with the 5S transcription product of RNA Pol III 

and 47 ribosomal proteins are assembled to create the large ribosomal subunit (LSU) 

(135,140). Both subunits are transported to the cytoplasm, where they are combined 

into a functional ribosome. 
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Table 1.1. Functions of the sub-structures of the nucleolus. Information obtained from (129,135). 

Fibrillar centre Dense fibrillar component  Granular centre  

 rRNA transcription 

initiation (rDNA, UBF, 

SL1, TIF-IA, RNA Pol I) 

 rRNA transcription 

elongation (rDNA, RNA 

Pol I) 

 post-transcriptional 

modifications of 47S pre-

rRNA segment 

(methylation & 

pseudouridylation by 

snoRNPs) 

 cleavage of 47S pre-

rRNA (ribonucleases) 

 Assembly of the small 

ribosomal subunit (18S 

and 33 ribosomal 

proteins) 

 Assembly of the large 

ribosomal subunit (5.8S, 

28S, 5S, and 47 

ribosomal proteins 

 

 

1.3.1 Interdependence of nucleolar structure and function 

The nucleolar structure and its function are intimately linked in such a way that 

disruption of one promotes the disruption of the other and vice versa (141). The 

nucleolus, as previously mentioned has three main structures: the fibrillar centre, the 

dense fibrillar component and the granular component, and it is in each of these sites 

that different processes required for ribosome biogenesis take place (Figure 1.11). It 

is generally believed that the formation of said structures is promoted by the 

concentrations, conformation and interactions of the components that play a role for 

ribosome biogenesis, such as proteins, RNA and DNA, through a physical 

phenomenon known as liquid-liquid phase separation (LLPS) (142,143). The fibrillar 

centre, the site where rDNA transcription initiation takes place (see Figure 1.10), 

contains rDNA and topoisomerase I, along with key components of the RNA Pol I 

machinery including RNA Pol I, UBF and TIF-IA (143). The dense fibrillar component 

displays high concentration of fibrillarin, an RNA-binding protein involved in the post-

transcriptional processing of pre-rRNA, along with snoRNAs and snoRNPs which are 

also pre-rRNA processing factors  (144,145). Last, the granular component is rich in 

nucleophosmin (NPM1), which has been shown to mediate the translocation of the 

40S and 60S ribosomal subunits from the nucleolus to the nucleus and cytoplasm 

(146). The interaction of fibrillarin and NPM1 in vitro has been shown to simulate the 

organisation of the dense fibrillar component and the granular component within the 
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nucleolus (147), supporting the idea that LLPS contributes to the formation and 

conservation of the nucleolar structure.  

The formation of nucleolar structure is also coordinated with the cell cycle. Assembly 

of the nucleolus occurs at the beginning of telophase and requires both activation of 

rDNA transcription and the recruitment and activation of the RNA processing 

complexes that form the sub-nucleolar structures (148). RNA Pol I activation at the 

end of mitosis is mediated by repression of the CDK1-cyclin B kinase activity by 

phosphatases PP1 and PP2A (149), while the recruitment and activation of the RNA 

processing complexes occurs through the formation of foci known as prenucleolar 

bodies (PNBs) constituted by nucleolar processing proteins, snoRNAs, ribosomal 

proteins and pre-rRNAs, and the migration of these components to the rDNA 

transcription sites (148). In contrast, nucleolar disassembly takes place at the 

beginning of mitosis with the translocation of nucleolar proteins, ribosomal proteins, 

snoRNAs and pre-rRNAs from the GC and DFC to the perichromosomal compartment. 

This is followed by inactivation of the rDNA transcription mediated by Cdk1-cyclin B 

phosphorylation of the components of the RNA Pol I transcription machinery (148). A 

strict coordination of the processes involved in the assembly and disassembly of 

nucleoli is required for adequate formation and maintenance of the nucleolar structure 

and function.  

Considering that the composition, concentration and interactions among nucleolar 

components influence the structure and function of nucleoli through LLPS, it is no 

surprise that changes in the expression, localisation and degradation of nucleolar 

components including proteins, pre-rRNAs, snoRNAs, and snoRNPs are associated 

with nucleolar morphological changes and impairment of nucleolar function (145). 

Generally denoted as nucleolar disruption, nucleolar morphological alterations include 

segregation and fragmentation (141,145,150). Nucleolar segregation is characterised 

by the condensation and separation of the nucleolar sub-components, along with the 

translocation of nucleolar proteins such as NPM1, fibrillarin, UBF, and other proteins 

related to the RNA pol I transcriptional machinery from the sub-nucleolar 

compartments to the nucleolar periphery, forming the ‘nucleolar caps’ (145,151). 

Nucleolar segregation is caused by DNA damage and/or transcriptional inhibition and 

accordingly, it is observed following UV irradiation, inhibition of topoisomerase II by 

drugs such as etoposide, and exposure to low concentrations of ActD (141,145). 
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Nucleolar fragmentation occurs following inhibition of RNA Pol II or protein kinases, 

and leads to unravelling of the FC (145,150). Other nucleolar changes such as 

increased size and number of nucleoli are associated with different pathologies 

including viral infection and cancer where RNA Pol I activity is enhanced through 

activation of oncogenes or loss of function of tumour suppressor genes (145,150,152–

154). In addition, nucleolar disruption has been associated with aging and 

neurodegenerative diseases (155–159). 

1.3.2 Diversity of nucleolar function 

For decades, the nucleolus was essentially recognized as the ribosomal factory of the 

cell. However, with the arrival of proteomics and improvements in the technology 

underpinning this, the composition of the nucleolus has been studied and this has 

revealed that only a small percentage of the nucleolar proteome is involved directly in 

ribosomal synthesis (160). Among the 350 different proteins identified in the nucleolus 

by different research groups, only ~30% have been linked to ribosome biogenesis 

either as active players or as chaperones involved in rRNA processing (161,162). The 

rest of the nucleolar proteome is related to other cellular processes, including cell 

growth and cell proliferation (163).  

Several of these proteins are only transiently located in the nucleolus, whilst their 

known function is performed outside of the nucleolus. Such behaviour suggested that 

the nucleolus might be involved in a broader range of cellular pathways than was 

initially thought, perhaps through the sequestration and re-location of proteins. Indeed, 

further studies confirmed this, and there is evidence that the activity of proteins such 

as MDM2, p53, VHL, Hsp70, and H2B is regulated by such a nucleolar mechanism 

(164,165). Through regulating the activities of these nucleolus-associated proteins, 

the nucleolus is involved in a broad range of cellular functions including regulation of 

cell cycle progression, modulation of oncogenic pathways, DNA damage repair and 

stress signalling (166).  

One of the most critical functions of the nucleolus is its role as a stress sensor for the 

cell. Different types of stressors impair nucleolar function, which is followed by 

disruption of the nucleolar structure (167,168). This in turn, leads to stabilisation of 

p53 and, as a consequence, induces cell cycle arrest or apoptosis (141). Nucleolar 

stressors include DNA-damaging agents such as UV irradiation, chemicals that impair 
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rDNA transcription like ActD and 5,6-Dichloro-1-β-d-ribofuranosylbenzimidazole 

(DRB), compounds that inhibit RNA processing such as 5-fluorouracil (5-FU), or 

depletion of nucleotides that prevents synthesis of RNA amongst others (141). 

Additionally nucleolar function is modulated by stress-activated c-Jun N-terminal 

protein kinase (JNK2) through phosphorylation of TIF-IA at position Thr200, which 

leads to inhibition of rRNA transcription (169). In a similar manner, under conditions of 

low energy availability, AMP-activated protein kinase (AMPK) phosphorylates TIF-IA 

at Serine 635, and prevents it from binding to the transcription initiation complex, 

inhibiting rRNA transcription (170) 

The response of p53 to stress is modulated by the nucleolus through different 

mechanisms (150). Following exposure to various stress factors that impair nucleolar 

function, the nucleolus is disrupted and interactions between proteins are altered. In 

this scenario, increased binding of nucleolar proteins RPL5, RPL11, RPL23 and ARF 

to MDM2 occurs, and this prevents MDM2-mediated degradation of p53, followed by 

stabilisation of p53 (167,171,172). Furthermore, nucleolar disruption decreases the 

export of ribosomal subunits to the cytoplasm, and thus prevents the translocation of 

MDM2 and p53 to the cytoplasm which is facilitated by their interaction with ribosomal 

subunits, a mechanism known as “riding the ribosome” (141,150,173). Thus, 

disrupting nucleolar structure leads to an increase in the pool of nuclear p53 and 

enhances transcription of p53 targets (150,174). Moreover, the disruption of 40S 

biogenesis promotes the release of RPL11 mRNA form the nucleolus. This mRNA 

contains a 5-TOP motif, which promotes its translation and leads to excess production 

of RPL11 which then increasingly binds to MDM2, preventing MDM2-mediated 

ubiquitination of p53 (175). Similarly, RPL26 is released upon disruption of 60S 

biogenesis, and it then enhances translation of p53 by binding to the 5′-untranslated 

region (UTR) of p53 mRNA, promoting its association with heavy polysomes (176,177).  
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Figure 1.12. Nucleolar regulation of cell survival functions. The nucleolus has long been recognised 

as the locus of ribosomal biogenesis, a key regulator of cell growth. However, the more recent 

realisation that it has a role as a stress sensor has unveiled its importance as a modulator of cell survival. 

Nucleolar function is modulated by different stimuli, for example, under normal conditions (blue lines), 

ribosomal biogenesis depends on the availability of biomolecules needed to synthesize the ribosomes 

and is influenced by progression of the cell cycle. In response to the presence of different stressors 

(thin red arrows), the nucleolus promotes cell cycle arrest and/or apoptosis in a p53-dependent and 

independent manner. Oncogenic pathways such as those regulated by Ras and mTOR hyper-activate 

ribosomal biogenesis (thick red arrows), thus promoting increased cell growth.   

Nucleolar function also regulates cell cycle progression through p53-independent 

mechanisms. c-Myc regulates ribosome biogenesis by binding to rDNA promoters, 

recruiting the SL1 pre-initiation complex, which promotes binding of RNA Pol I to rDNA, 

and in so doing activates rDNA transcription (178,179). Moreover, c-Myc promotes 

expression of RPL11, and an excess of RPL11 prevents the interaction of c-Myc and 

its co-activator TRRAP and so inhibits transcription of c-Myc targets required for cell 

proliferation (180). Another p53-independent connection with cell cycle regulation has 

been proposed to involve the nucleolar protein pescadillo, which is essential for 

ribosomal biogenesis (181). Knockdown of pescadillo leads to up-regulation of p27, 

protein encoded by the CDKN1B gene, decreased expression of cell cycle protein 

cyclin D1, and inhibits proliferation of breast cancer cells (182), and thus it can be 

speculated that pescadillo contributes to the promotion of normal cell cycle 

progression. Furthermore, nucleolar dysfunction has been shown to downregulate 
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E2F-1, and to decrease E2F-1-mediated expression of genes that promote cell cycle 

progression (183). Activation of the NF-ĸB pathway in response to degradation of the 

transcription factor TIF-IA has also been shown promote the nucleolar stress response 

pathway independently of p53 (168). Together, these findings suggest that there might 

be several nucleolar mechanisms that mediate the stress response, both dependent 

and independent of p53.  

1.3.3 Regulation of nucleolar function 

As discussed in section 1.3.1, the nucleolus plays a fundamental role in cell survival 

(Figure 1.12.). Firstly, through the biogenesis of ribosomes, which is one of the most 

energy-consuming processes in the cell and a required step for the production of 

proteins needed to sustain cell viability and growth. Secondly, through the modulation 

of cell proliferation and apoptosis. Therefore, tight regulation of the nucleolus is 

needed to maintain cellular homeostasis. Various pathways have been identified as 

regulators of nucleolar function via mechanisms such as post-translational 

modifications of transcription initiation factors.  

Growth-dependent stimulation of nucleolar function has been attributed to TIF-IA, 

which promotes transcriptional initiation of rRNA genes in response to growth signals 

transduced by ERK and mTOR pathways (Figure 1.13). Mitogen-dependent activation 

of the ERK pathway, activates TIF-IA through phosphorylation at serines S633 and 

S649 by ERK and RSK respectively (184). Similarly, activation of the mTOR pathway 

by amino acids, glucose and growth factors, promotes RNA Pol I transcription through 

increased phosphorylation of TIF-IA at serine S44 and decreased phosphorylation at 

serine S199 (185,186). Additionally, the mTOR pathway modulates rRNA transcription 

through the S6K-dependent activation of UBF (8) (Figure 1.13). Furthermore, evidence 

suggests that mTOR and its downstream target S6K also influence formation of rRNA 

transcription initiation complexes, since PTEN-dependent inhibition of these kinases 

triggers disruption of the SL1 pre-initiation complex, which leads to decreased rRNA 

transcription (187). Casein kinase II (CKII) also activates UBF through phosphorylation 

upon serum stimulation (188,189). 
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Figure 1.13. Regulation of nucleolar function in response to availability of nutrients. The mTOR 

and the ERK pathways, modulate ribosomal biogenesis through the activation of key transcription 

factors TIF-IA, SL-1 and UBF in the presence of nutrients. Information displayed on the diagram was 

obtained from (8,184–187,189). 

Importantly, rDNA transcription is also controlled in a cell cycle-dependent manner. 

Both UBF and SL1 are inactivated by mitotic-specific kinases such as cdk2/cyclin B 

thus suppressing ribosomal biogenesis during late G2 and throughout M phase 

(190,191). Reactivation of UBF upon entering G1 phase requires dephosphorylation 

of UBF by PP2A and phosphorylation at S484 by cdk-cyclin complexes cdk4/cyclin D1 

and cdk2/cyclin E (192,193). Additionally, the transactivating function of UBF is 

enabled by phosphorylation at Ser388 by cdk2/cyclin A and cdk2/cyclin E during late 

G1/ early-S phase (191). This is consistent with observations of the structural changes 

of the nucleolus throughout the cell cycle. The nucleolus assembles during telophase 

and early G1 phase around the NORs, activating rRNA transcription (148,194). The 

nucleolus then remains active during the course of the cell cycle, with increased 

activity during S and G2 phases. During mitosis, rRNA transcription is abrogated and 

the nucleolus is disassembled (148). 

Thus, changes in either cell growth or cell cycle affect rRNA transcription. Interestingly, 

this connection between ribosomal biogenesis and cell cycle acts in both directions. 

Ribosomal biogenesis is essential for cell growth and proliferation and defective 

ribosomal biogenesis exerts control over cell cycle progression by triggering 

stabilisation of p53 that leads to cell cycle arrest or apoptosis (181). Alternately, rDNA 

transcription is modulated in a cell-cycle dependent manner through the 
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phosphorylation of transcription factors by cyclin complexes, as described above. 

Accordingly, the nucleolus acts as a central regulation hub in the cell that integrates 

information about cell status, including growth, proliferation, and stress, and translates 

this information into signalling cascades that lead to different cellular outcomes. 

1.3.4 The nucleolus and cancer 

Considering that cell growth and proliferation are significantly heightened in cancer 

cells, it is no surprise that nucleolar activity is also enhanced in these cells (152,195). 

This translates into an increase in the number of nucleoli that can be observed by 

pathologists in cancerous tissues and indeed, these have been used as a biomarker 

for tumour aggressiveness and prognosis for certain cancers  (196). Higher rates of 

rRNA transcription have also been reported in several types of cancer, including breast 

cancer (197), colon cancer (198), and prostate cancer (199). 

As mentioned in section 1.3.3, transcription of rDNA is strongly dependent on post-

translational modifications of the core components of the RNA Pol I transcription 

machinery: UBF, TIF-IA and SL1. Importantly, oncogenic signalling pathways such as 

those regulated by c-Myc, Ras-Raf-MEK-ERK and the PI3K/Akt/mTOR pathways 

orchestrate many of these modifications (179,184,186,200). Thus, nucleolar activity is 

frequently upregulated in cancers driven by the enhanced activity of oncogenic 

proteins, or by the absence of the repression exerted by mutated tumour suppressor 

proteins (Figure 1.14).  
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Figure 1.14. Role of the oncogenic pathways on the transcriptional and post-transcriptional 

regulation of rRNA synthesis. A) Diagram showing the components of the RNA Pol I machinery and 

the main up-regulating (orange) and down-regulating (purple) post-transcriptional modifications induced 

by oncogenes and tumour suppressor genes, respectively as well as by histone acetyltransferases 

(HATs) found in the nucleolus. B) Diagram displaying the signalling pathways that upregulate rRNA 

transcription upon oncogene activation (orange) or inhibit it via tumour suppressor genes (purple). 

Figure retrieved from (201). 

The product of the c-Myc oncogene, which has been found to be elevated in 70% of 

human cancers, plays an important role in different stages of ribosomal biogenesis, 

including rDNA transcription and pre-rRNA processing (202). It upregulates 

expression of UBF and TIF-IA, increasing rDNA transcription as a consequence 

(203,204). In addition, it stabilises the formation of transcription initiation complexes 

by binding to the rDNA promoter and interacting with SL1 (178). Moreover, c-Myc 
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promotes the transcription of ribosomal proteins by RNA Pol II, 5S rRNA by RNA Pol 

III and coordinates pre-rRNA processing (166,205–207).  

Increased mTOR activity, which modulates rDNA transcription initiation by regulating 

S6K-dependent phosphorylation of TIF-IA and UBF, often occurs in cancer (8,186). 

Constitutive activation of Ras drives elevated activation of the mTOR pathway, thus 

hyper stimulating ribosomal biogenesis (208). Additionally, the Ras pathway 

modulates nucleolar activity through ERK. Oncogenic activation of the Ras pathway 

enhances phosphorylation-dependent activation of TIF-IA by ERK and RSK, 

heightening RNA Pol I-dependent rDNA transcription (184,209,210). In colon cancer, 

activated Ras pathway has been shown to upregulate expression of TBP, required for 

formation of the RNA Pol I pre-initiation complex, promoting enhanced rRNA 

transcription (211).   

Loss of function of tumour suppressor genes are also involved in enhanced ribosomal 

biogenesis. For example, the loss of function of PTEN, a negative regulator of mTOR 

that disrupts the integrity of the SL1 complex, leads to increased rDNA transcription 

(187). Alterations in Rb and TP53 have also been associated with enhanced ribosomal 

biogenesis in cancer cells, since the loss of function of these tumour suppressor genes 

enables upregulation of rRNA transcription (212). The absence of a functional ARF 

occurs in many types of cancer (213). Apart of the role of this tumour suppressor gene 

in the stabilisation of p53, it represses ribosomal biogenesis by inhibiting the nucleolar 

import of TTF-I, a RNA Pol I transcription termination factor (214).  

Tumour suppressor genes also control rRNA transcription through the post-

transcriptional modifications of the components of the RNA Pol I transcription 

machinery. That is the case of JNK2, a kinase that phosphorylates TIF-IA at Thr200 

and prevents the interaction of TIF-IA with RNA Pol I and SL-1, inhibiting rRNA 

transcription initiation (169). Reduced expression of JNK2 has been shown to promote 

tumorigenesis and cancer cell migration (215,216). AMPK, whose function as a tumour 

suppressor has been demonstrated in lung, colorectal, liver, and prostate cancer, also 

impairs the interaction of TIF-IA with SL-1 and inhibits the formation of RNA Pol I 

initiation complex by phosphorylating TIF-IA on Ser635 (217,218). Phosphorylation by 

kinase CKII promotes rRNA transcription through the phosphorylation of UBF, as 

mentioned in section 1.3.3, but it also represses the ability of SL-1 to bind to the rDNA 
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promoter, functioning as both positive and negative regulator of rRNA transcription 

initiation (219). 

As described in section 1.3.3, cdk/cyclin complexes regulate UBF in a cell-cycle-

dependent manner. Oncogenic upregulation of proliferation by cdk4/cyclin D and 

cdk2/cyclin A/E is followed by enhanced synthesis of rRNA (192,193,220). In addition, 

these cdk/cyclin complexes inhibit the tumour suppressor protein Rb that inhibits 

transcription by RNA Pol I by binding to UBF and preventing the formation of the 

transcription initiation complex (221,222). Importantly, p53 which plays a central role 

in the nucleolar-mediated stress response, is mutated in over 50% of all human 

cancers, thus impairing stress-induced cell cycle arrest and apoptosis (141).  

1.3.5 The nucleolus and cancer therapy 

Empirical evidence has accumulated over many years showing a correlation between 

nucleolar disruption and the cytotoxic activity of anti-tumour drugs such as 

daunomycin, Actinomycin D (ActD), toyocamycin, mycophenolic acid, camptothecin, 

doxorubicin and deferoxamine (223,224). In fact, the magnitude of translocation of the 

nucleolar protein nucleophosmin/B23 from the nucleolus to the nucleoplasm, which 

occurs following drug-induced nucleolar stress, has been proposed as an indicator of 

cytotoxicity for many drugs (225,226). This correlation between nucleolar disruption 

and cytotoxicity may in some cases reflect a major mechanism of action for several 

well-known cancer chemotherapeutics. For some chemotherapeutic agents a major 

role for nucleolar disruption in their mechanisms of action has been established (227–

229). A number of DNA-intercalating antibiotics that target transcription, consequently, 

also target nucleolar function, the best known of these being ActD, which has a well-

established high specificity for inhibition of rRNA production at low concentrations 

(230). This specificity was often overlooked when considering the function of ActD as 

a chemotherapeutic agent. Increasingly though, the therapeutic utility of NFIs is being 

recognised and with that recognition there comes a greater interest in the exact 

mechanism of action of these agents. While the assumption generally is that inhibition 

of RNA polymerisation depends on intercalation with the transcript and template (with 

varying degree of sequence specificity), at least in the case of BMH-21, the 

mechanism appears to be more complicated and to involve the specific degradation 

of components of the nucleolar RNA Polymerase (Pol I) machinery (229,231). The 
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small molecule inhibitor CX-5461 raised significant interest in recent years due to its 

reported capacity to inhibit nucleolar function (160,227). However, it was later reported 

that its primary target is actually Topoisomerase II (232,233).  

Nucleolar disruption, however, may be a more common component of the 

mechanisms of actions of chemotherapeutic agents than realised. Below are three 

examples of widely used anti-cancer drugs whose mechanism of action, generally 

assumed to be mediated by disruption of DNA replication, may in some instances be 

better explained through nucleolar disruption. 

Actinomycin D 

Actinomycin D (ActD) also known as dactinomycin is an antibiotic produced by 

Streptomyces with antibacterial and antitumoral activity that has been used in cancer 

therapy since 1954. A member of the actinomycin family, this compound is formed 

from a chromophoric phenoxazinone dicarboxylic acid which is bound to two cyclic 

nonribosomal peptides (Figure 1.15). The chromophore intercalates into the DNA, 

preferentially at guanine-cytosine pairs, and the resulting structure is stabilised via 

hydrogen bonds and hydrophobic interactions of the pentapeptides with the  DNA 

minor groove (Figure 1.16) (234).  

 

Figure 1.15. Chemical structure of Actinomycin D. Image adapted from (234). 

The ActD-DNA complex prevents unwinding of the dsDNA, inhibiting transcription 

elongation by RNA polymerase (234,235). It has been suggested that the higher 
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sensitivity of rRNA synthesis to ActD is the result of the close-presence of multiple 

RNA Pol I complexes along the DNA, where interference in the movement of one RNA 

Pol I complex caused by the intercalation of ActD, would affect the movement of the 

rest of the RNA Pol I complexes, thus, their activity (236).  

 

Figure 1.16. Intercalation of Actinomycin D into DNA. The chromophore of the actinomycin D 

molecule intercalates in CpG double stranded DNA and the structure is stabilised by the interactions of 

the α- and β-rings with the DNA minor groove. Image retrieved from (234). 

Dactinomycin has been used for over 50 years to treat different types of cancer 

including Wilms’ tumour, Ewing sarcoma, embryonal rhabdomyosarcoma, 

choriocarcinoma, testicular tumours, and gestational trophoblastic neoplasia (237). Its 

cytotoxicity has been attributed to its ability to prevent DNA transcription and activation 

of the nucleolar stress pathway, in addition to its capacity to inhibit topoisomerase II 

and production of free radicals (238,239). Unfortunately, the therapeutic index of this 

drug is limited by adverse effects including mucositis, pulmonary toxicity, 

hepatotoxicity, and cutaneous lesions (240). 

5-Fluorouracil 

The widely used anti-cancer drug 5-Fluorouracil (5-FU) is a well-known inhibitor of the 

enzyme thymidylate synthase (TS) that participates in the de novo synthesis of 2′-

deoxythymidine-5′-monophosphate (dTMP) (241). Its inhibition by 5-FU impairs DNA 

synthesis and S-phase progression, as it deprives S-phase cells of dTTP, causing 

stalling of DNA replication ("thymineless death"). Highly proliferating tumour cells 
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which also express higher levels of thymidylate synthase (TS) (241). However, 

Pritchard and colleagues have shown that bypassing TS inhibition with exogenous 

thymidine could not prevent p53-dependent apoptosis induced by 5-FU in intestinal 

cells (242). Apoptosis induced by the specific TS inhibitor Tomudex, on the other hand, 

could be prevented by exogenous thymidine (242). These observations imply that at 

least in some cells 5-FU may induce apoptosis through a mechanism of action different 

from thymineless death. Although 5-FU has practically no effect on mRNA or rRNA 

synthesis or on mRNA splicing, it inhibits rRNA maturation and ribosomal assembly 

and Ghoshal and colleagues have proposed that it is precisely this activity rather than 

TS inhibition that is responsible for the anti-cancer properties of 5-FU(243). 

Cis-Platin 

Cis-Platin (cis-Pt) is one of the most commonly used anti-cancer drugs. As it severely 

bends DNA 32-34° towards the major grove – (244) it is generally assumed that it 

causes cell death through DNA damage. However, cis-Pt-mediated DNA damage has 

several interesting features that put this mechanism into doubt. Some cell lines 

become resistant to cis-Pt and can remove cis-Pt-DNA adducts (245) instead of 

undergoing apoptosis. High mobility group (HMG) proteins, due to their capacity to 

bind cis-Pt-DNA with high affinity (see (244) for the structural details of the interaction), 

were initially proposed to be responsible for the recognition of cis-Pt-DNA adducts for 

repair, which would offer an explanation for the onset of cis-Pt resistance. However, 

this proposition is contradicted by the fact that cells underexpressing HMG proteins 

can remove the adducts and that binding of HMG proteins to cis-Pt adducts can 

actually block nucleotide excision repair in vitro (246). Furthermore, cells 

overexpressing HMG proteins are frequently resistant to cis-Pt and do not undergo 

apoptosis (247). However, one alternative explanation for the critical role of HMG 

proteins in the outcome of cis-Pt therapy is that cell death occurs when cis-Pt-DNA 

adducts hijack the HMG protein UBF away from its rRNA synthesis sites, inhibiting 

rRNA synthesis (248–250). This view is strongly supported by the fact that DNA 

adducts of the clinically ineffective trans-isomer of cis-Pt platin, trans-Platin (251), 

does not bind HMG proteins (252). The abundant evidence of the nucleolar disrupting 

activity of cis-Pt therefore offers an alternative, realistic mechanism for the antitumour 

mechanism of action of cis-Pt (141,248,253).  
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Camptothecin 

The anti-cancer agent Camptothecin (CPT) induces apoptosis by stabilising DNA 

breaks introduced by Topoisomerase I, which subsequently stall replication and cause 

DNA damage (254). However, CPT can also kill non-replicating cells such as neurons, 

raising questions about the model of replication stalling (255). Topoisomerase I is 

essential for rRNA synthesis and is concentrated in the nucleolus (256,257). When 

CPT blocks Topoisomerase I it also blocks rRNA synthesis and causes nucleolar 

disruption (258). Thus, nucleolar disruption is a possible component of the mechanism 

of action of the Topoisomerase I inhibitor CPT, which may explain why it can still be 

active in cells of low proliferation rates. Therefore, not only NFIs are emerging drugs 

of which we know very little in terms of their therapeutic behaviour, but also nucleolar 

function inhibition must be better understood therapeutically as it may be a major 

component of the mechanisms of action of other established anti-cancer agents. 

1.4 mTOR, the master regulator of cell growth 

The mTOR signalling pathway is the master controller of cell growth and is involved in 

the regulation of cell functions that promote proliferation and cell survival. This 

pathway receives information from extra and intra-cellular stimuli and initiates the 

transduction of signals that activate various mechanisms to promote the synthesis of 

proteins and lipids required for sustaining growth (Figure 1.17). The mTOR pathway 

is also a regulator of the biogenesis of organelles such as ribosomes and lysosomes, 

and of cytoskeleton organization. Additionally, it plays a role in cell survival through 

inhibition of autophagy and blocking the expression of pro-apoptotic factors.  

The pathway is named after a serine-threonine kinase that functions as the signalling 

hub called mTOR discussed below. The mTOR kinase is the fundamental component 

of two multi-protein complexes, mTOR complex 1 (mTORC1) and mTOR complex 2 

(mTORC2), which differ in structure, effector activation, roles within the mTOR 

pathway, and regulation of cell processes (Figure 1.17). 
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Figure 1.17. The mTOR pathway is a sensor of extra- and intra-cellular stimuli that controls cell 

functions that promote growth, proliferation, and cell survival. mTOR is a component of two protein 

complexes called mTOR complex 1 (mTORC1) and mTOR complex 2 (mTORC2) that regulate a wide 

array of signalling responses associated with cell growth, proliferation and survival (lower panel) in 

response to different external and internal signals (upper panel).  

1.4.1 mTOR complex 1 

The mTOR was first discovered in 1994 by David M. Sabatini, Robert T. Abraham, 

and Stuart L. Schreiber independently, while studying the mechanism of action of 

rapamycin, a macrolide produced by Streptomyces with immunosuppressant 

properties. Originally, it was named the mammalian Target of Rapamycin (hence 

mTOR) after its homology to the yeast TOR gene, although currently it is also known 

as the mechanistic Target of Rapamycin. This complex is formed by mTOR, 

regulatory-associated protein of mTOR (Raptor), DEP-domain containing mTOR-

interacting protein (DEPTOR), mammalian lethal with SEC13 protein 8 (mLST8) and 

proline-rich AKT substrate of 40 kDa (PRAS40) (Figure 1.18). The mTOR subunit acts 

as a scaffold and the rest of the components assemble around it, each playing a role 

in the regulation of the kinase activity of mTORC1.  
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Figure 1.18. Components of the mTORC1. The mTORC1 is an obligate homo-dimeric complex 

formed by mTOR, Raptor, DEPTOR, mLST8 and PRAS40. A linear representation of the different 

components of mTORC1 shows the relative positions of the structural motifs along the polypeptide 

chain for each component, and the relative sites where the mTORC1 components interact with each 

other. mTOR contains tandemly repeat arrays of α-helices known as HEAT domains in the amino-

terminus (N-HEAT) and the middle section (M-HEAT) (259). The M-HEAT domain of mTOR is followed 

by a FRAP, ATM, TRRAP (FAT) domain, which plays a role as structural scaffold or as a protein-binding 

domain (260). The kinase domain (KD) of mTOR is located between the FKBP12-Rapamycin binding 

domain (FRB), the site where the complex formed by rapamycin and the FKBP12 protein (Rapa-

FKBP12) binds mTORC1 (261), and a C-terminal FAT domain (FATC). Regulatory-associated protein 

of mTOR (Raptor) is a key component of mTORC1 and contains a caspase-like domain in the N-

terminus, also known as the raptor N-terminal conserved (RNC) domain, a HEAT domain, seven WD40 

repeats that act as a scaffold that mediate the interaction of different proteins within multiprotein 

complexes (262), and a Helix domain. Raptor binds and activates mTOR by binding to the N-HEAT 

domain of mTOR, and it is inhibited by interaction with PRAS40. mTOR is bound and inhibited by 

DEPTOR a protein formed by two globular protein domains of about 80 residues of length present in 

proteins such as Dishevelled, EGL-10, and Pleckstrin, known as DEP domains (Ponting and Bork, 

1996), and a PDZ domain, characterised by a length of 80-100 amino acid that usually display 6 β-

strands, a short α-helix, and a long α-helix (263). mTOR is also activated by mLST8, which displays a 

WD40 domain. The cartoon representation displayed in the lower left panel shows the negative and 

positive regulation exerted by the components of the mTORC1 complex, and the FKBP12-rapamycin 

complex. The cartoon representation on the lower right shows dimerization of the mTORC1.   

The serine/threonine kinase mTOR is the catalytic subunit of both mTOR protein 

complexes. mTOR belongs to the family of phosphatidylinositol 3-kinase related 
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protein kinases (PIKKs), whose members participate in the signalling of multiple 

pathways. Accordingly, the kinase domain of mTOR is flanked by a FRAP, ATM, 

TRRAP (FAT) domain on the amino-terminal end, and by a FATC domain on the 

carboxy-terminal end, both domains characteristic of PIKK (264). In addition, mTOR 

contains up to 20 tandem HEAT repeats on the N-terminus (265). Importantly, mTOR 

presents an FRB domain between the FAT domain and the kinase domain (266), 

where the FKBP12-rapamycin complex binds, inhibiting mTORC1 activity by 

restricting access of the substrates to the catalytic site and promoting dissociation of 

Raptor from the complex.  

Analyses by cryo-electron microscopy (cryo-EM) have shown that functional mTORC1 

is a dimer, which is stabilised by the interaction of mTOR and Raptor (267,268). In 

addition to its role in the stabilisation of mTORC1 complex, Raptor contains a 

substrate-binding site that modulates the interaction of mTORC1 with the different 

substrates and regulates substrate specificity (268). Moreover, Raptor plays an 

essential role in the nutrient-dependent activation of mTORC1 by interacting with Rag 

proteins and mediating the translocation of mTORC1 to the lysosome, where Rheb, 

an mTORC1 activator, localises (269).  

PRAS40 is a negative regulator of mTORC1 that binds to Raptor in response to  

deprivation of insulin and prevents substrate binding (270). Importantly, PRAS40 itself 

is a substrate of mTORC1. Thus, when nutrients and mitogens are available, mTORC1 

phosphorylates PRAS40, and the latter dissociates from Raptor and releases its 

inhibitory effect from mTORC1 (271,272). This regulatory relationship between 

PRAS40 and mTOR highlights the role of the mTOR complex as sensor of different 

types of nutrients, not only amino acids. Another negative regulator of mTOR is 

DEPTOR, which affects both mTOR complexes by binding to the carboxy-terminal 

region of mTOR and inhibiting the catalytic activity of mTOR (273). Interestingly, 

DEPTOR is also a substrate of mTORC1 and mTORC2. Nutrient-activated mTOR 

complexes phosphorylate DEPTOR and promote its degradation (274). mLST8 is 

another component of both mTOR complexes which appears to be required for the 

formation of the complex, but its role in mTORC1 function remains elusive (275,276). 

It is important to note that most components of the mTOR complexes play a role in the 

regulation of mTORC1 and mTORC2 activity linked to the availability of nutrients. This 



64 
 

explains how the mTOR pathway is sensitive to multiple stimuli, but also underlines 

the importance of the negative regulation of the mTOR pathway in response to nutrient 

deprivation to maintain homeostasis.  

1.4.1.1 Regulation of mTORC1 

As a direct target of rapamycin, the mTORC1 has been extensively studied and 

various inputs that modulate its activity have been discovered. mTORC1 acts as a 

sensor of nutrient that enables the cell to synthetize the biomolecules it needs to 

sustain growth when essential nutrients such as amino acids, glucose, insulin and 

growth factors are available. But this raises the question, how do mTORC1 sense the 

availability or levels of these nutrients?  

mTORC1 is activated by Rheb, a small GTPase localised on the lysosomal outer 

surface. Rheb, in turn, is negatively regulated by tuberous sclerosis complex (TSC), 

composed of TSC1, TSC2, and TBC1 domain family member 7 (TBC1D7) (277) ). 

Mutations in TSC1 and TSC2 give rise to the tuberous sclerosis syndrome, a rare, 

multi-system genetic disease characterised by the growth of non-cancerous tumours 

in the brain and other organs. The TSC1/2 complex inhibits Rheb through its GAP 

activity by switching it from its GTP-bound active state to its GDP-bound inactive state. 

Interestingly, the TSC1/2 complex is regulated through phosphorylation by kinases 

involved in various signalling pathways, including PI3K and RAS pathways, among 

others, as described below (Figure 1.19) (278).  

1.4.1.1.1 TSC1/2 complex: the switch for mTORC1 

A number of growth factors activate the PI3K pathway and its effector AKT. AKT-

dependent phosphorylation of TSC2 on serine residues 939, 981, and threonine 1462, 

blocks the negative regulation of TSC1/2 complex on mTORC1 (279,280). AKT 

promotes mTORC1 activity by phosphorylating PRAS40 on Thr246, which enables 

subsequent phosphorylation of PRAS40 at Ser183 and Ser221 by mTORC1, resulting 

in dissociation from mTORC1 (272,281). Activation of the RAS-ERK pathway by 

phorbol 12-myristate,13-acetate (PMA) prevents TSC1/2 inhibition of mTORC1 via 

TSC2 phosphorylation by ERK and ERK’s substrate RSK (282,283). Importantly, both 

ERK and RSK also modulate mTORC1 activity through  phosphorylation of Raptor at 

serine residues 8, 696, and 863, and 719, 721, and 722, respectively  (284,285).  



65 
 

Cellular energy levels are also sensed by TSC1/2 via AMPK-dependent 

phosphorylation of TSC2. Under conditions of reduced cellular energy availability, the 

ratio of AMP:ATP increases, resulting in increased binding of AMP to AMPK, which 

activates it, and this in turn activates the TSC1/2 complex via phosphorylation of TSC2 

on threonine 1271 and serine 1387 (286). Furthermore, phosphorylation of TSC2 on 

serine 1387 by AMPK is needed for subsequent phosphorylation of TSC2 on serine 

residues Ser1371, Ser1375, Ser1379, and Ser1383 by glycogen synthase kinase 3β 

(GSK3β), facilitating TSC1/2 activation. Thus, repression of GSK3β by Wnt signalling, 

leads to activation of mTORC1 (287,288). 

 

Figure 1.19. The role of the TSC1/2 complex as stimuli sensor and mTOR regulator. The TSC 

complex works as a switch that regulates mTOR activity in response to availability of resources and 

certain stressors through signalling pathways such as RAS, PI3K/AKT, and Wnt.  

The TSC1/2 complex also functions as an effector of responses to oxygen levels 

through inhibition of the mTORC1 pathway. Since oxygen is required for oxidative 

phosphorylation, the main pathway used by cells to produce energy, hypoxic 

conditions lead to low levels of ATP and subsequent AMPK-dependent activation of 

TSC1/2, described above (278). Hypoxia promotes TSC1/2-dependent inactivation of 

mTORC1 through an additional mechanism. Hypoxic conditions enhances expression 
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of REDD1, whose product promotes binding of the TSC1/2 complex to mTORC1, and 

subsequent inhibition of mTORC1 activity (289). 

As illustrated in Figure 1.19, various types of stress have been shown to regulate the 

mTOR pathway via the TSC1/2 complex. Inflammation for example has been 

demonstrated to positively regulate mTORC1 through phosphorylation-dependent 

inhibition of the TSC1/2 complex by IKKβ (290). Genotoxic stress also downregulates 

mTORC1 through the stabilisation of p53 in response to DNA damage, which induces 

transcription of TSC2 and of the tumour suppressor gene PTEN, a negative regulator 

of AKT (291). Additionally, there is evidence that p53 upregulates mTORC1 by 

activating AMPK (292). Osmotic stress promotes AKT-mediated translocation of TSC2 

to the lysosomes, and enables inhibition of Rheb (293), resulting in decreased 

mTORC1 activity. Relocation of TSC2 to the lysosome is a mechanism observed in 

response to pH stress, hypoxia, and energy stress, in addition to osmotic stress, that 

leads to inhibition of mTORC1 (294). 

1.4.1.1.2 The role of amino acids in regulating mTOR localisation and 

activation 

Regulation of the localisation of mTOR plays a vital role in determining the activity of 

the mTOR pathway, and this is primarily modulated by the activity of Rag GTPases 

(Figure 1.20). In the presence of amino acids, heterodimeric complexes formed by 

RagA/RagB and RagC/RagD are activated and bind to Raptor. This binding mediates 

relocation of mTORC1 to the lysosomal membrane, where Ragulator acts as a docking 

station for Rag-bound-mTORC1. Once in the lysosome, it is activated by Rheb 

(295,296).  

 
Figure 1.20. Model for role of Rag GTPases in signalling amino acid availability to mTORC1. 

Upon availability of amino acids, the Rag heterodimers are activated and bound to Raptor, mediating 
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translocation of mTORC1 to lysosomes, where its activator Rheb is also localised. Figure adapted from 

(296)  

1.4.1.1.3 Activation of Rag monomers and their role in sensing amino acids 

As mentioned before, Rag heterodimers are activated in response to availability of 

amino acids and mediate mTOR translocation to the lysosomal membrane (Figure 

1.21). Activation of the Rag heterodimer requires a GTP-bound RagA/B and a GDP-

bound RagC/D. Ragulator, a pentameric complex that acts as a docking station for the 

Rag heterodimer on the lysosomal membrane, tethers the Rag heterodimer to the 

lysosome and mediates its activation by catalysing the release of GTP RagC (297,298). 

Also found in the lysosome, the human member 9 of the solute carrier family 38 

(SLC38A9) is a transmembrane protein that acts as a lysosomal arginine sensor that 

activates Rag heterodimer (299,300). When  bound to arginine, SCL38A9 activates 

the Rag heterodimer by transforming RagA from GDP-bound to GTP-bound state (298) 

 
Figure 1.21. mTORC1 amino acid sensing pathway. In the presence of arginine and leucine, the 

negative regulation on Gator2 is released, leading to activation of the Rag heterodimer. This enables 

Rag-dependent translocation of mTORC1 to the lysosomal membrane, and subsequent activation of 

mTORC1 by Rheb. Arginine also promotes activation of the Rag heterodimer via SLC38A9. Figure 

obtained from (301).  

Additionally, the Rag heterodimer is regulated by the Gator proteins. Gator1 a multi-

protein complex  composed of DEPDC5, NPRL2 and NPRL3, and negatively regulates 

mTOR by inhibiting the activity of Rag heterodimer through its GTPase activity towards 

RagA and Rag B in response to amino acid deprivation (302). In turn, the activity of 

Gator1 is inhibited by Gator2, a complex formed by MIOS, WDR24, WDR59, SEH1L, 
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and SEC13. Gator2 activates the mTOR pathway in the presence of amino acids. 

Specifically, leucine and arginine play an important role in the activation of Gator2. In 

the presence of leucine, Sestrin2 dissociates from Gator2 releasing it so that it can 

inhibit Gator1 (303,304). Similarly, arginine blocks repression of Gator2 by Castor 

(305,306).  

1.4.1.2 mTORC1 and its role in cell growth and survival 

As described in section 1.4.1, the mTOR pathway regulates cell growth by sensing 

nutrients, amino acids, growth factors, oxygen and energy levels, in addition to some 

types of stressors, and transducing this information into signals that activate numerous 

mechanisms involved in the synthesis of biomass required to sustain growth. 

Accordingly, the mTOR pathway activates, through mTORC1 and its effectors, 

anabolic processes such as protein synthesis, lipid synthesis, and ribosome 

biogenesis as well as repressing autophagy to promote cell survival (Figure 1.22).  

 

Figure 1.22. Overview of the mTOR pathway. Activation of mTORC1 depends on availability of 

growth factors, amino acids, energy and oxygen levels. mTORC1 regulates several cellular processes 

including protein and lipid synthesis, ribosome biogenesis, mitochondrial biogenesis, cell cycle 

progression, cap-dependent mRNA translation, and autophagy. mTORC2 is activated by insulin 

through the PI3K pathway and regulates survival metabolism and cytoskeletal organisation through the 

activation of various kinases belonging to the AGC family. Interestingly, mTORC1 and mTORC2 repress 
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each other through a negative feedback loop involving AKT, a downstream substrate of mTORC2 that 

inhibits mTORC1 activation. In turn, phosphorylation of IRS1 by mTORC1 effector S6K, represses 

activation of the PI3K pathway, inhibiting activation of mTORC2. Colour code: yellow indicates that the 

proteins are substrates of the mTOR complexes. Grey indicates that the proteins are components of 

the multiprotein complexes mTORC1 and mTORC2. Red indicates that the proteins are components of 

mTOR1/2 complexes that repress mTOR kinase activity. Blue indicates that the proteins inhibit 

mTORC1. Pink indicates that the proteins activate mTORC1/C2. Green indicates that the protein is an 

activator of mTORC1. Figure reproduced from (307). 

1.4.1.2.1 mTORC1 regulation of protein synthesis 

One of the first functions of the mTORC1 pathways to be identified was its role as a 

positive regulator of cell growth through the activation of anabolic processes such as 

protein and lipid synthesis, and ribosomal biogenesis. Regulation of these various 

processes is achieved through the phosphorylation of mTORC1 effectors S6K and 

4EBP1 (Figure 1.23). These substrates of mTORC1 contain a conserved sequence of 

five amino acids recognised by Raptor, termed the TOR signalling (TOS) motif (308).  

 
Figure 1.23. Regulation of protein synthesis by mTORC1. mTORC1 phosphorylates and inhibits 

4EBP1, relieving its repression on eIF4E factor, thus allowing translation of mRNA (yellow). 

Phosphorylation-dependent activation of S6K by mTORC1, enables phosphorylation of S6K substrates, 

which promote translation of proteins needed to sustain cell growth. Additionally, S6K regulates 

mTORC1 by inhibiting mTOR1 activator IRS.  

Activation of S6K requires multi-site phosphorylation, but Thr339 and Thr389 have 

been identified as two key phosphorylation sites. It has been shown that upon Raptor 

binding to the TOS motif, mTORC1 phosphorylates S6K Thr389, which then enables 
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subsequent phosphorylation of S6K Thr339 by phosphoinositide-dependent kinase 1 

(PDK1) which fully activates S6K (309,310).  

Once activated, S6K phosphorylates downstream effectors required for translation of 

mRNA and ribosomal biogenesis. The ribosomal protein S6 (rpS6) was the first known 

substrate of S6K. Multi-site phosphorylation by S6K is required for rpS6-mediated 

translation of a group of mRNAs characterized by an oligopyrimidine motif at their 5’ 

transcriptional start site (5’TOP), which allows cells to rapidly adjust regulation of the 

expression of proteins involved in ribosome biogenesis and protein synthesis (311–

313). 

eIF4B phosphorylation by S6K or by ribosomal S6 kinase (RSK), promotes recruitment 

of eIF4B to the translation pre-initiation complex of mRNAs that display 5′ untranslated 

region sequences, and enhances the RNA helicase activity of eukaryotic translation 

initiation factor 4A (eIF4A), thus, enabling unwinding of the RNA required for the 

initiation of translation by 40S ribosomal subunit (310). Additionally, phosphorylation 

by S6K on Ser 67 of the tumour suppressor Programmed cell death 4 (PDCD4), 

promotes degradation of PDCD4, releasing inhibition of RNA helicase activity of eIF4A 

(314).  

Another downstream target of S6K, SKAR plays a role in protein synthesis by up-

modulating translation of spliced mRNAs and mRNA export. SKAR localises at the  

exon junction complex (EJC), which assembles at the junction of two exons of newly 

spliced mRNA (315). Once activated, S6K binds to SKAR and this promotes 

translation of spliced mRNA (316). Importantly, IRS1 has been identified as a direct 

substrate of S6K. Phosphorylation of IRS1 at serine residues 270, 307, 636, and 1101 

leads to inhibition of insulin signalling and consequently, represents a negative 

feedback loop in the mTORC1 pathway, which is activated by insulin (317).  

Yet another important substrate of mTORC1 is the eukaryotic translation initiation 

factor 4E)-binding protein 1 (4E-BP1). Initiation of translation requires recruitment of 

the 40S ribosomal subunit to mRNA. This process is mediated by the eukaryotic 

translation initiation factor 4F (eIF4F) complex, composed of eIF4E, eIF4G and eIF4A. 

eIF4E binds to the 5′ cap structure of mRNA and both eIF4G and eIF4A attach, 

assembling the eIF4F complex. In response to nutrient deprivation, 4E-binding protein 

1 (4E-BP1) inhibits assembly of the eIF4F complex by blocking eIF4G binding to eIF4E 
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(318). Activation of mTORC1 pathway enables mTORC1-mediated phosphorylation 

of 4E-BP1 first on threonine residues 37 and 47, and subsequently on Ser65, Thr70 

and Ser83, which results in structural modification of 4E-BP1 and its release from 

eIF4E (319).  Free eIF4E allows recruitment of eIF4G and formation of the eIF4F 

complex, promoting cap-dependent translation.  

1.4.1.2.2 mTORC1 and ribosomal biogenesis 

Considering that ribosomal biogenesis is one of the cellular processes with highest 

energy requirements and that rRNA accounts for 50% of all synthetized RNA, it is to 

be expected that it must be a tightly regulated process that responds to energetic cues 

and the availability of resources (320). Accordingly, mTORC1 has been shown to 

modulate ribosomal biogenesis, contributing to its role in the regulation of cell growth. 

In addition to upregulation of translation of 5’TOP mRNA encoding ribosomal proteins 

(described in section 1.4.1.2.1), mTOR has also been shown to promote rRNA 

synthesis through direct association with the promoter of 45S rDNA (321). Interestingly, 

it has also been reported that mTORC1 phosphorylates and activates two essential 

transcription factors of the RNA Pol I machinery, TIF-IA and UBF, which might explain 

the mechanism by which chromatin-bound mTOR stimulates rDNA transcription 

(Figure 1.24.) (8,186). TIF-IA activation requires phosphorylation at Ser44, while 

phosphorylation at serine 199 represses its activity. Inactivation of mTORC1 leads to 

dephosphorylation of both residues which prevents TIF-IA from binding to rDNA 

promoters and to RNA Pol I, abrogating assembly of the transcription initiation 

complex (186). Importantly, mTOR, S6K or recombinant TIF-IA are able to rescue 

rRNA impaired synthesis in cell extracts treated with rapamycin (185). Together, these 

studies suggest that mTORC1 and modulation of downstream kinases and 

phosphatases modulate TIF-IA activity (320). Additionally, the mTOR pathway 

appears to control the nucleolar localisation of TIF-IA, since inactivation of mTORC1 

by rapamycin leads to cytoplasmic translocation (320).  

Another member of the RNA Pol I machinery regulated by the mTORC1 pathway is 

UBF. Multi-site phosphorylation of UBF at the carboxy-terminal acidic tail region, and 

at serine residues Ser388 and Ser389 have been observed to be essential for UBF 

activation and interaction with SL1 (8,191,322). Interestingly, activated S6K has been 

shown to phosphorylate the carboxy-terminal region of UBF, promoting its interaction 
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with SL1 (8). Moreover, phosphorylation appears to play a role in determining UBF 

localisation, since nutrient-mediated phosphorylation of UBF relocates it to the 

nucleolus whereas it disperses to the nucleus in response to starvation (322). 

 

Figure 1.24. Regulation of rDNA transcription by the mTORC1 pathway. In the presence of 

nutrients, the mTORC1 pathway promotes transcription of rDNA through the phosphorylation-mediated 

activation of TIF-IA and UBF, essential elements of the RNA Pol I machinery required for rDNA 

transcription initiation. Figure obtained from (320). 

1.4.1.2.3 mTORC1 regulation of lipid synthesis 

The role of mTORC1 in lipogenesis has been established through the identification of 

effectors that regulate the synthesis of lipids. Among these downstream targets, Lipin1 

is an enzyme that catalyses the dephosphorylation of phosphatidic acid to yield 

diacylglycerol during triglyceride synthesis. Additionally, the activity of Lipin1 as a 

transcriptional co-factor regulates the expression of genes involved in lipid metabolism 
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(323). Multi-site phosphorylation of Lipin1 by mTOR relocates it to the cytoplasm, 

whereas the hypo-phosphorylated Lipin1 localises in the nucleolus and reduces 

nuclear levels of sterol regulatory element-binding protein 1 (SREBP-1), impairing 

SREBP-1-dependent gene transcription of acetyl-CoA carboxylase (ACC), fatty acid 

synthase (FASN), and stearoyl-CoA desaturase 1 (SCD-1) (307,324).  

mTORC1 also regulates adipogenesis through modulation of both expression and 

activation of the peroxisome proliferator-activated receptor-γ (PPAR-γ). It has been 

reported that activation of mTORC1 and subsequent inhibition of 4EBP1 promotes 

expression of PPAR-γ and induces adipocyte differentiation of mouse embryonic 

fibroblasts (325). Moreover, the transcriptional activity of PPAR-γ is enhanced by 

Lipin1, a downstream target of mTORC1 (307). The role of mTOR on the regulation of 

lipogenesis and adipogenesis described in this section suggests implication of 

dysregulation of mTOR as a critical factor in the development of obesity related 

cancers, such as gastrointestinal cancer (326). 

1.4.1.2.4 mTORC1 and its role in autophagy 

Autophagy is a catabolic process characterised by degradation of cytoplasmic 

components that provides the cell with energy and biomolecules that can be used for 

cell growth, particularly under conditions of nutrient deprivation. In response to 

starvation, activation of autophagy is a mechanism to preserve energy and resources, 

promoting cell survival. Initiation of autophagy requires participation of the kinases 

unc-51 like kinase 1 (ULK1) and vacuolar protein sorting-34 (VPS34). Following 

nutrient deprivation, activation of ULK1 mediates subsequent activation of VPS34, 

which promotes maturation of the autophagosome (327).  

ULK1 is negatively regulated by mTOR through phosphorylation at Ser758 (328,329). 

Additionally, mTORC1 inhibits ULK1 by phosphorylation-dependent inactivation of 

Autophagy/Beclin-1 regulator 1 (AMBRA1), which promotes stabilisation and 

enhancement of the kinase activity of ULK1 through  Lys-63-linked ubiquitination (327). 

ULK1 is also activated by AMPK-mediated phosphorylation in response to energetic 

stress (329). AMPK-activated ULK1 binds to Raptor and deactivates it through 

phosphorylation (330). Additionally, mTORC1 inhibits the activity of VPS34 complex 

by phosphorylating ATG14 (331).  
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1.4.1.2.5 Regulation of mitochondrial metabolism and biogenesis by mTORC1 

mTORC1 has been linked with the regulation of mitochondrial metabolism and 

biogenesis. For example, upregulation of mitochondrial genes involved in oxidative 

phosphorylation, increased copies of mitochondrial DNA and enhanced production of 

reactive oxygen species have been observed in hematopoietic stem cells with TSC1 

deletion (332). Additionally, mTORC1 has been reported to interact with and inhibit the 

transcription factor yin-yang 1 (YY1), which regulates mitochondrial gene expression 

and oxygen consumption (333). 

1.4.2 mTOR complex 2 

Although extensive research has been conducted on mTORC1, there is less 

information on mTORC2. This might be a consequence of the lack of an mTORC2 

inhibitor, in contrast to mTORC1. Nevertheless, the structure of mTORC2 has been 

revealed together with the components that form the protein complex. Comparable to 

mTORC1, the main component of mTORC2 is the serine/threonine kinase mTOR 

(Figure 1.25). Likewise, the negative regulator DEPTOR and mLST8 are also part of 

mTORC2, although it has been shown that mLST8 plays an essential role in the 

assembly and function of mTORC2 that is not observed in mTORC1 (334).  

Instead of Raptor being a component of mTORC1, mTORC2 requires the presence of 

rapamycin-insensitive companion of TOR (RICTOR), which is fundamental for 

stabilisation and activity of the complex (335). In addition to RICTOR, mTORC2 has 

other specific components, including the mammalian stress-activated protein kinase 

interacting protein (mSIN1) and protein observed with Rictor-1/2 (Protor-1/2) (Figure 

1.25) (275). The interaction between Rictor and mSIN1 plays a key role in the complex 

structure and the regulation of the enzymatic activity of mTORC2 (336). Additionally, 

mSIN1 is necessary for specific mTORC2 kinase activities including recruiting and 

enabling phosphorylation of the substrates AKT and SGK1 (337). 

In addition to the components already listed, Protor-1 and Protor-2 have been 

observed to bind to Rictor but not Raptor in HEK-293 cells, which suggests that these 

proteins are likely to be specific components of mTORC2. It has also been reported 

that the expression of Protor-1 is regulated by Rictor, however a role for Protor-1/2 in 

complex formation nor mTORC2 activity has not been identified (338). However, in 
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Protor-1 knockout mice, a reduction of the phosphorylation of SGK1, an mTORC2 

substrate has been detected, and this suggests that Protor-1 might contribute to the 

activity of mTORC2 (339).  

 

Figure 1.25. Components of the mTORC2. The mTORC2 is an obligate dimeric complex formed by 

mTOR, Rictor, DEPTOR, mLST8, mSIN1, and Protor-1/2. A linear representation of the different 

components of mTORC2 shows the relative positions of the structural motifs along the polypeptide 

chain for each component, and the relative sites where the mTORC2 components interact with each 

other. mTOR contains tandemly repeat  arrays of α-helices known as HEAT domains in the amino-

terminus (N-HEAT) and the middle section (M-HEAT) (259). The M-HEAT domain of mTOR is followed 

by a FRAP, ATM, TRRAP (FAT) domain, which plays a role as structural scaffold or as a protein-binding 

domain (260). The kinase domain (KD) of mTOR is located between the FKBP12-Rapamycin binding 

domain (FRB) (261), and a C-terminal FAT domain (FATC). Rictor binds to mTOR through the 

interaction of its HEAT domain with the N-HEAT domain of mTOR. Additionally, Rictor contains three 

sets of α-helices known as ARM domain and a C-terminal domain (CD) (340). Rictor is bound and 

activated by Protor-1/2 and mSIN1, composed of a conserved region in the middle (CRIM) domain that 

plays an important role in the substrate recognition of mTORC2, a pleckstrin homology (PH) domain, 

and a RAF-like RAS-binding domain (RBD), involved in the binding of SIN1 to lipid and membrane, and 

inhibition of the RAS pathway, respectively (341,342). Apart from Rictor, mTOR is bound and activated 

by mLST8 that contains a WD40 domain (334). Similarly to mTORC1, mTORC2 is also repressed by 

DEPTOR (343). The cartoon representation displayed in the lower left panel shows the negative and 

positive regulation exerted by the components of the mTORC2 complex.  The cartoon representation 

on the lower right shows dimerization of the mTORC2. 
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1.4.2.1 Activation of mTORC2 

Although the mechanisms that regulate activation of mTORC2 remain poorly 

understood, it has been reported that the mTORC2 subunit mSIN1 supresses the 

enzymatic activity of mTORC2 through the interaction of its phospholipid-binding 

pleckstrin homology (PH) domain with the kinase domain of mTOR (Figure 1.26) (344). 

Additionally, it has been shown that the PH domain of mSIN1 might mediate the 

localization of mTORC2 in the plasma membranes, and that interaction of 

PtdIns(3,4,5)P3 (PIP3) with the PH domain of mSIN1, releases inhibition of the 

mTORC2 kinase domain and enables AKT activity, linking the PI3K pathway to 

mTORC2-dependent activation of AKT (344). Moreover, it has been reported that in 

the presence of growth factors, phosphorylation of mSIN1 by either S6K or AKT at the 

threonine residues 86 and 398 leads to dissociation of mSIN1 from mTOR and thus, 

mTORC2 activation (345), revealing a complex regulation network of the mTOR 

pathway, involving a negative feedback loop between mTORC1 and mTORC2, and a 

positive feedback loop between mTORC2 and AKT.  

 

Figure 1.26. Regulation of mTORC2 by mSIN. On the left, two mechanisms that render mTORC2 

inactive are shown. First, phosphorylation of mSIN1 by AKT or S6K promotes dissociation of the 

mTORC2 and abolishes mTORC2 activity. Alternatively, interaction of the PH domain of mSIN1 with 

mTORC2 kinase domain inhibit mTORC2 activity. In the presence of insulin, mTORC2 re-localises to 

the membrane and PIP3 binds to the PH domain of mSIN1, releasing inhibition over mTORC2 and 

enabling activation of AKT. The D412G mutant that displays a mutation on the PH domain of mSIN1 

that prevents binding to mTORC2 kinase domain and enhances AKT activation (Liu et al., 2015). 

Additionally, R81T mutation of mSIN1 prevents S6K-dependent phosphorylation and leads to enhanced 

mTORC2 activity (346).  Figure obtained from (345).  
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1.4.2.2 Regulation of biological functions by mTORC2  

Protein kinase b (PKB), also known as AKT, is one of the key targets regulated by 

phosphorylation by mTORC2 (at Ser477 and T479 in the hydrophobic motif (338,347)). 

AKT has a critical role in the upregulation of proliferation, metabolism, and cell survival 

acting as a kinase for a range of substrates. AKT substrates include the transcription 

factors forkhead box protein O1 (FOXO1) and FOXO3α, two tumour suppressors that 

upregulate genes involved in stress resistance, metabolism, cell cycle arrest and 

apoptosis (348). 

AKT also phosphorylates and inactivates glycogen synthase (GSK3β), a 

serine/threonine protein kinase with over 100 known substrates, implicated in the 

regulation of DNA repair, cell cycle control, proliferation and cell metabolism (349). 

NF-κB, mTORC1 and the components of the WNT/β-catenin complex are some of the 

better studied GSK3β downstream targets (350). Dysregulation of GSK3β in particular 

has been implicated in carcinogenesis and not surprisingly, the use of GSK3β 

inhibitors has been shown to sensitise cancer cells to the effects of chemo- and 

radiotherapy (350,351).  

In renal cancer cells, mTORC2 has also been observed to play a role in the regulation 

of the cell adhesion and migration proteome through AKT-dependent regulation of the 

expression of cell adhesion factors such as integrin α-5 (ITGA5), transforming growth 

factor beta-1-induced transcript 1 protein (TGFB1I1), and lysyl oxidase homologue 2 

(LOXL2) (352), implicating oncogenic activation of the mTORC2 pathway in the 

process of metastasis in renal cancer cells. Importantly, AKT activates mTORC2 

through phosphorylation of mSIN1 at its threonine 86 in a positive feedback loop, while 

AKT activation is repressed in a negative feedback loop by the mTORC1 substrate 

S6K (345). The complex regulatory mechanisms of the mTOR pathway, comprising 

positive and negative feedback loops, might be partly responsible for the lack of 

efficacy of the mTOR inhibitors, and so a better understanding of the mTOR signalling 

is needed to identify biomarkers to stratify patients that could have a better response. 

mTORC2 also activates serum- and glucocorticoid-induced protein kinase 1 (SGK1) 

by phosphorylating Ser422 on its C-terminal hydrophobic residue (353). Importantly, 

SGK1 regulates proteins involved in ion transport, growth, and cell survival. Through 

phosphorylation, SGK1 inactivates FOXO3α, a tumour suppressor gene and 
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transcription factor that regulates expression of proteins that promote protein 

degradation and modulate cellular processes such as metabolism, cell survival and 

apoptosis (354–356).  SGK1 also promotes cell survival by phosphorylating and 

activating MDM2, a ubiquitin-protein ligase known for the degradation of tumour 

suppressor p53 (355,357). Accordingly, over-expression of SGK1 has been 

associated with cancer and is even considered a prognostic factor for some types of 

cancer (358).  

Another effector of mTORC2 is protein kinase Cα (PKCα), a kinase that deactivates 

various transmembrane receptors including EFGR, HER2, and G-protein coupled 

receptors (359). Furthermore, PKCα has been reported to regulate the activity of ATP-

binding cassette (ABC) transporters and solute-like carriers, and to inhibit the activity 

of oncoproteins KRAS, PI3K and AKT (359). Interestingly, mTORC2 phosphorylation 

of PKCα has been associated with regulation of the actin cytoskeleton (360). 

1.4.3 mTOR and cancer 

As described in sections 1.4.1 and 1.4.2 the mTOR pathway plays a key role in the 

regulation of cellular growth, proliferation, metabolism and survival. The activity of both 

mTOR complexes depend on the availability of resources, in addition to intra- and 

extra-cellular signalling, and together, they control synthesis of biomolecules, 

organelles, metabolism, proliferation, cell survival, and cytoskeleton organisation. 

Accordingly, dysregulation of the mTOR pathway is associated with the development 

of pathologies such as cancer, diabetes, and neurodegenerative diseases (361). 

Importantly, oncogenic activation of the mTOR pathway is associated with various 

hallmarks of cancer including promoting proliferative signalling, angiogenesis, 

invasion and metastasis, as well as escaping programmed cell death and changing 

cellular energetics (362–366) (see table 1.2).   
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Table 1.2. Hallmarks of cancer enabled by oncogenic activation of the mTOR pathway 

Cellular process modulated 
by the mTOR pathway 

Hallmark of cancer 
associated to oncogenic 

activation of mTOR pathway 
References 

Growth and proliferation Proliferative signals (307,367–369) 

Survival Escaping programmed death (362,363) 

Metabolism Change of cellular energetics (370,371) 

Migration and cell adhesion Invasion and metastasis (364) 

Homeostatic response to 
hypoxia 

Angiogenesis (366,371) 

Enhanced activity of the mTOR pathway is observed across different types of cancer. 

Such over-activation can derive from mutations in the mTOR kinase that promote 

constitutive activation of the mTOR pathway. For example, Sato and colleagues 

identified that the point mutation R2505P in the human cancer genome database 

enhances the activity of the mTOR pathway, even in response to nutrient starvation, 

and promotes cell growth in renal cell carcinoma (372). Additionally, a study that 

identified 33 mutations in mTOR, reported that the identified mutations either 

enhanced the activity of mTORC1 or mTORC2, and also rendered the cells more 

sensitive to rapamycin (373). 

Mutations in the components of the mTOR complexes that regulate the kinase activity, 

can also lead to carcinogenesis. Such is the case of DEPTOR, a negative regulator of 

both complexes, which can act as both a tumour suppressor and an oncogene  

(273,374,375). While decreased expression of DEPTOR is observed in multiple types 

of cancer, a group of multiple myelomas that display translocations of cyclin D1/D3 or 

c-MAF/MAFB show overexpression of DEPTOR (273). Xiaoyu Chen and colleagues 

recently showed that DEPTOR depletion promotes cell proliferation, survival, 

migration, and invasion in human prostate cancer cells (374). Additionally, they 

demonstrated that DEPTOR knockout promotes tumorigenesis prompted by the 

activation of the mTOR signalling and subsequent loss of PTEN in vivo (374). Deletion 

of DEPTOR also enhanced KRAS-driven lung tumorigenesis in a mouse model, 

increasing tumour burden and shortening the lifespan of KRASᴳ¹²ᴰ; 𝑝53𝑓𝑙/𝑓𝑙 ;Sftpc-

CreERᵀ² mice while enhancing mTOR signalling (376). 

Amplification of Rictor has been observed in different types of cancer including gliomas, 

breast cancer, and lung cancer, and is associated with poor prognosis and short-term 
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survival (377). Higher levels of Rictor protein and mRNA were found to increase the 

activity of mTORC2 in glioma cell lines and tumour cells, and xenograph models using 

these cell lines suggested that enhanced mTORC2 activity has a role in tumorigenesis 

and heightened tumour growth (378). Overexpression of Rictor was observed in 

HER2-amplified breast tumours, and Rictor knockout in vivo was associated with 

decreased cell survival and tumour burden (379). Rictor was also found to be 

overexpressed in colorectal cancer tissues and was associated with worsening 

prognosis of patients with colorectal cancer (380). 

Mutations of upstream regulators of mTOR including oncogenic activation of KRAS, 

PIK3CA, or AKT or loss of function of tumour suppressors PTEN, TSC1/2, or VHL can 

all result in upregulation of the mTOR pathway (377). Interestingly, these mutations 

can be used as biomarkers for prognosis and for therapeutic response for example, 

genetic alterations in PTEN, including deletions and mutations that lead to loss of 

function, which occur in 4% of kidney cancer cases, are associated with poor 

prognosis of patients with ccRCC (381,382). Besides being a biomarker for prognosis, 

expression of PTEN might be a relevant predictive biomarker for therapy response, 

since low expression of PTEN has been associated with better response to mTORC1 

inhibitors in patients with advanced renal cell carcinoma (383).  

The PI3K/AKT pathway is frequently over-activated in cancer and its dysregulation is 

associated with carcinogenesis, cell proliferation, cell migration and metastasis, and 

development of drug resistance. Mutations of PI3K that render constitutive activation 

of the kinase and amplification of genomic regions that contain AKT, PDPK1, or 

PIK3CA genes are found in various types of cancer (384).  

Enhanced mTOR signalling in KRAS-mutant lung cancer appears to mediate therapy 

resistance, and the use of rapamycin has been shown to sensitise cells to the effects 

of cisplatin when used in combination (385). Similarly, targeting an over-active mTOR 

pathway in mutant KRAS colorectal cancer with an ATP-competitive inhibitor of mTOR 

in combination with BCL-2/BCL-XL inhibitors was shown to promote tumour regression 

(386). Similarly, the use of rapamycin to target an enhanced mTOR pathway in lung 

cancer cells that harbour mutant KRAS in combination with cisplatin, suppressed 

proliferation and tumour growth in preclinical mouse models (385).   
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1.4.4 mTOR inhibitors as targeted cancer therapy 

Rapamycin, also known as sirolimus, originally discovered in soil samples from Easter 

Island, is a natural compound produced by Streptomyces hygroscopicus that 

possesses antifungal, immunosuppressive and anti-proliferative properties. The ability 

of rapamycin to block cytokine signalling and thus prevent lymphocyte growth and 

differentiation, results in the potent immunosuppressant activity used to prevent 

rejection of grafts and organ transplantation, while preserving nephron function 

(387,388). Importantly, the anti-proliferative properties of rapamycin are relevant for 

its use in the treatment of cancer, especially in cancers where the mTOR pathway is 

dysregulated.  

Rapamycin acts by binding to the 12-kDa FK506-binding protein (FKBP12). The 

rapamycin-FKBP12 complex interacts with the FKBP12-rapamycin binding domain 

(FRB) of mTORC1, which is situated upstream of the kinase domain between residues 

2022 and 2118 (Figure 1.18) (389,390). This interaction blocks the recruitment of 

substrates and prevents substrate access to the catalytic site of mTORC1 (391). Even 

though mTORC2 is not rapamycin sensitive, long exposure to rapamycin has been 

shown to reduce activity of mTORC2 by inhibiting the complex formation in some cell 

lines (392).  

 

Figure 1.27. Chemical structure of rapamycin and other allosteric inhibitors of mTORC1. 

Rapamycin and its analogues inhibit mTORC1 activity by binding to FKBP12 and subsequent 

interaction of the rapamycin-FKBP12 complex with the FRB domain of mTORC1. Figure obtained from 

(393). 

Although rapamycin displays properties that suggest it could be suitable for a range of 

clinical uses, its therapeutic use is limited by low oral bioavailability. Thus, various 

compounds with similar structure but increased bioavailability and solubility were 
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developed. This group of rapamycin analogues, also known as rapalogs, include 

compounds such as Everolimus, Temsirolimus, and Ridaforolimus (Figure 1.27) (393). 

Like rapamycin, Everolimus and Temsirolimus inhibit mTORC1 allosterically by 

forming a complex with FKBP12 that binds to the FRB region of mTOR1 preventing 

the interaction of substrates with the kinase domain. Both drugs inhibit activation of 

mTORC1 downstream substrates, inhibiting cell growth and promoting cell cycle arrest 

in tumour cells (394). Temsirolimus was approved by the FDA as a Targeted first-in-

class mTOR inhibitor for the treatment of advanced RCC in 2007 (395). The 

recommended dose is 25 mg infused over a 30-60 minute period once a week. 

Following the recommended dosage, the maximum concentration (Cmax) in blood 

was 585 ng/mL and the area under the concentration-time curve (AUC) in blood was 

1627 ng•h/mL (CV=26%) (396). Everolimus has been approved to treat advanced 

kidney cancer, pancreatic neuroendocrine tumours (NET), advanced breast cancer, 

gastrointestinal and lung NET, and subependymal giant cell astrocytoma (SEGA), a 

rare type of paediatric brain tumour (397). The recommended dose for Everolimus is 

10 mg orally once daily, which has been shown to provide a Cmax of 61.5 ng/ml, 

minimum concentration (Cmin) of 9.6 ng/ml, and AUC of 435 ng h/ml (398). 

Even though there were great expectations for success with these mTOR inhibitors 

for cancer treatment, clinical results have shown only limited efficacy of these drugs. 

Lack of sensitivity of some types of cancer to the mTOR inhibitors, toxicity and drug 

resistance are the main limitations of mTOR inhibitors. It has been suggested that 

resistance to mTOR inhibitors is mediated by the over-activation of mTORC2 in 

response to mTORC1 inhibition and subsequent release of the negative feedback loop 

induced by S6K-phosphorylation-dependent inactivation of IRS1 (399). Additionally, 

rapamycin inactivation of S6K prevents it from phosphorylating of Rictor at threonine 

1135 by S6K, which hinders formation of mTORC2 by promoting binding of Rictor with 

14-3-3 proteins (400). 

Additionally, resistance to mTOR inhibitors can be a consequence of the differential 

inhibition of phosphorylation of mTORC1 downstream targets. While phosphorylation 

of S6K in threonine 389 is completely abrogated in response to rapamycin treatment, 

rapamycin prevents mTORC1-mediated phosphorylation of 4EBP1 only temporarily, 

recovering cap-dependent translation even under S6K continued inhibition (401). 
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In an attempt to circumvent the negative regulation loops of the mTOR complexes that 

might promote drug resistance, mTOR inhibitors are currently being used in 

combination with IGF-IR, PI3K, Hsp90, Raf or Mek modulators (García-Echeverría, 

2010). Additionally, dual mTORC1-mTORC2 inhibitors have also been developed. 

These new drugs are small molecules that selectively bind to the kinase active site of 

mTOR and inhibit phosphorylation of mTORC1 and mTORC2 substrates (402).  

These pan mTOR inhibitors include AZD-8055, OSI-027, INK128, WYE-132, Torin 1, 

and Torin2, and have been shown to prevent the phosphorylation of the mTORC1 

substrate 4EBP1 more effectively than rapamycin and have also achieved significantly 

better inhibition of tumour growth in xenograft mouse models than rapamycin or its 

analogues (403–405). However, patients with advanced solid tumours or lymphoma 

treated with AZD8055 showed no complete or partial response (406,407).  

In summary, the mTOR pathway is a key regulator of cell growth and proliferation, and 

its dysregulation is associated with diverse pathologies, among them cancer. Over-

activation of the mTOR pathway can be driven by oncogenic KRAS, PI3K and AKT, 

as well as loss of function of tumour suppressors such as PTEN, TSC1/2, or VHL, and 

so, targeting mTOR became an interesting strategy for cancer therapy, and several 

mTOR inhibitors have been developed. Two main types of mTOR inhibitors exist, the 

allosteric inhibitors, which bind and prevent mTORC1 activity, and ATP-competitive 

inhibitors that bind to the kinase domain of mTOR and prevent phosphorylation of 

mTORC1 and mTORC2 downstream targets. Although allosteric mTOR inhibitors 

have been approved and are used for the treatment of certain types of cancer, 

including renal cell carcinoma, patients treated with these drugs struggle with low 

response rates and development of resistance, attributed to the complex network of 

feedback loops that have been discovered over the last two decades. This situation 

highlights the importance of understanding better the mTOR pathway and the 

downstream substrates that are targeted by mTOR inhibitors.  
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1.5 Aims 

As outlined in the section 1.1.2.1, RCC remains to have a bad prognosis, especially in 

patients who are diagnosed when the diseased has progressed and the tumour has 

invaded adjacent tissue or other organs. These patients are treated with systemic 

therapies, including chemotherapy, immunotherapy and targeted therapy, to which the 

tumours have partial or no response, and frequently develop drug resistance.    

NFIs have been proposed as potential cancer therapy because nucleolar functions 

such as ribosome biogenesis, regulation of cell cycle and stress response are 

dysregulated in cancer. However, these drugs, similarly to other chemotherapeutics, 

target a cellular function rather than an oncogenic pathway, and thus, their therapeutic 

index is narrow. Interestingly, the nucleolar function is also modulated by oncogenic 

pathways for which targeted inhibitors have been developed, as is the case of the 

mTOR pathway.  

The aims of the present study are to assess if mTOR inhibitors effectively modulate 

nucleolar function in RCC cell lines, and if they can be used to sensitise cancer cells 

to the effects of NFIs.  
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2. Materials and methods 

2.1 List of reagents 

2.1.1 General reagents 

Table 2.1 General reagents 

Reagent or product Manufacturer 

1,4-diazabicyclo[2.2.2]octane (DABCO) Sigma-Aldrich 

1,4-dithiothreitol (DTT) Sigma-Aldrich 

10% Mini-PROTEAN® TGX™ Precast Protein Gels, 10-well, 

50 µl #4561034 Bio-Rad 

2’-Deoxy-5-ethynyluridine (EdU) Carbosynth 

3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyl tetrasodium bromide 

(MTT)  Molekula 

4–15% Mini-PROTEAN® TGX™ Precast Protein Gels, 10-

well, 30 µl with Dual Color Standards #4561083DC Bio-Rad 

5-Ethynyluridine (EU) Carbosynth 

FAM azide, 6-isomer Lumiprobe 

7-aminoactinomycin D (7-AAD) Biotium 

Acrylamide/Bis-acrylamide VWR 

Ammonium persulphate (APS) Sigma-Aldrich 

Blotting grade blocker, non-fat dry milk  Bio-Rad 

Blue Prestained Protein Standard, Broad range (11-190 kDa) New Englands Biolabs 

Bovine Serum Albumin (BSA) Sigma-Aldrich 

Bromophenol blue  Sigma-Aldrich 

Chloroform  Sigma-Aldrich 

CuSO₄·5H₂O Sigma-Aldrich 

DAPI Sigma-Aldrich 

DC protein assay reagent A Bio-Rad 

DC protein assay reagent B Bio-Rad 

Dimethyl Sulphoxide (DMSO)  Sigma-Aldrich 

DNA ladder (100bp)  New England Biolabs 

ECL Clarity  Bio-Rad 
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ECL Clarity Max Bio-Rad 

Ethanol, absolute  Sigma-Aldrich 

EveryBlot Blocking Buffer Bio-Rad 

Formaldehyde solution 37%  Merck 

Glycerol Sigma-Aldrich 

Glycine  Thermo Fisher Scientific 

Hydrochloric acid (HCl) Sigma-Aldrich 

L-ascorbic acid Sigma-Aldrich 

Methanol, analytical grade  Thermo Fisher Scientific 

N, N, N’, N’-tetramethylenediamine (TEMED) VWR 

Nitrocellulose membrane 0.45 µm Thermo Fisher Scientific 

Phosphate-buffered saline 10x Fisher Scientific 

Ponceau S Sigma-Aldrich 

Proteinase K  Sigma-Aldrich 

RNase A  Qiagen 

Sodium acetate  Sigma-Aldrich 

Sodium chloride VWR 

Sodium dodecyl sulphate (SDS) Thermo Fisher Scientific 

Sodium pyruvate solution (100mM) Sigma-Aldrich 

Sulfo-Cyanine3 azide Lumiprobe 

Tetramethylethylenediamine (TEMED) VWR 

Tris base Calbiochem 

Tris base (2-Amino-2-(hydroxymethyl)-1,3-propanediol) Sigma-Aldrich 

Tris EDTA buffer (20x) Invitrogen 

Tris HCl Fisher Scientific 

Triton X-100 GE Healthcare 

Tween-20 Sigma-Aldrich 
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2.1.2 Tissue culture reagents 

Table 2.2 Tissue culture reagents 

Reagent or product Manufacturer 

Dulbecco’s modified Eagle’s medium (DMEM) #D6171 Sigma-Aldrich 

Eagle’s Minimum essential medium  Sigma-Aldrich 

Fetal bovine serum (FBS) Sigma-Aldrich 

L-glutamine solution 200mM Sigma-Aldrich 

McCoy′s 5A Medium Sigma-Aldrich 

MEM non-essential amino acid solution (100x) Sigma-Aldrich 

Opti-MEM Reduced Serum Medium Gibco 

PBS, PH 7.2 Invitrogen 

Penicillin-streptomycin Sigma-Aldrich 

RPMI-1640  Sigma-Aldrich 

Sodium pyruvate Sigma-Aldrich 

Trypsin-EDTA solution (1×)  Sigma-Aldrich 

ON-TARGET plus Human RRN3 (54700) SMARTpool siRNA Dharmacon 

Lipofectamine2000 Invitrogen 

 

2.1.3 Drugs 

Actinomycin D (dactinomycin): DNA intercalator that binds to ribosomal DNA and 

inhibits RNA polymerase I (Pol I) transcription. Stock solution prepared by dissolving 

1 mM in DMSO. Supplied by LC Laboratories. Stored at -20°C. 

AZD8055: mTOR kinase inhibitor/ATP-competitive inhibitor that targets mTORC1 & 

mTORC2. Stock solution prepared by dissolving 10 mM in DMSO. Supplied by 

Selleckchem. Stored at -20°C for 4 weeks. 

BMH-21: DNA intercalator that binds to ribosomal DNA and inhibits RNA polymerase 

I (Pol I) transcription. Stock solution prepared by dissolving 10 mM in DMSO. Supplied 

by Selleckchem. Stored at -20°C for 4 weeks.  

Etoposide: Topoisomerase II inhibitor. Stock solution prepared by dissolving 100 mM 

in DMSO. Supplied by Sigma. Stored at -20°C. 
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Everolimus: mTOR allosteric inhibitor that targets mTORC1. Stock solution prepared 

by dissolving 10 mM in DMSO. Supplied by LC Laboratories. Stored at -20°C.  

Rapamycin (sirolimus): mTOR allosteric inhibitor that targets mTORC1. Stock solution 

prepared by dissolving 0.5 mM in DMSO. Supplied by LC Laboratories. Stored at -

20°C.  

Staurosporine: a broad spectrum Protein kinase (PK) inhibitor. Stock solution prepared 

by dissolving 10 mM in DMSO. Supplied by LC Laboratories. Long-term storage was 

at 4°C. 

Temsirolimus: mTOR allosteric inhibitor that targets mTORC1. Stock solution 

prepared by dissolving 5 mM in DMSO. Supplied by LC Laboratories. Stored at -20°C.  

Torin 1: mTOR kinase inhibitor/ATP-competitive inhibitor that targets mTORC1 & 

mTORC2. Stock solution prepared by dissolving 3 mM in DMSO. Supplied by LC 

Laboratories. Stored at -20°C. 

2.1.4 Antibodies for Western Blotting  

Table 2.3 Antibodies for Western Blotting 

Antibody Manufacturer Final Conc.   Diluent 

p70 S6 Kinase Antibody 
#9202 

Cell Signaling 
Technology 

1:1000 5% Blotting grade 
blocker 

Phospho-p70 S6 Kinase 
(Thr389) Antibody #9205 

Cell Signaling 
Technology 

1:1000 EveryBlot 
Blocking Buffer 

Phospho-p70 S6 Kinase 
(Ser371) Antibody #9208 

Cell Signaling 
Technology 

1:1000 EveryBlot 
Blocking Buffer 

4E-BP1 antibody #9452 Cell Signaling 
Technology 

1:1000 5% Blotting grade 
blocker  

Phospho-4E-BP1 (Thr37/46) 
(236B4) Rabbit mAb #2855 

Cell Signaling 
Technology 

1:1000 EveryBlot 
Blocking Buffer 

Rrn3 (D-9): sc-390464 Santa Cruz 
Biotechnology 

1:100 EveryBlot 
Blocking Buffer 
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Anti-phospho-TIF-IA 
(pSer649) SAB4504731 

Sigma-Aldrich 1:1000 EveryBlot 
Blocking Buffer 

UBF (F-9): sc-13125 Santa Cruz 
Biotechnology 

1:200 5% Blotting grade 
blocker  

UBF (phospho-Ser484) 
antibody orb128892 

Biorbyt 1:1000 EveryBlot 
Blocking Buffer 

Anti-β-actin antibody AC15 
(A1978) 

Sigma-Aldrich 1:80,000 5% Blotting grade 
blocker  

Monoclonal Anti-Vinculin 
antibody produced in mouse 
(V9131) 

Sigma-Aldrich 1:10,000 5% Blotting grade 
blocker 

Sheep α-mouse antibody 
(RPN4201) 

 GE Healthcare  1:5000 5% Blotting grade 
blocker 

AffiniPure Donkey Anti-
Mouse IgG (715-655-150) 

 Jackson 
ImmunoResearch 

1:5000 5% Blotting grade 
blocker 

Donkey α-rabbit antibody 
(NA934) 

GE Healthcare  1:5000 5% Blotting grade 
blocker 

P70 S6 Kinase MCF7 
Control Cell Extracts 
(#34499) 

Cell Signaling 
Technology 

10 µl per 
well 

N/A 
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2.1.5 Solutions 

Table 2.4 Solutions 

Solution Components 

PBS 10x 

[NaCl]: 1.37 M 

[KCl]: 27 mM 

[Na2HPO4]: 100 mM 

[KH2PO4]: 18 mM 

PBS 1x [PBS 10x]: 10% v/v in distilled H₂O 

PBST 
PBS 1x 

[Tween20]: 0.05% v/v 

TBS 10x 

Tris base: 24 g 

NaCl: 88 g 

distilled H₂O to final volume 1 L 

Adjust pH to 7.6 with NaOH or HCl 

TBS 1x [TBS 10x]: 10% v/v in distilled H₂O 

TBST 
TBS 1x 

[Tween20]: 0.05% v/v 

TBS 0.5% Triton X-100 
TBS 1x 

[Triton X-100]: 0.5% v/v 

Click solution – 5-EU 

(labelling of rRNA) 

1. [Tris HCl]: 0.1 M 

2. [CuSO₄·5H₂O]: 1 mM 

3. [L-ascorbic acid]: 0.1 M 

4. [Sulfo-Cy3 azide]: 10 µM 

Click solution – EdU 

(flow cytometry) 

1. [Tris HCl]: 0.1 M 

2. [CuSO₄·5H₂O]: 1 mM 

3. [L-ascorbic acid]: 0.1 M 

4. [6-FAM azide]: 10 µM 

Imaging Solution 

[Tris HCl pH 8.5]: 0.1 M 

[Glycerol ]: 25% (w/v) 

[DABCO ]:1% (10 mg/ml) 

[DAPI]: 0.1 mg/ml  

1.5 M Tris pH 8.8 Tris base: 18.17 g 
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distilled H₂O up to 100 ml 

1 M Tris pH 6.8 

Tris base: 7.88 g 

Tris HCl: 6.06 g 

distilled H₂O up to 100 ml 

Lysis buffer 

10% SDS: 2.8 ml 

1 M Tris pH 6.8: 1.75 ml 

Glycerol: 1.4 g 

distilled H₂O up to 14 ml 

6x loading buffer 

1.0 M Tris pH 6.8: 563 µl 

3 M DTT: 120 µl 

Glycerol: 900 mg 

distilled H₂O up to 1.5 ml 

Electrophoresis running 

buffer 10x 

Tris base: 60.6 g 

Glycine: 288.4 g 

SDS: 20 g 

distilled H₂O up to 2000 ml 

Bio-Rad Transfer Buffer 5x Bio-Rad 

Bio-rad transfer buffer 1x 

Bio-Rad Transfer Buffer 5x: 200 ml 

Ethanol: 200 ml 

distilled H₂O 600 ml 

MTT solution [MTT]: 5 mg/ml in PBS 

Sorenson’s glycine buffer pH 

10.5 

[Glycine]: 0.1 M 

[NaCl]: 0.1 M 

 

2.2 Cell culture 

All cell culture protocols were carried out inside a laminar flow cabinet. The laminar 

flow cabinet was sterilised with UV light before working with each cell line to prevent 

cross-contamination. All the cell lines were authenticated by STR profiling and tested 

for mycoplasma regularly. 
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2.2.1 Cell lines and cell culture 

Cell lines are a relevant in vitro model used for cancer research. Their ability to survive 

long-term storage and to continuously provide biomass are strong advantages for this 

model. Additionally, cancer cell lines have been shown to preserve the genetic identity 

of their parental tumours (95). Thus, they can be used to understand the molecular 

mechanisms behind carcinogenesis and to identify the main traits and pathways 

altered in different types of cancer. Even though they are not able to reproduce the 

effects of the drugs in the body, they can also be useful to assess drug sensitivity and 

to identify biomarkers that might predict treatment response (408,409).   

The first RCC cell lines were established in the 1970’s and many of them continue to 

be used today. Although originally classified as RCC, advances in genomics have 

allowed to sub-classify the existing RCC cell lines according to their phenotypic and 

genomic signatures (410). The Genomics of Drug Sensitivity in Cancer database 

presents information of a large-scale drug screen performed in collaboration by the 

Wellcome Sanger Institute and the Centre for Molecular Therapeutics, Massachusetts 

General Hospital Cancer Centre. In this database, 34 kidney cancer cell lines have 

been screened to assess sensitivity to mTOR inhibitors.  

For this study, four cell lines mentioned in the database were selected. Three of the 

cell lines selected displayed an IC50 < 50 nM for Rapamycin or Temsirolimus (786-O, 

ACHN, and Caki-1 cells) and one cell line displayed and IC50 > 100 nM to both drugs 

(A704 cells). These cell lines were chosen to observe different types of responses to 

the mTOR inhibitors, to compare the results obtained in this study with those reported, 

and to decide which of them could be better candidates for the combination of mTOR 

inhibitors with the NFIs. Additionally, the ccRCC cell line UoK111, which is not included 

in the database was used to provide new information on the sensitivity of this cell line 

to these drugs. 

The following RCC cell lines were used in the present research project:  

 ACHN is a RCC cell line established from metastatic kidney cancer. It has been 

sub-classified as papillary renal cell cancer (PRCC) because of the mutations 

and chromosomal aberrations that it displays (Brodaczewska et al., 2016). This 

cell line was split every 3-4 days at a 1:10 ratio.  



93 
 

 UoK111 is a cell line representative of clear cell renal cell carcinoma (ccRCC) 

and was established in the National Cancer Institute in Bethesda in 1989 (411). 

This cell line was split every 3-4 days at a 1:10 ratio.  

 Caki-1 is a cell line derived from metastatic renal cell carcinoma. Even though 

Caki-1 does not harbour the typical mutations in VHL, this cell line promotes 

the growth of clear cell tumours (410). Additionally, sub-classification as ccRCC 

subtype ccb, has been assigned to this cell line because of its aggressive 

phenotype (412). This cell line was split every 3-4 days at a 1:5 ratio.  

 786-O is one of the first RCC cell lines established (413). It displays typical 

ccRCC features such as VHL mutations and copy number alterations of key 

kidney cancer genes. It is considered to be a more aggressive subtype of 

ccRCC ccb (412). This cell line was split every 3-4 days at a 1:6 ratio.  

 A704 was established in 1973 and is classified as renal cell carcinoma (414). 

This cell line was split every 3-4 days at a 1:2 ratio.  

Cells were grown in Nunc™ T75 flasks and kept in incubation at 37°C with 5%CO₂. 

The cells were grown in medium described on table 2.5., supplemented with 10% 

Foetal Bovine Serum (FBS), 1% penicillin/streptomycin, 1% L-glutamine, 1% non-

essential amino acids (NEAA), and 1% sodium pyruvate. 

Table 2.5. RCC cell lines used in this study.  

Cell 

line 

ATCC 

designatio

n 

RCC type Stage p53 status VHL status Medium 

786-O ATCC® 

CRL-1932 

Clear cell 

renal cell 

carcinoma 

Primary 

tumour 

TP53 – HGNC:  

11998; c.560-

2A>G;  

p.Pro278Ala 

VHL – HGNC:  

12687;  

p.Gly104Alafs

*55 

(c.311delG) 

RPMI 1640  

 

A704 ATCC® 

HTB-45 

Renal cell 

carcinoma 

Primary 

tumour 

 

TP53 – HGNC: 

11998; 

p.Tyr126Asp 

(c.376T>G); 

p.Cys135Arg 

(c.403T>C); 

p.Glu258Ter 

(c.772G>T) 

WT Minimum 

Essential 

Medium 

(MEM)  
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ACHN ATCC® 

CRL-1611 

Papillary 

renal cell 

carcinoma 

Metastatic WT WT Dulbecco’s 

Modified 

Eagle’s 

Medium 

(DMEM) – 

high glucose 

Caki-1 ATCC® 

HTB-46 

Clear cell 

renal cell 

carcinoma 

Metastatic WT WT McCoy’s 5a  

UoK111 NA -  

National 

Cancer 

Institute in 

Bethesda 

Clear cell 

renal cell 

carcinoma 

NA TP53 – HGNC: 

11998; 

p.Val173Gly 

(c.518T>G)  

 

TGG -> AGG; 

NT 562 

 

Dulbecco’s 

Modified 

Eagle’s 

Medium 

(DMEM) – 

high glucose 

 

2.2.2 Cell subculture technique 

Cells were passaged every 3 or 4 days, when they reached 80-90% confluency. To 

this purpose, the medium was removed and a volume of 15 ml of sterile PBS was used 

to wash the cells grown in monolayer in the T75 flasks. After removing the PBS, 3 ml 

of trypsin were added per flask, and the flask were placed back in the incubator for 5 

to 10 minutes. Once cells were detached from the flask the cell solution was pipetted 

up and down a couple of times to get a single cell solution and prevent clump formation. 

Then, a volume of 7 ml of medium was used to stop trypsinization. Depending on the 

growth rate for each cell line, the cells were splitted in a 1:5, 1:10, or 1:20 ratio. The 

volume of cell suspension and media were adjusted accordingly for a final volume of 

10 ml per T75 flask.  

2.2.3 Cryopreservation and recovery of cryopreserved cell stocks 

To minimise the genetic change of cell lines, new stocks of cryopreserved cells were 

prepared with cell cultures that had only been passed two times. Cryopreservation 

was also carried out as a safety measure in case of culture contamination.  

The stocks were prepared by washing and trypsinising the cells as described in section 

2.2.2., and the cell suspension was centrifuged at 100-200 g for 5 minutes. The 

supernatant was removed without disturbing the pellet and the pellet was resuspended 

in cold freezing medium (10% DMSO in FBS). The cell suspension was dispensed in 

1.5 ml aliquots in Nunc™ cryogenic storage vials (Thermo Fisher Scientific). The vials 

were placed in styrene foam boxes and stored at -80°C for 48-72 hours to allow slow 
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freezing of and avoid crystal formation. The frozen vials were then transferred to liquid 

nitrogen. 

To retrieve the cryopreserved cells, the vials were removed from the liquid nitrogen 

and immediately thawed in a water bath at 37°C for a couple of minutes, until the 

medium was completely melted. Using a pipette, the contents of the vial were 

transferred to a 15 ml tube with 10 ml of culture medium to decrease the percentage 

of DMSO and prevent toxicity to the cells. The tube was centrifuged at 100g for 5 

minutes and the supernatant was discarded. The pellet was resuspended in 10 ml of 

culture medium and transferred to a T75 flask. The flask was then placed in the 

incubator at 37°C with 5%CO₂. 

2.2.4 Mycoplasma testing 

Whenever a new stock of cryopreserved cells was thawed, and the cells had reached 

about 80% confluence, mycoplasma test was carried out to ensure that the cells were 

free of contamination with mycoplasma.  

Confluent cell cultures were washed and trypsinised as described in section 2.2.2. and 

at least 5x10⁴ cells were transferred to a 1.5 ml Eppendorf tube. The tube was 

centrifuged at 7,000 rpm for 5 minutes, the medium was removed and the pellet was 

washed with sterile PBS twice. The pellet was then resuspended in 100 µl of sterile 

PBS and the sample was heated at 95°C for 10 minutes. After vortexing for 5 seconds, 

the sample was centrifuged at 13,000 rpm for 2 minutes and then an aliquot of 100 µl 

of the heated supernatant was transferred into a fresh tube.  

Once the sample was ready, a volume of 10 µl of the sample was added to a tube of 

the e-Myco Mycoplasma PCR detection kit and resuspended in 10 µl of sterile DNAse-

free water for a final PCR reaction volume of 20 µl. The PCR reaction was carried out 

with the following the conditions shown in the table 2.6.  
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Table 2.6. PCR conditions for Mycoplasma test 

PCR Condition Temp Time 

Initial denaturation 94°C 1 min 

 

35 cycles 

Denaturation 94°C 30 sec 

Annealing 60°C 20 sec 

Extension 72°C 1 min 

Final extension 72°C 5 min 

 

The agarose gel electrophoresis protocol was adapted from (415). The agarose gel 

was prepared while the PCR was running. A mass of 2 g of agarose was dissolved in 

100 ml TAE buffer. The agarose/buffer /mixture was melted using a microwave. The 

flask was removed from the microwave at 30-second intervals and swirled the contents 

to mix thoroughly. This was repeated until the agarose was completely melted. The 

flask was then placed in a 65°C to cool down. A volume of 60 µl of Syto™60 Red 

nucleic acid stain was added to 30 ml of agarose and the flask was swirled to ensure 

proper dilution of the stain in the mix. The gel tray was taped on the open edged to 

create a mold and the comb was placed to create the wells. A volume of 30 ml of 

molten agarose were poured into the mold and the gel was allowed to set at room 

temperature. Once the gel was solidified, the comb was removed and the gel was 

placed in the gel box. TAE Running buffer was poured into the chamber covering the 

gel.  

Once the PCR was through, the concentration of DNA was measured using a 

nanodrop at 260 nm. A volume of 4 µl of loading dye 6x (30% glycerol, 0.25% 

bromophenol blue) were added per 20 µl of DNA sample and to the DNA ladder. The 

samples were gently mixed and loaded into the gel. Electrophoresis ran at 100V for 

40 minutes. Post-electrophoretic staining was performed by diluting Syto™60 Red 

nucleic acid dye 1:5000 in distilled water and staining the gel for 45 minutes at room 

temperature. The gel was rinsed briefly with distilled water and imaged using the 

ChemiDoc MP Imaging System at 700 nm channel.  
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In order to ensure that the cell lines were healthy and free of contamination with 

mycoplasma, the technical staff of the Institute of Systems, Molecular & Integrative 

Biology, carried out monthly mycoplasma tests. Samples were prepared as described 

and stored at -20°C. 

2.2.5 STR profiling 

As mentioned before, cell lines are a relevant in vitro model used in broadly in life 

sciences research. Nevertheless, lack of adherence to good laboratory practices 

summed to the existence of very aggressive and fast growing cell lines such as HeLa, 

enable cross-contamination of cell lines in culture. This problem has scientific and 

economic repercussions, since results from studies that used cross-contaminated 

cultures cannot be concluded (416). 

Short tandem repeat (STR) analysis is a molecular technique used to correctly identify 

the cell lines. It consists in the simultaneous amplification of 17 polymorphic markers 

and the amelogenin gene using multiplex polymerase chain reaction (PCR). A specific 

STR identity profile is assigned to each cell line depending on the length of the 

amplicons (417). 

STR analysis for all the cell lines used in this study was carried out by the Cell Line 

Authentication Facility of the Institute of Translational Medicine of the University of 

Liverpool (see appendix [sections 7.1]). 

2.3 Cell viability assays 

Assessment of cellular viability plays a relevant role in drug discovery, as it provides 

information about the toxicity of certain compound(s) on a specific type of cell. Assays 

that measure the metabolic activity can be used to provide information of the viability 

of a cell population. An advantage of this type of assays is that they can be carried out 

on 96-well microplates with adherent cells, making them useful for high-throughput 

screenings where several compounds are tested.  

Metabolic activity can be determined by measuring the reduction tetrazolium salts, 

because the reaction requires NADH and NADPH, which are sub-products of 

nucleotide metabolism, as co-substrate.  The reduction of these reagents produces 
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coloured or fluorescent compounds that can be detected using a microplate reader 

(418).  

2.3.1 MTT assay 

The first and one of the most popular metabolic activity assays is the MTT (3-(4,5-

dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide) tetrazolium reduction assay. 

For this study, an adapted version of the protocol published by Terry Riss and 

colleagues was used (419). 

About 5,000 cells were seeded per well in a 96-Well CytoOne® Plate, TC-Treated, 

and grown overnight. No cells were seeded in wells marked as blank, but a volume of 

100 ul of the same media used in the cell cultures was added to these wells in order 

to use them as a control for background. The media was aspirated from two rows of 

wells each time to prevent cells from drying and then, 100 µl of the media with 

treatment were added per well using triplicates. A volume of 100 ul 0.1% v/v of the 

drug stock diluent (DMSO or ethanol) in culture medium were added to the wells 

labelled as control. Each plate was divided in two sections, each containing a different 

drug treatment. Each section had its own control and blank, as shown in Figure 2.1. 

The replicates were distributed throughout the plate to prevent “edge effect”. In 

addition, 12 ml of distilled sterile water were added to the plate to prevent evaporation 

of the medium. Plates were incubated for 72 hours at 37°C 5%CO₂. A volume of 20µl 

of MTT solution (5 mg/ml) was added per well and plates were incubated at 37°C. 

After 3-hour incubation, the media was carefully aspirated using a gel loading tip, 

without touching the bottom of the wells. A volume of 100µl of DMSO was added to 

each well. Then, a volume of 12µl of Sorenson’s glycine buffer pH 10.5 was added per 

well, and the plate was incubated for 15 minutes at room temperature on the shaker. 

Complete solubilisation of the formazan crystals was assessed and the plate was 

placed in the SpectraMax Plus 384 Microplate Reader to measure the absorbance. 

The wavelength used to measure absorbance of the formazan product was 570 nm 

and the reference wavelength used was 630nm. 
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Figure 2.1. Plate layout showing the distribution of drug treatments, control and blanks using 

96 well microplate. 

2.3.2 Rezasurin assay 

Similar to the MTT assay, the resazurin assay measures metabolic activity through the 

detection of the reduced product of resazurin called resorufin (Figure 2.2). This product 

can be measured with a microplate reader equipped to read fluorescence with a 

560nm excitation / 590 nm emission filter set. For this study an adapted version of 

resazurin assay protocol published by Terry Riss and colleagues was used (419). 

 

Figure 2.2. Diagram of the substrate resazurin and its reduced product resorufin. Figure obtained 

from (419).  

Around 5,000 cells were seeded in Corning® 96 Well Black Polystyrene Microplate 

and grown overnight. The media was aspirated from two rows each time then, 100 µl 

of the media with treatment were added per well using triplicates. The same treatment 
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layout as the one described for MTT assay was used. Plates were incubated for 72 

hours at 37°C 5%CO₂. A volume of 20µl of resazurin (0.15 mg/ml in PBS) was added 

per well and plates were incubated 2 hours at 37°C. Fluorescence was recorded using 

TECAN Spark reader using 560nm excitation / 590nm emission filter set. Data was 

analysed as described in the section 2.3.3. 

2.3.3 Data analysis 

Data obtained from the plate reader was saved as Excel files and analysis of the 

absorbance readings was also performed using Excel. First, the mean and the 

standard error of the mean (SEM) were calculated for each set of triplicates. The mean 

of three blank wells (medium but no cells) was subtracted from the mean for each 

treatment and the resulting data was divided by the control.  

2.4 Cell cycle analysis by flow cytometry 

The applications of flow cytometry are diverse, and for this study we used it to analyze 

cell proliferation to understand better the effects that the drugs had on the cell cycle 

and to identify if decrease in cell viability was caused by a cytostatic or a cytotoxic 

effect of the drugs. To do so, treated cells were pulsed with ethynyl deoxyuridine (EdU) 

and then, click chemistry reaction was used to detect the newly synthetized DNA 

containing EdU. Counterstaining with 7-aminoactinomycin D (7-AAD) was also used 

for detection of apoptotic cells, as described by Zembruski, 2012 (420). 

We used the protocols of Suzanne B. Buck et al. (2008) and Darzynkiewicz et al. (2006) 

as a reference for the development of our protocol using RCC cell lines (421,422).  

2.4.1 General principles of flow cytometry 

Flow cytometry is a molecular biology technique that performs qualitative and 

quantitative measurements of several characteristics of single cells. Not only shape 

and size of the cells can be measured, but also the presence and concentration of 

biomolecules such as DNA, RNA, proteins, and other factors that work as indicators 

of certain cell functions, or biomarkers. The flow cytometer detects the scattered light 

and/or the fluorescent signals emitted by single cells suspended in a buffered-solution 

that passes through a laser beam at high speed. Then, it transforms that information 

into parameters associated with cellular structure and function (423).  
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2.4.2 General principles of Click-chemistry reaction 

The term click chemistry encompasses a group of versatile and fast reactions that 

produces compounds that are easily purified at a high yield (424). The 1,3-dipolar 

cycloaddition between azides and alkynes catalysed by copper(I) salts complies with 

the mentioned characteristics and has become the representative click chemistry 

reaction (425). Apart from being an inexpensive reaction, the ability to incorporate 

azide and alkyne functional groups to a broad range of compounds permits the 

application of the Cu alkyne-azide cycloaddition (CuAAC) in many fields. Additionally, 

the harmless nature of the reagents involved in the reaction and the ability of the 

reaction to be carried out in aqueous environments pinpoints its use in biological 

systems (424,426). 

The Huisgen 1,3-dipolar cycloaddition is a reaction of an organic azide and terminal 

alkyne that produces a basic aromatic heterocycle that was first described by Huisgen 

in 1960. In 2002, Sharpless and colleagues showed that in the presence of copper, 

the reaction is accelerated and produces the 1,4-isomer of triazole rather than the mix 

of 1,4 and 1,5-isomers (Figure 2.3) (427,428). Since then, the click chemistry reaction 

has gained much popularity.  

 

Figure 2.3. Representation of the Cu alkyne-azide cycloaddition reaction. Figure adapted from 

(425). 

Click chemistry has been used to label DNA and RNA with fluorophores by conjugating 

alkyne-labelled oligonucleotides to fluorescently-tagged azides (429,430). The 

application of click reactions after the incorporation of 5-ethynyl-2′deoxyuridine (5-EdU) 

and 5-ethynyluridine (5-EU) into newly synthetized DNA and RNA respectively, allows 

quantification of the biomolecules using flow cytometry and microscopy, among other 

molecular biology techniques (Figure 2.4). 
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Figure 2.4. Labelling of nucleic acids using EdU and 5-EU incorporation followed by click 

chemistry reaction. A) The upper panel shows a diagram DNA labelling using Click-chemistry, where 

proliferating cells incorporate 5-EdU into newly synthetised DNA, and after fixation and permeabilization, 

a cyclo-addition reaction occurs between the 5-EdU and a fluorescent azide in presence of copper. B) 

The lower panel displays the process for labelling RNA using click chemistry, which requires 

incorporation of 5-EU to nascent RNA in proliferating cells, followed by fixation and permeabilization of 

the cells. This is followed by a cyclo-addition reaction between the 5-EU-labelled RNA and a fluorescent 

azide in the presence of copper.  

2.4.3 Optimization of the DNA labelling with click chemistry reaction for 

detection of cell proliferation of RCC cell lines using flow cytometry 

To determine the optimum incubation time for incorporation of EdU, three 30 mm TC-

treated dishes were seeded with 3x10⁵ cells each, which were incubated overnight at 

37°C, 5%CO₂. Next morning, a dilution of EdU in DMEM was added to each well with 

a final concentration of 10 µM. The dishes were incubated for 15, 30 and 60 minutes 

at 37°C, 5%CO₂. The culture medium was retrieved in 15 ml falcon tubes, and the 

adherent cells were trypsinised as described previously described. The cell 

suspension was transferred to the falcon tubes. Dishes were washed with PBS to 

retrieve remaining cells and the washing solution was transferred to the tubes as well. 

The tubes were centrifuged at 100 g for 7 minutes at 4°C and the pellet was washed 

twice with cold PBS. After the last washing, most of the PBS was removed and the 

pellet was resuspended as much as possible by flicking the tube with a finger. 



103 
 

Immediately, 5 ml of 70% ethanol kept at -20°C were added to the tube while vortexing 

at slow speed to fix the cells. The tubes were kept at -20°C overnight.  

After at least 12 hours at -20°, the tubes were centrifuged at 200-300 g for 4 minutes 

and ethanol was discarded without disrupting the pellet. The pellet was washed once 

with 5 ml of TBS+0.05%Tween20 and the tube was vortexed to rinse the walls 

thoroughly. Cells were counted using a Neubauer chamber and 5x10⁵ cells were 

transferred to a 1.5 ml Eppendorf tube. After centrifuging at 200-300 g, the pellet was 

resuspended in 500 µl of click-chemistry solution (final 10 µM 6-FAM azide) and 

incubated at room temperature protected from light for 30 minutes. The tubes were 

centrifuged and the pellet was washed with TBS+0.05%Tween20 twice. The pellet 

was resuspended in TBS+0.05% Tween20 with 10 µg/ml 7-AAD and 0.1 mg/ml 

RNAseA, and incubated at room temperature for 1 hour. The tubes were transferred 

to ice and taken to the flow cytometer. An Attune NxT flow cytometer was used and 

the parameters were set as shown in table 2.7. 

Table 2.7. Flow cytometer set up information 

Channel Staining Parameter Voltage Scale 

BL-1 6-FAM New DNA (EdU 

incorporation) 

350 Logarithmic 

BL-3 7-AAD DNA 400 Linear 

Samples were vortexed before being used. Sample input rates of 100 μL/minute and 

200 μL/minute were used along sample volumes of 450 µl to avoid introduction of 

bubbles into the flow cytometer.  

2.4.4 Assessment of the cell proliferation profiles obtained with the DNA 

labelling with click chemistry reaction protocol 

Staurosporine, etoposide and an untreated control were used to assess the results 

obtained with the established protocol as the effect of these compounds on cell 

proliferation have been reported and could be taken as reference (431,432). As in 

section 2.4.3, three 30 mm TC-treated dishes were seeded with 3x10⁵ cells each, 
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which were incubated overnight at 37°C, 5% CO₂. A staurosporine dilution of 1 µM 

and an etoposide dilution of 10 µM in culture medium were prepared. A 0.01% v/v 

DMSO dilution was used as a control. The medium was removed from the dishes and 

10 ml of drug dilution or control was added. The cells were incubated at 37°C, 5% CO₂ 

for 24 hours. Pulsing with 10 mM final EdU was performed for an hour and the rest of 

the protocol was carried out as described in section 2.4.3. 

2.4.5 DNA labelling with click chemistry reaction for detection of cell 

proliferation of RCC cell lines using flow cytometry 

To be consistent with time of drug exposure used in the cell viability assay, RCC cells 

were treated with the compounds of interest for 72 hours. To prevent the effects of cell 

confluency from affecting assessment of the effects of the drugs on the cell cycle, low 

seeding density was used in 100 mm TC-treated dishes. After overnight incubation, 

medium was removed and drug dilutions (mTOR inhibitors, ActD or drug combinations 

diluted in culture medium) were added to the plates. After 72-hour exposure to the 

treatment at 37°C, 5% CO₂, cells were pulsed with EdU (final 10 mM) for 1 hour and 

the rest of the protocol was carried out as described in section 2.4.3 (Figure 2.5). 

 

Figure 2.5. Diagram showing the main steps of the established protocol for detection of nascent 

DNA labelled with click chemistry using flow cytometry. 
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2.4.6 Analysis of the data obtained with the Attune NxT flow cytometer 

Data obtained from the flow cytometer was saved as FCS files, which were analysed 

using the free software FCSalyzer by Dr. Sven Mostböck available at: 

https://sourceforge.net/projects/fcsalyzer/. Doublet exclusion was performed by 

plotting the height against the area for the scatter of BL-3 channel. A region that 

included only single cells was created and used as the total population for further 

analyses (Figure 2.6).  

 

Figure 2.6. Dot plot showing how the region selection (R0) to exclude doublets from cell 

proliferation analysis was carried out. The selection of the region allows discriminating doublets 

indicated with the arrows.  

The data from BL-3 and BL-1 were plotted as axes x and y, respectively, of density 

plots to identify cell populations in the different phases of cell cycle, including G1, S, 

G2, and also cell death. Populations were gated and percentage of the cells in the 

different phases of the cell cycle and cell death was calculated (Figure 2.7). Both the 

interest region (single cells) and the gates were created using the control of each 

experiment and then, applied to the different samples of the same experiment.  
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Figure 2.7. Density plot showing how the gates were created to calculate the percentage of 

single cells in the different phases of cell cycle. R1 is equivalent to G1 phase, R2 to G2, R3 to S 

and R4 to apoptosis.   

Additionally, histograms using the data of BL-3 channel were created and the sub-

populations gated in the density plots were overlaid on the histogram in order to assess 

appropriate identification of the sub-populations (Figure 2.8). The same colour code 

was used for all the histograms, where black represents the entire sample, green is 

G1, blue is G2, pink is S phase and red shows cell death. The calculations of the 

percentage of cells in the phases of cell cycle were compared to the estimated values 

obtained by histogram deconvolution, and the results were quite similar (appendix 

[section 7.3]).  

 

Figure 2.8. Histogram showing the overlays of the populations identified by 7-AAD and 6-FAM 

staining using flow cytometry. The entire sample is represented in black. The populations gated in 
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the density plot shown in Figure 2.4.6.2 are shown in green (G1), pink (S), blue (G2), and red (apoptotic 

cells).  

For each experiment, a histogram that showed overlays of the different treatments 

against the control was used to compare the distribution of treated cells within the cell 

cycle (Figure 2.9). The colour code used for this type of histograms was: black as 

control, green as the lowest drug concentration used, blue as the IC50, and red as the 

highest drug concentration used.  

 

Figure 2.9. Histogram with overlays of the different drug concentrations used in a specific 

experiment to allow direct comparison among treatments. Each colour represents a sample treated 

with a different concentration of the same drug, allowing comparing the effects of different treatments 

on cell cycle. The colour code used for this type of histograms was black representing the control, green 

as the lowest drug concentration used, blue as the IC50, and red as the highest drug concentration 

used. 

 

2.5 Analysis of rRNA synthesis  

Different techniques used to measure newly synthetized RNA have been described. 

Autographic visualization of RNA labelled with radioactive nucleosides is a slow and 

hazardous technique that provides poor resolution visualization of the RNA (430). 

Immunostaining of RNA labelled with 5-bromouridine (BrU) or 5-bromouridine 

triphosphate (BrUTP) is limited by the access of the antibodies into the cells, and 

specifically into the nuclear envelope (433). Imaging of RNA labelled with fluorescently 

tagged UTP can be restricted by the size of the fluorophore as well (434). However, 

fluorescent labelling of 5-EU-tagged RNA by click chemistry allows easy, fast and 

sensitive detection of newly synthetized RNA with high resolution images (430,435). 

In this study, assessment of the effect of the drugs of interest in the nucleolar function, 

was performed by labelling of nascent rRNA with 5-EU and detection using click 
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chemistry on fixed cells and visualized by microscopy using the assay described by 

Jao and Salic as reference (Figure 2.10). Image acquisition was performed using an 

automated microscope and Micromanager Software. CellProfiler Software was used 

for image analysis. 

2.5.1 5-EU labelling of rRNA with click chemistry reaction for microscopy 

analysis 

About 20,000 ACHN cells or 10,000 UoK111 cells were seeded per well in 96-well TC-

treated plates for fluorescent applications (VWR #734-1609) and grown overnight. The 

medium was removed from two rows by two rows each time to prevent wells from 

drying, and 100 µl of the medium containing the drugs were added per well using 

triplicates. The plate layout previously described for MTT assay was used (Figure 2.1). 

After optimisation it was determined that plates were to be incubated for 2 hours at 

37°C 5%CO₂ with the treatment. 

Subsequently, 20 µl of medium containing 5-EU (0.5mM final) were added per well 

and plates were incubated 60 minutes at 37°C. Cells were washed with cold PBS pH 

7.2 once and 200 µl of methanol at -20°C were carefully added to each well. The plate 

was stored at -20°C and the methanol was replaced with another 200 µl of cold 

methanol an hour later. The plates were stored overnight at -20°C. Then, methanol 

was aspirated carefully using a gel loading tip to avoid disrupting the cells and 200 µl 

of cold acetone were carefully added per well. After 10 minutes, acetone was removed, 

the cells were left to dry for 10 minutes and then washed with cold PBS.  

A volume of 50 µl per well of TBS+0.5% Triton X-100 was used to permeabilise the 

cells. After 15-minute incubation at room temperature, cells were washed with TBS 

once. Washing solution was removed and 50 µl of Click reaction solution (100uM final 

Sulfo-Cy3 azide, see materials and reagents section) were added per well. The plate 

was incubated at room temperature for 30 minutes protected from light, as reaction is 

light sensitive. The cells were washed 4 times with filtered TBS+0.05% Tween-20. 

Finally, 100 µl of filtered imaging solution (see materials and reagents section) were 

added per well and the plate was ready to be imaged or stored at 4°C. An illustrated 

flow diagram of the entire 5-EU labelling of rRNA with click chemistry reaction protocol 

is shown in Figure 2.10.  
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Figure 2.10. Methodology used to label RNA using click reaction and detection of resultant 

fluorescent nucleoli through microscopy. 

2.5.2 Image acquisition using an automated microscope and Micromanager 

Software 

Imaging was performed using a fully motorised Olympus IX-61 inverted microscope 

with a 40X Plan Apo 0.95NA objective and hardware autofocus (Olympus ZDC). The 

microscope was equipped with an Applied Scientific Instrumentation MS 2000 

motorised stage and illumination was performed using a Sutter Lambda LS Xenon Arc 

light source and Sutter Lambda L-3 filter wheels with a Chroma 89000 - ET - Sedat 

Quad filter set in Sedat configuration. The camera was a Hamamatsu Orca Flash 

4.0LT PLUS and images were acquired using MicroManager 1.4 (Edelstein et al., 2014) 

in a PC running Windows 10. 

Imaging comprised the following steps: 

1) The 96-well plate was placed on the microscope stage. 

2) Cells were located manually and focused optimally and the autofocus offset was 

determined using the MicroManager Autofocus ZDC driver. 

3) Camera exposure for the DAPI and Cy3 channels was optimised by observing the 

brightest labelled sample (usually an untreated well). 
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4) The centre of well A1 was located, and the MicroManager plugin “HCS Site 

Generator” was run in order to generate the scanning pattern over the 96-well plate. 

Depending on the cell density achieved, the imaging pattern of each well was set 

to 3x3, 4x4 or 5x5 frames, in order to achieve a target of approximately 200-300 

cell nuclei per well. 

5) Image acquisition was performed. 

2.5.3 Image analysis using CellProfiler Software 

Images were analysed using CellProfiler v.2.2.1 (436) running a purpose-written 

analysis pipeline (see Figure 2.11). Metadata was introduced via a comma-separated 

value (CSV) file that matched the well codes (A1-H12) with the experiment metadata 

(cell line, drug, concentration).  

First, a pipeline was executed over all the blank fields (no cells – labelled Blank in the 

metadata CSV file) in order generate and average and smoothed image for each 

fluorescence channel that would quantitate the background (stray) light over the whole 

image field. A second pipeline was occasionally run over all images in order to 

generate an illumination reference image (generated and used with the CellProfiler 

modules CorrectIlluminationCalculate and CorrectIlluminationApply, respectively). 

However, this illumination image was, as expected, reproduced well enough across 

acquisitions so we decided that it was not necessary to generate a new one after each 

acquisition. 

The pipeline first corrected the illumination of the DAPI and Cy3 images, then 

segmented the DAPI images in order to create nuclear masks, then segmented the 

Cy3 within each nuclear mask in order to create masks for nucleolar regions. Cy3 

fluorescence (AU) was quantitated within each cell nucleus, both inside the nucleolar 

masks (nucleolar fluorescence) and outside (nucleoplasmic background).  

The quantification data (nucleolar and nucleoplasmic fluorescence) together with the 

metadata were exported to SQLite databases. These databases were accessed with 

an in-house written ImageJ (Rasband, 1997-2018) plugin in order to inspect visually 

the accuracy of the image segmentation. Next, data (mean +/- SEM) was extracted 

and exported to a CSV file by running queries in SQLite Studio 3.2.1(438). 
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Figure 2.11. View of an analysis pipeline in CellProfiler (showing the metadata extraction 

section). 

See appendix 6.2 for a further description of the processes and management of the 

data involved in the analysis of 5-ethynyl uridine-labelled nucleolar images. 

2.6 siRNA transfection 

Antibody validation is crucial to ensure research reproducibility. This is even more 

relevant in the case of unverified antibodies. Knockdown using siRNA is among the 
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protocols used to confirm specificity of an antibody (439). The technique relies in 

decreased expression of the protein of interest in siRNA-treated cells, which can be 

visualised by Western Blot. For this study, we used siRNA transfection to knockdown 

the transcription factor TIF-IA in order to validate the antibodies against Rrn3 (D-9) 

(sc-390464) and phospho-TIF-IA (pSer649) (SAB4504731).  

2.6.1 General principles of siRNA transfection 

Transfection of cells with siRNA is used to silence expression of a specific gene of 

interest. This method requires the introduction of dsRNA into the cells, which is then 

processed by the ribonuclease Dicer into 21-23 base-pair small interfering RNA 

(siRNA). The resulting siRNAs are then incorporated into the RNA-induced silencing 

complex (RISC). Once part of the complex, the siRNA is used as a template to target 

specific mRNA and enable its destruction by RISC (440,441).  

2.6.2 RRN3 siRNA transfection 

Enough cells to have 60-80% confluence by the time of the experiment were seeded 

in 100 mm dishes and then incubated overnight at 37°C 5%CO₂. A dilution of 25 uM 

final siRNA in 1 ml OptiMEM, and a dilution of 22.5 µl Lipofectamine2000 in 1 ml 

OptiMEM were prepared for each dish. The siRNA and the Lipofectamine2000 

dilutions were incubated separately at room temperature for 5 minutes. The 1 ml of 

Lipofectamine2000 dilution was transferred to the siRNA dilution and then, mixed 

thoroughly by pipetting up and down. The mix was incubated at room temperature for 

20 minutes. In the meantime, the growth medium was removed from the dishes, they 

were washed with PBS, and 8 ml of OptiMEM were added per dish. After the 20 

minutes incubation, the 2 ml of siRNA-Lipofectamine2000 mix was added to each dish. 

Following a 6-hour incubation at 37°C 5%CO₂, the transfection medium was removed 

and replaced with complete culture medium. After 24/48 hour incubation, gene 

knockdown was assessed by Western Blot. Figure 2.12 shows an illustrated flow 

diagram of the protocol. 
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Figure 2.12. Methodology used for transfection of RCC with siRNA. 

2.7 Western Blot 

Western blotting in a commonly used molecular biology technique that was first 

described in 1979 by Renart and colleagues (442), although the technique used now 

a days is more similar to the ones published by Harry Towbin and colleagues later that 

year (443) and Burnette and colleagues in 1981 (444). It is used to separate the 

proteins of a complex sample by their molecular weight and then transferring them into 

a membranous support for identification and relative-quantitation. 

2.7.1 General principles of Western Blotting 

The technique involves a series of processes with multiple variables and reagents that 

can be modified in order to optimise the method according to the proteins of interest 

of a particular assay. In broad terms, the Western Blotting consists mainly of five parts 

that involve preparation of the sample, fractionation of the proteins by polyacrylamide 

gel electrophoresis (PAGE), transfer of the proteins from the gel to the membrane, 

identification of the protein of interest using antibodies, and last, imaging and analysis 

of data.  

Polyacrylamide gel electrophoresis is used to separate the proteins of a complex 

sample. The polyacrylamide gel serves as the matrix through which the proteins of a 

sample migrate in response to an electrical field. The migration rate of the proteins 

depends on their size, charge and shape. The percentage of acrylamide in the gel 
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determines the size of the pores, which decreases as acrylamide percentage 

increases. 

The proteins are then transferred to a membrane and the membrane is exposed to a 

specific antibody to identify the proteins of interest. Detection of the presence and 

concentration of the desired protein requires the use of an anti-immunoglobulin 

antibody labelled with fluorophores or enzymes such as horseradish peroxidase that 

upon exposure to a chemiluminescent substrate can be detected by digital imaging 

devices. 

2.7.2 Protein extraction and preparation of the sample 

The first step in the Western Blot is to prepare the sample of proteins that needs to be 

analysed. Lysates were prepared from cell cultures treated with the drugs of interest. 

First, cells were seeded in 100 mm dishes and grown overnight. After treatment 

administration followed by two-hour incubation, the plates were placed on ice to 

prevent enzymatic activity, the medium was removed, and cells were washed once 

with cold PBS. Washing solution was removed and cold PBS was added. Cells were 

scrapped and the cell suspension transferred to tubes. An additional volume of cold 

PBS was used to retrieve the remaining cells on the dishes. Cells were centrifuged at 

1000rpm, 4°C for 5 minutes. Pellet was resuspended in lysis buffer. Lysates were 

sonicated for 10 seconds to achieve an efficient extraction, homogenisation of the 

sample and to reduce viscosity by shredding the DNA. The samples were then stored 

at -20°C or -80°C for long-term storage. 

2.7.3 DC Protein assay for protein quantification 

Before samples were prepared for Western Blot, protein quantification of the cell 

lysates was performed to ensure 20 µg of protein were loaded of each sample. The 

Bio-Rad DC Protein Assay kit was used for protein quantification in 96-well plates as 

per manufacturer instructions. BSA dilutions in a concentration range from 0.25 µg/µto 

2.0µg/µl were used for the standard curve. 5µl of lysate were added per well, using 

duplicates. Then, 25 µl of Reagent A were added per well, followed by 200µl of 

Reagent B per well. After 15 minutes of incubation at room temperature, absorbance 

was read at 750 nm using SpectraMax Plus 384 Microplate Reader. The standard 

curve and calculation of protein concentration was done using the SoftMax Pro 

Software.  
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2.7.4 Polyacrylamide gel electrophoresis 

Acrylamide gels (10% and 12.5%) were casted according to the protocol of Laemmli, 

using an A-Bis ratio of 30:0.8 (445). For low molecular weight proteins such as 4E-

BP1, 4–15% precast protein gels were used. Lysates were diluted in lysis buffer to get 

20µl samples with a protein concentration of 1µg/µl. A volume of 4µl of 6X loading 

buffer were added per sample, then vortexed, boiled at 95°C for 5 minutes and 

centrifuged for 30 seconds. The 24µl per sample were loaded into the gels and 

electrophoresis was run at 120V for 15 minutes and 150V for 1 hour and 15 minutes. 

2.7.5 Transfer of proteins to a membrane 

The proteins were then transferred to 0.45µm nitrocellulose membranes (Thermo 

Fisher Cat 88018) using BioRad TransBlot® Turbo™ system at 2.5A, 25V for 13 

minutes. The membranes were retrieved, rinsed with distilled water, and stained with 

0.1% Ponceau S solution. They were carefully marked with pencil to be cut later and 

blocked for an hour at room temperature. Since antibodies against both, 

phosphorylated and total proteins were used, two different sets of blocking solutions 

and buffers were utilised depending on the antibody. When using an antibody against 

a phosphorylated protein, EveryBlot blocking buffer and TBST buffer were used. 

Alternatively, when using an antibody against a total protein, 5% non-fat dry milk in 

PBS and PBST buffer were used. 

2.7.6 Protein detection 

After blocking, the membranes were then cut and incubated with primary antibodies 

overnight at 4°C. The membranes were washed with TBST/PBST 3 times for 15 

minutes and incubated with secondary antibodies (fluorescent-tagged for 

housekeeping protein and HRP-conjugated for the proteins of interest) for an hour at 

room temperature. The membranes were washed with TBST/PBST 3 times for 5 

minutes and soaked in chemiluminescent reagent for 5 minutes.  

2.7.7 Imaging and densitometry analysis 

The blots were imaged using the ChemiDoc MP imaging system using 

chemiluminescent channel to detect the protein of interest and the Alexa790 

fluorescent filter set to detect the loading control protein and the molecular weight 

ladder. The densitometry analysis of the resulting images was performed with the 
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Image Lab (Bio-Rad v 6.1) software to determine the concentration of the proteins of 

interest by quantifying the signal intensity of the bands. Molecular weight was 

determined using the molecular weight tool available in Image Lab software. 

The lane and band tools were used since multiple bands were detected for some of 

the proteins of interest. Definition of the lanes was done manually by overlaying the 

lane frames on the blot lanes. The bands were detected using the automatic settings 

and adjusted manually when needed. For background subtraction the rolling disc 

methods was used. The standard disc size used was 70.7 mm to ensure consistent 

background subtraction between lanes across experiments. Nevertheless, when 

background was very high, a smaller disc size was used. Quantification of the signal 

of the proteins was also performed using ImageJ to verify reliability of the automated 

and manual setting of the Image Lab software and the results were similar.  

The band signal, called adjusted volume (Adj. Volume (Int)) by the Image Lab software, 

was calculated for each protein we could be pan or phospho-protein of interest or a 

reference house-keeping protein (HKP), which would be either β-actin or vinculin, 

depending of the MW required for the loading marker. Next, the band signal of the 

proteins of interest both native proteins and phosphorylated proteins, was normalised 

using HKP. The normalised signal of phosphorylated proteins was further normalised 

against the signal of the corresponding total proteins in order to ensure that the 

calculated value reflected the fraction of phosphorylated protein rather than its 

absolute abundance. (see section 2.8.1). 

First, HKP normalisation was done by identifying the lane with the highest signal for 

the HKP band, and dividing the HKP signal for each lane by the HKP signal from the 

lane with the HKP signal to obtain the lane normalisation factor.  

Lane Normalization Factor =
HKP Signal for Each Lane 

HKP Signal from Lane with Highest HKP Signal
 

Then, the Normalized Target Signal for each target band was calculated by dividing 

the target band signal (either native or phospho-protein) by the lane normalisation 

factor.  

Normalised signal =
target band signal 

lane normalisation factor
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To calculate the effect of the drugs on the phosphorylation of the target proteins, we 

normalised the signal of phospho-proteins to that of the native proteins, using the HKP-

normalised values. As before, the lane normalisation factor for each lane was 

calculated by identifying the lane with the highest signal for native protein and dividing 

the native protein signal for each lane by the highest native protein signal. We followed 

by dividing the phospho-protein signal for each lane by the lane normalisation factor 

to calculate the normalised phospho-target signal.  

2.8 Statistical analysis 

The following section describes the different statistical tests applied to the data 

obtained from the various experiments performed along this research in order to be 

able to determine the significance of our results.  

2.8.1 Dose-response curves analysis 

Curve fitting: Dose response data were fitted to the Hill equation, since it is the best 

semi-empirical dose-response model (see for example Goutelle et al (2008) (446). 

Calculations were performed using software written in-house in Java v7 using the 

commons-math3-3.6.1 mathematics library and the statistics for the fitted parameters 

were calculated from the asymptotic errors produced by the non-linear least square 

method. Outputs (fitted parameters and their errors) were validated against the same 

calculations performed with SigmaPlot v13.   

Drug combination analyses: The different applicability of Loewe isobolograms and 

Bliss score is discussed in the relevant results sections (3.2.3). Homodynamic 

isobolograms (447,448) were fitted from the Hill parameters for single drugs plus the 

measurements of responses from drug combination, and the combination indices 

calculated. Error calculation for the estimation of statistical significance was performed 

using the error propagation equation given by Tallarida (448); however, since this 

method is asymptotic (delta method) we found that on occasions parameters would 

have unrealistic errors (e.g. negative or symmetric), therefore we confirmed our 

statistical analysis using Monte Carlo simulation. For Monte Carlo simulation we took 

advantage of the fact that replicates at each concentration were generally normally 

distributed (Shapiro-Wilke). This was particularly useful for the case of 5-EU 
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incorporation dose-response analyses where single cell microscopy data were 

analysed using a nested design (449,450) and see Appendix). 

In the cases where Bliss score was applicable (cytotoxicity, as in Section 3.2.5) this 

analysis was performed as described by Geary (2013) and Demidenko and Miller 

(2019) (447,451). 

Statistical analyses. To calculate 95% confidence intervals, errors for fitted parameters 

(IC50, combination indices, maximum effect, etc.) were assumed to have normal 

distribution (by Central Limit Theorem). Given the limitations mentioned above on the 

errors of some fitted parameters, these calculations were validated by Monte Carlo 

analysis. For statistical comparisons of parameters t-test was used were applicable. 

Similarly, for the above reasons, statistical differences were confirmed by Monte Carlo 

analysis. 

2.8.2 Characterisation of nucleolar changes 

The quantification and analysis of images of 5-EU incorporation is described in section 

2.5.3. In addition, we ran further an analyses to characterise the nucleolar changes 

accompanying the different drug treatments. The data of 20 randomly selected nuclei 

that included 5-EU incorporation vs drug concentration, nucleolar area vs drug 

concentration, and 5-EU incorporation per unit area vs drug concentration was 

exported as CSV files. Data for 5-EU incorporation vs drug concentration and 5-EU 

incorporation per unit area vs drug concentration was standardised against DMSO-

treated controls. Dot plots with the data from single cells were created using Excel for 

5-EU incorporation vs drug concentration, nucleolar area vs drug concentration, and 

5-EU incorporation per unit area vs drug concentration and are found in annex 7.5.  

2.8.3 Flow cytometry data analysis  

Flow cytometry data pooled from various independent experiments and analysed for 

propositions of sub-G1 and S-phase cells, which were the phases relevant to these 

studies. From the total population gated for doublets (see Section 2.4.6) the sub-G1 

fraction was identified and quantitated, then, from the remaining interphase cells the 

proportion of S-phase cells was determined. These proportions where determined for 

drug concentrations that corresponded to the low and high plateaus of the cell viability 

dose-response curves and to the region of maximum slope (IC50) in the cases of drugs 
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that induced a clear Hill-type sigmoidal response (ActD and Torin 1 see section 3.1.4, 

and the high and low doses tested for drugs that did not induce a Hill-type response 

(allosteric mTOR inhibitors). However, the statistical distributions of percentages or 

proportions are not symmetrical and normal, thus precluding the standard ANOVA 

approach. In order to solve this, we “normalised” the proportions using a logit transform. 

Additionally, we used the Kruskal-Wallis test which is non-parametric. Multifactorial 

analysis was performed by ANOVA with post-hoc Bonferroni correction. The existence 

of any correlation between drug dose and proportion  of cell cycle phase was 

determined by using Spearman’s rank test. All calculations were performed in Excel, 

with the aid of the Real Statistics Resource Pack (https://real-statistics.com/free-

download/real-statistics-resource-pack/).  
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3. Results 

As stated in the section 1.5, the main purpose of the present research is to investigate 

if tumour cells can be sensitised to chemotherapy directed against the nucleolus by 

using targeted therapies against selected metabolic pathways that modulate the 

nucleolar function, in this case, the mTOR pathway. Accordingly, we assessed a group 

of mTOR inhibitors to determine if this type of targeted therapy constituted a suitable 

model to modulate nucleolar function and test the hypothesis, and the results are 

presented in section 3.1. Having studied the effects of mTOR inhibitors on the 

nucleolar function and identifying potential candidates to be used in combination with 

NFIs, in section 3.2 we present the investigation of the effects of combination of 

selected mTOR inhibitors with ActD on nucleolar function and cell viability to prove the 

working hypothesis. 

3.1 Investigating the effects of mTOR inhibitors on RCC cells 

The mTOR pathway is a key regulator of cell growth and proliferation that is frequently 

over-activated in cancer cells (452), and for which targeted cancer therapeutics have 

been developed (79,453). Interestingly, the mTOR pathway modulates nucleolar 

function through the activation of the transcription factor TIF-IA, which along with 

mTOR that has been shown to be inhibited in cells treated with Rapamycin (186). 

Given the different types of mTOR inhibitors and the variability of the effects observed 

in vitro across cell lines with these drugs, the aim of this chapter is to examine the 

effects of allosteric and ATP-competitive inhibitors on mTOR in two RCC cell lines and 

to determine if these drugs can modulate the nucleolar function. First, we examined 

the inhibitory effect of these drugs on the activity of mTOR through the inhibition of the 

phosphorylation of mTORC1 substrates S6K and 4EBP1. Then, we set up an assay 

that would enable us to label and quantify nascent rRNA to evaluate the effects of 

mTORis on the nucleolar function. We followed to assess the effect of these drugs on 

cell viability and investigated whether the mTOR inhibitors display cytotoxic or 

cytostatic effect.  

3.1.1 Effect of mTOR inhibitors on the phosphorylation of mTORC1 substrates 

S6K and 4EBP1 

As discussed in section 1.4.3, the mTOR pathway is a signalling pathway frequently 

over-activated in cancer cells for which cancer therapeutics exist and are used to treat 
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different types of cancer, including RCC. In this section, we aim to assess the inhibitory 

effect of different mTOR inhibitors on the activity of mTOR, through the analysis of the 

phosphorylation of mTORC1 substrates S6K and 4EBP, the best known and most 

widely used markers of mTOR activity, to confirm that the inhibitors were active in our 

system and to estimate the range of concentrations at which they were active.  

For this purpose, ACHN and UoK111 cells were treated for 2 hours with Rapamycin, 

Temsirolimus, Everolimus and Torin 1, harvested and lysed as described in section 

2.7.2. Subsequently, Western Blot analyses were performed on cell lysates as 

described in sections 2.7.4 to 2.7.7, using the applicable antibodies for detection of 

total and phosphorylated S6K as listed in table 2.3. The resulting Western Blots are 

displayed in Figures 3.1 and 3.3, and the respective densitometry analyses are 

presented in Figures 3.2 and 3.4. Table 3.1 presents the IC50 of the mTOR inhibitors 

for inhibition of the phosphorylation of S6K at Thr389, site phosphorylated by mTORC1. 

In Figure 3.1, the labelling for total S6K kinase of ACHN cells treated with Rapamycin, 

Temsirolimus, Everolimus and Torin 1 displays a double band in untreated controls 

and that the upper (lower mobility) band disappears as the drug concentration 

increases. This is consistent with the disappearance of a phosphorylated form of the 

protein, as lower mobility forms can often be observed in phosphorylated proteins due 

to large conformational changes (454). The first panel in Figure 3.1 shows that 

phosphorylation of S6K at Thr389 is completely inhibited in ACHN cells treated with 

Rapamycin concentrations as low as 1 nM.  Densitometry analysis of the Western Blot 

presented in Figure 3.2 A) produces an estimate of 0.22 nM for the IC50. Increased 

phosphorylation of S6K in ACHN cells treated with 10 nM Rapamycin displayed in 

Figure 3.2 A) appears to be an artefactual result due background noise observed in 

Figure 3.1. In the second panel on Figure 3.1, we can observe that in ACHN cells 

treated with Temsirolimus, phosphorylation of S6K at Thr389 decreases in a 

concentration-dependent manner, achieving complete inhibition at 10 nM. The 

densitometry analysis shown in Figure 3.2 B) confirms inhibition of S6K 

phosphorylation in ACHN cells treated with Temsirolimus at low nanomolar 

concentrations, with IC50 of 0.83 nM. ACHN treated with Everolimus, show reduced 

phosphorylation of S6K at Thr389 with concentrations as low as 0.2 nM compared to 

control, according to the third panel in Figure 3.1. The densitometry analysis displayed 

in Figure 3.2 C) confirms inhibition of S6K phosphorylation in ACHN cells treated with 
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Everolimus with an IC50 of 0.22 nM. The last panel on Figure 3.1 shows inhibition of 

the phosphorylation of S6K at Thr389 in ACHN cells treated with increasing 

concentrations of Torin 1, achieving the maximal inhibition at concentrations as low as 

10 nM. Accordingly, the densitometry analysis presented in Figure 3.2 D) corroborates 

inhibition of the phosphorylation of S6K at Thr389 mediated by increasing 

concentrations of Torin 1, with an IC50 of 0.03 nM.  

In UoK111 treated with Rapamycin, phosphorylation of S6K at 389 is inhibited with 

concentrations as low as 0.2 nM, as shown in the top panel in Figure 3.3. The 

densitometry analysis of this Western Blot displayed in Figure 3.4 A), confirms 

abrogation of the phosphorylation of S6K with an IC50 of 0.14 nM. Treatment with 

increasing concentrations of Temsirolimus also inhibit phosphorylation of S6K at 

Thr389 in UoK111 cells, as shown both by diminished signal of the phospho-S6K 

antibody in Figure 3.3 and the densitometry analysis in Figure 3.4 B). The IC50 of 

Temsirolimus for inhibition of phosphorylation of S6K at Thr389 in Uok111 cells is 0.01 

nM. The third panel on Figure 3.3 shows a maximum inhibition of the phosphorylation 

of S6K in UoK111 treated with 1 nM Everolimus. Additionally, the double band of S6K 

is only observed in the control and UoK111 cells treated with 0.02 and 0.2 nM 

Everolimus. The densitometry analysis for signal of the phospho-S6K antibody in 

UoK111 cells treated with Everolimus presented in Figure 3.4 C) confirms inhibition of 

the phosphorylation of S6K, even at low concentration (0.2 nM), with an IC50 of 0.1 

nM. The last panel on Figure 3.3 shows a concentration-dependent inhibition of S6K 

phosphorylation in UoK111 cells treated with Torin 1 that is further illustrated by the 

reduction of the signal of phospho-S6K antibody from the densitometry analysis shown 

in Figure 3.4 D). The IC50 of Torin 1 for inhibition of phosphorylation of S6K at Thr389 

in Uok111 cells is 0.27 nM. 
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Figure 3.1. Western Blot analyses of relative levels of S6K and the phosphorylated form of S6K 

in threonine 389 (ph-S6K) in ACHN cells. ACHN cells were treated with allosteric and ATP-

competitive mTOR inhibitors for two hours, and subsequently harvested and lysed as described in 

section 2.7. A total of 20 µg of protein from lysates obtained from cells treated with different 

concentration of the respective mTOR inhibitor were analysed in each lane with the antibodies listed in 

section 2.1.4. Actin was used as loading control. Clear patterns for inhibition of the phosphorylation of 

S6K at threonine 389 are observed for the four mTOR inhibitors tested. 



124 
 

Figure 3.2. Densitometry analysis of Western Blots probing for the phosphorylated form of S6K 

at threonine 389 using lysates obtained from ACHN treated with different concentrations of A) 

Rapamycin, B) Temsirolimus, C) Everolimus and D) Torin 1. Densitometry analysis demonstrated 

that the mTOR inhibitors tested, Rapamycin, Temsirolimus , Everolimus and Torin 1, inhibit the 

phosphorylation of S6K at threonine 389 at low nanomolar concentrations. Pan and phospho-protein 

signals were first normalised using house keeping protein -actin. The normalised phospho-protein 

signal was then divided by the normalised pan-protein signal (see detailed method in section 2.7.7). 

Densitometry analysis was performed on a single set of blots.  

 

As observed in table 3.1, the IC50 of all the mTOR inhibitors tested for inhibition of 

S6K phosphorylation at S389 were in a similar range and below 1nM. Together, these 

results demonstrated that both allosteric and ATP-competitive mTOR inhibitors 

abrogate the phosphorylation of S6K in threonine 389 at low nanomolar concentrations, 

indicating that these drugs effectively inhibit the activity of mTORC1 in ACHN and 

UoK111 cells.  
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Figure 3.3. Western Blot analyses of relative levels of S6K and the phosphorylated form of S6K 

in threonine 389 (ph-S6K) in UoK111 cells. UoK111 cells were treated with allosteric and ATP-

competitive mTOR inhibitors for two hours, and subsequently harvested and lysed as described in 

section 2.7. A total of 20 µg of protein from lysates obtained from cells treated with different 

concentration of the respective mTOR inhibitor were analysed in each lane with the antibodies listed in 

section 2.1.4. Actin was used as loading control. Clear patterns for inhibition of the phosphorylation of 

S6K at threonine 389 are observed for the four mTOR inhibitors tested.  
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Figure 3.4. Densitometry analysis of Western Blots probing for the phosphorylated form of S6K 

at threonine 389 using lysates obtained from UoK111 treated with different concentrations of A) 

Rapamycin, B) Temsirolimus, C) Everolimus and D) Torin 1. Densitometry analysis demonstrated 

that the mTOR inhibitors tested, Rapamycin, Temsirolimus, Everolimus and Torin 1, inhibit the 

phosphorylation of S6K at threonine 389 at low nanomolar concentrations. Pan and phospho-protein 

signals were first normalised using house keeping protein actin. The normalised phospho-protein signal 

was then dividen by the normalised pan-protein signal (see detailed method in section 2.7.7). 

Densitometry analysis was performed on a single set of blots.   

 

Table 3.1. IC50 values of mTOR inhibitors for inhibition of phosphorylation of S6K at threonine 

389 in ACHN and UoK111 cells. The IC50 values were calculated from a single set of blots for each 

drug.  

Drug/Cell line Rapamycin 

(nM) 

Temsirolimus  

(nM) 

Everolimus 

(nM) 

Torin 1 (nM) 

ACHN 0.22 0.83 0.22 0.03 

UoK111 0.14 0.01 0.10 0.27 
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Next, we investigated the effect of mTOR inhibitors on the phosphorylation of the 

mTORC1 substrate 4EBP1. Again, ACHN and UoK111 cells were treated with 

Rapamycin, Temsirolimus, Everolimus and Torin 1 for 2 hours, followed by harvesting 

and lysing, as detailed in section 2.7.2. Thereafter, Western Blot analyses were 

performed as described on sections 2.7.4 to 2.7.7, using the appropriate antibodies to 

detect 4EBP1 protein detailed in table 2.3. Antibodies for the phosphorylated form of 

4EBP1 were not used because 4EBP1 has seven phosphorylation sites, and at least 

five of them are phosphorylated by mTORC1 (455,456). Thus, the use of an antibody 

for the phosphorylated protein in only one site, could lead to inaccurate conclusions. 

We took advantage of the fact that, immunoblotting using an antibody for total 4EBP1 

results in three visible bands of different electrophoretic mobilities that have been 

identified as α, β, γ, which represent the conformational variations of 4EBP1 as the 

outcome of hierarchical phosphorylation (455,457). The resulting Western Blots are 

displayed in Figures 3.5 and 3.7, and the respective densitometry analyses are 

presented in Figures 3.6 and 3.8. In both sets of Figures, the α, β, γ bands are 

indicated. 

The Western Blots of ACHN cells treated with Rapamycin, Temsirolimus , Everolimus 

and Torin 1 are displayed in Figure 3.5. The lower mobility β and γ bands, which are 

attributed to less phosphorylated forms of 4EBP1 (455,457), consistently increase in 

intensity with higher concentrations of Rapamycin, Everolimus and Torin 1, while α 

band decreases in intensity in lysates from ACHN cells treated with 20 and 200 nM of 

Torin 1. The absence of a band in the column containing the sample of ACHN treated 

with 20 nM Rapamycin is a result of insufficient protein loaded, since the band for the 

loading control is also missing. The densitometry analysis displayed in Figure 3.6 

shows that increase in the concentration of Rapamycin, Everolimus and Torin 1, alter 

the phosphorylation patterns of 4EBP1, leading to an increase the relative amount of 

the 4EBP1 β form. The same concentration-dependent increase of the 4EBP1 γ form 

is also observed for samples of ACHN cells treated with Everolimus and Torin 1. We 

found no clear patterns of changes in the intensity of α, β, and γ bands that could 

indicate a difference in the relative amount of the conformational variations of 4EBP1 

in ACHN cells treated with Temsirolimus (and see below for the case of UoK11 cells). 

Clear patterns of increased intensity of bands β and γ are observed in cells treated 

with increased concentrations of Torin 1, as well as Rapamycin and Everolimus.  
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Figure 3.5. Western Blot analyses of relative levels of 4EBP1 in ACHN cells. ACHN cells were 

treated with allosteric and ATP-competitive mTOR inhibitors for two hours, and subsequently harvested 

and lysed as described in section 2.7. A total of 20 µg of protein from lysates obtained from cells treated 

with different concentration of the respective mTOR inhibitor were analysed in each lane with the 

antibodies listed in section 2.1.4. Actin was used as loading control.  
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Figure 3.6. Densitometry analysis of Western Blots probing for 4EBP1 using lysates obtained 

from ACHN treated with different concentrations of A) Rapamycin, B) Temsirolimus, C) 

Everolimus and D) Torin 1. Densitometry analysis shows that the mTOR inhibitors tested, Rapamycin, 

Temsirolimus, Everolimus and Torin 1 alter the phosphorylation patterns of 4EBP1. Protein signals were 

normalised using housekeeping protein -actin (see detailed method in section 2.7.7). Densitometry 

analysis was performed on a single set of blots. 

Figures 3.7 and 3.8 show the Western Blots using antibody against 4EBP1 and the 

densitometry analysis, respectively, from lysates obtained from UoK111 cells treated 

with different concentrations of mTOR inhibitors for 2 hours. As can be observed in 

Figure 3.7, the intensity of bands β and γ increase consistently with increased 

concentrations of Rapamycin, Everolimus and Torin 1. These observations can be 

confirmed with the densitometry analysis shown in Figure 3.8, in which a pattern for 

increased intensity of bands β and γ consistent with increased concentrations of 

Rapamycin, Everolimus and Torin 1 can be appreciated. Inspection of the Western 
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Blot images on Figure 3.7 shows that the transition from an α-rich to β-rich pattern 

occurs around 1-2 nM for most drugs.  

 

 

Figure 3.7. Western Blot analyses of relative levels of 4EBP1 in UoK111 cells. UoK111 cells were 

treated with allosteric and ATP-competitive mTOR inhibitors for two hours, and subsequently harvested 

and lysed as described in section 2.7. A total of 20 µg of protein from lysates obtained from cells treated 

with different concentration of the respective mTOR inhibitor were analysed in each lane with the 

antibodies listed in section 2.1.4. Actin was used as loading control.  

 



131 
 

 

Figure 3.8. Densitometry analysis of Western Blots probing for 4EBP1 using lysates obtained 

from UoK111 treated with different concentrations of A) Rapamycin, B) Temsirolimus, C) 

Everolimus and D) Torin 1. Densitometry analysis shows that the mTOR inhibitors tested Rapamycin, 

Temsirolimus , Everolimus and Torin 1 alter the phosphorylation patterns of 4EBP1. Protein signals 

were normalised using housekeeping protein -actin (see detailed method in section 2.7.7). 

Densitometry analysis was performed on a single set of blots. 

The densitometry analysis on Figure 3.8 used to estimate the IC50s shows a lack of 

pattern for the changes of the α bands. Nevertheless, it should be considered that 

densitometry depends sequentially on background subtraction and ratio calculation, 

thus it is prone to artefactual variations due to local staining and background changes. 

Furthermore, while densitometry is straightforward in the case of S6K phosphorylation, 

where there is a separate identification of the total and phosphorylate forms of the 

protein, in the case of 4EBP1 quantification depends on the clear resolution of the 

different mobility bands, which is difficult and to some extent subjective. Therefore, 

analysis of the Western Blots of Figure 3.7 suggest that the mTOR inhibitors tested 

0

10000000

20000000

30000000

40000000

50000000

60000000

70000000

80000000

200 20 10 2 1 0.2 0.02 ctrl

N
o

rm
al

is
ed

 s
ig

n
al

 (
A

U
)

Rapamycin (nM)

α-4EBP1

β-4EBP1

γ-4EBP1

0

10000000

20000000

30000000

40000000

50000000

60000000

200 100 20 10 2 0.2 0.02 ctrl

N
o

rm
al

is
ed

 s
ig

n
al

 (
A

U
)

Temsirolimus (nM)

α-4EBP1

β-4EBP1

γ-4EBP1

0

5000000

10000000

15000000

20000000

25000000

30000000

35000000

40000000

200 20 10 2 1 0.2 0.02 ctrl

N
o

rm
al

is
ed

 s
ig

n
al

 (
A

U
)

Everolimus (nM)

α-4EBP1

β-4EBP1

γ-4EBP1

0

10000000

20000000

30000000

40000000

50000000

60000000

70000000

80000000

90000000

200 20 10 2 1 0.2 0.02 ctrl

N
o

rm
al

is
ed

 s
ig

n
al

 (
A

U
)

Torin 1 (nM)

α-4EBP1

β-4EBP1

γ-4EBP1



132 
 

alter the phosphorylation of 4EBP1 at concentrations around 1-2 nM, causing a 

conformational change from α to β form. It is also important to mention that the 

increased signal of 4EBP1 β- and γ-forms observed in ACHN and UoK111 cells 

treated with allosteric and ATP-competitive mTORis might not only indicate changes 

in the phosphorylation of 4EBP1, but also an increase in the amount of the protein. 

Further discussion regarding these results are found in section 4. 

Interestingly, the transition from an α-rich to β-rich pattern are observed to happen 

within a 1-2-fold change in concentration at the expected concentrations, which appear 

slightly higher than the IC50s for S6K Thr389, except perhaps for Torin 1, where it is 

similar. Additionally, excluding Everolimus, the IC50s for inhibition of signal of α form 

and IC50s for enhanced signal of β, and γ forms of mTOR inhibitors do not exceed 40 

nM. This is an important guidance for us, as it suggests that effects of mTOR inhibitors 

on cellular processes such as synthesis of rRNA or viability should be observed within 

the nanomolar range. The variety of the phosphorylation patterns of 4EBP1 observed 

in ACHN and UoK111 treated with different mTOR inhibitors suggest that the 

mechanism by which these drugs repress mTOR activity might be different.  

3.1.2 Modulation of nucleolar function by mTOR inhibitors 

Having established that the four mTOR inhibitors tested inhibit mTORC1, these 

observations indicate that the drugs tested can be expected also to modulate the rate 

of rRNA synthesis, since this is also partially dependent on mTOR activity, through 

phosphorylation of TIF-IA (see section 1.4.1.2.2). Thus, we proceeded to assess if 

mTOR inhibitors can modulate the synthesis of rRNA. For this purpose, microscopic 

analysis of nascent rRNA in RCC cells was performed by labelling newly synthesised 

rRNA using 5-EU followed by detection using Click-chemistry as described in section 

2.5. This approach was chosen because the flexibility of the assay allows for its 

adaptation to multi-well plates, which permits automation of dose response analysis. 

Additionally, the minimal number of processing steps of this assay reduces the number 

of variables affecting the results. 

3.1.2.1 rRNA synthesis detected is nucleolar 

Quantitation of rRNA synthesis was initially developed using 5-bromouridine (BrU) 

labelling of nascent RNA, but an approach using 5-EU staining followed by Click-

chemistry detection was later adopted because of the various advantages that these 
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technique presents. Firstly, as a bio-orthogonal reaction, Click-chemistry ensures a 

negligible non-specific staining, which facilitates the subsequent image analysis by 

preventing spurious detections. Both the 5-EU pulse-labelling and the Click-chemistry 

reaction use small compounds, thus eliminating potential problems of antibody 

accessibility to nucleoli which may occur in BrU staining (458). Additionally, this 

approach ensures linearity of the response, which immunolabelling does not.  

To check whether nascent rRNA staining method detected nucleolar synthesis we 

cultured U2Os cells in the presence of 1mM FU for 45 minutes. U2Os cells were 

selected for this purpose because their flat morphology and contact inhibition are 

desirable characteristics for microscopy and make them ideal for optimising a staining 

method. The incorporated FU was detected using a cross-reacting anti-BrdU antibody, 

followed by a Cy3-labelled secondary antibody.  

Cy3 fluorescence was imaged alongside Differential Interference Contrast (DIC – see 

Figure 3.9). As can be seen in Figure 3.9, upper panel, the Cy3 signal is confined to 

nucleoli. The nucleolar specificity of the labelling method, which efficiently excludes 

nucleoplasmic nascent RNA, is achieved by the fixation method which consists of 

sequential cold methanol and acetone (see Materials and Methods section 2.5.1). 

When cells were fixed with 4% paraformaldehyde (as more commonly used in 

immunofluorescence) extensive nucleoplasmic staining was observed which 

prevented efficient segmentation of nucleolar images (data not shown). The drawback 

of methanol/acetone fixation is that it prevents efficient immunofluorescent staining or 

retention of fluorescent protein-labelled nucleolar components (e.g. Ribosomal Protein 

L11-GFP). In any case, these nucleolar markers are often lost when ActD treatment 

disrupts nucleoli which reduces their marking ability. For these reasons we resorted to 

DIC, which is one of the most reliable methods of identifying nucleoli (223,459). 

In conclusion, the nucleolar localisation of the Cy3 signal, together with the fact that 

the signal is lost following ActD treatment at low concentration (10nM – Figure 3.9, 

lower panel), which is well known to specifically inhibit 48S rRNA synthesis (230), 

confirms that the labelling method specifically detects nucleolar RNA synthesis. 
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Figure 3.9. rRNA synthesis staining of U2Os cells. Cells were incubated with 1mM FU for 45min, 

fixed with MetOH/Acetone and labelled with anti-BrdU antibody, detected with an anti-mouse Cy3 

labelled secondary antibody. Whole nuclei were stained with DAPI. 

To set up the assay using microplates, untreated U2Os cells seeded in 96-well 

microplates were pulsed-labelled with 0.5 mM 5-EU for 30, 45 and 60 minutes. 

Following methanol/acetone fixation, the labelled rRNA was fluorescently tagged 

using Click-chemistry, the nuclei were stained with DAPI and cells were imaged using 

an automated microscope and Micromanager software, and then analysed using 

CellProfiler Software, as described in section 2.5.2 and 2.5.3. As shown in Figure 3.10, 

incorporation of 5-EU showed good linearity and pulse-labelling time of 60 minutes 

was used for all following tests.   

 

Figure 3.10 5-EU incorporation in U2O cells. U2Os cells were pulse-labelled with 5-EU for 30, 45 

and 60 minutes and incorporation of 5-EU proved to be linear.  
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3.1.2.2 Dose-response curve for rRNA synthesis inhibition by ActD 

To establish the concentration range at which ActD would be active in our system we 

measured full dose-response curves for rRNA synthesis inhibition by ActD. ACHN and 

UoK111 cells were treated with the NFI ActD for 2 hours, after which the cells were 

pulsed with 5-EU for 60 minutes, followed by methanol fixation.  Figure 3.11 shows 

the decrease in 5-EU incorporation in A) ACHN and B) UoK111 cells treated with 

increasing concentrations of ActD, which corresponds to ActD mediated inhibition of 

rRNA synthesis. The IC50s of ActD for inhibition of rRNA synthesis in ACHN and 

UoK111 cells were calculated to be 1.25 nM and 1.26 nM, respectively. Figure 3.13 A) 

below shows an example of labelling of nascent rRNA with 5-EU and of the image 

segmentation applied in order to quantitate the total Cy3 signal per nucleus. 

         

 
Figure 3.11. Quantification of newly synthetized rRNA in RCC cells treated with ActD. A) ACHN 
and B) UoK111 cells were treated with ActD (0.01-100 nM) for 2 hours, then pulsed with 5-EU for the 
last 60 minutes, followed by methanol fixation and labelling using Click-chemistry, as described in 
section 2.5.1. Inhibition of the nucleolar function by increasing concentrations of ActD is observed for 

0

2

4

6

8

10

12

0.01 0.1 1 10 100

EU
 in

co
rp

o
ra

ti
o

n
 (

A
U

)

ActD (nM)

A)

0

2

4

6

8

10

12

14

16

0.01 0.1 1 10 100

EU
 in

co
rp

o
ra

ti
o

n
 (

A
U

)

ActD (nM)

B)



136 
 

ACHN and UoK111 cells. The error bars indicate Standard Error of the Mean for replicates of 3 wells 
(50-300 cells imaged per well) of a single experiment.  

Since ActD (and potentially other drugs used in this study) causes segregation of 

nucleoli (460), it could be possible that the overall loss of 5-EU incorporation signal 

would be due to loss of active nucleolar regions rather than a direct inhibition of RNA 

Pol I. In an attempt to resolve this, we assessed the changes of nucleolar area and 

incorporation of 5-EU per unit area in ACHN and UoK111 cells treated with increasing 

concentrations of ActD. As shown in Figures 3.12 A) and C), increasing concentrations 

of ActD significantly reduce nucleolar area of ACHN and UoK111, respectively, while 

decreasing the 5-EU incorporation per unit area in the same cells (Figures 3.12 B) and 

D)). To assess the statistical significance of these changes, we applied ANOVA with 

post-hoc Bonferroni correction and obtained p-values<0.01 (significant) for both ACHN 

and UoK111 cells. We observe the expected reduction in nucleolar area with 

increasing concentration of ActD; however, the mean 5-EU fluorescence also 

diminishes with increasing concentrations of ActD, which suggests that there is a 

reduction in RNA Pol I activity. Nuclear structure and rRNA synthesis are intimately 

related such that when one changes the other is expected to change as well. Current 

thinking is that this relationship is explained by the liquid drop/phase transition model, 

where the RNA type and concentration implicated for the phase transition is 

maintained by RNA Pol I; conversely the transport and synthesis machinery that 

supports rRNA synthesis is compartmentalised by the LLPS (461,462). In Appendix 

7.5, Figures 7.17 I and J 7.18 I and J, and 7.19 I and J, show the plots for 20 randomly 

selected nuclei from each treatment well (the total number of nuclei per well generally 

varied between 100 and 400) where it can be seen that the whole population of nuclei 

are similarly affected resulting in a unimodal distribution of areas and intensities (see 

also Figure 7.20). These support the notion that the nucleolar disruption associated 

with ActD treatment entails impairment of both the nucleolar structure (nucleolar 

segregation) and rDNA transcription by RNA Pol I. 
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A) 

 
B) 

 
C) 
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D)  

 
Figure 3.12. Assessment of the effect of ActD on nucleolar area and 5-EU incorporation per unit 
area in RCC cells. ACHN and UoK111 cells were treated with ActD (0.01-100 nM) for 2 hours, then 
pulsed with 5-EU for the last 60 minutes, followed by methanol fixation and labelling using Click-
chemistry, as described in section 2.5.1. Assessment of the nucleolar area for 20 random cells per well 
using triplicates of A) ACHN and C) UoK111 cells treated with 0.09 nM, 1.5 nM, 25 nM and 50 nM ActD. 
Evaluation of the changes in the incorporation of EU per unit area for 20 random cells per well using 
triplicates of B) ACHN and D) UoK111 treated with the same concentrations of ActD.   

3.1.2.3 rRNA synthesis inhibition with mTORis 

Having demonstrated in section 3.1.1 that the mTOR inhibitors tested effectively inhibit 

activity of mTOR in our system, and considering that the mTOR pathway has been 

shown to activate rRNA synthesis, we examined if these drugs can inhibit nucleolar 

function. For this purpose, ACHN and UoK111 cells were treated with Rapamycin, 

Temsirolimus, Everolimus, and Torin 1 with concentrations ranging from 0.06 to 640 

nM for 2 hours and then labelling the nascent rRNA with 5-EU as described in section 

2.5.1. Figure 3.13 A) shows the images of labelled nascent rRNA (Cy3/red) within each 

nucleus (DAPI/blue). The image analysis process segments nuclei (blue contours) in 

a first pass, then segments nucleoli (yellow contours) in a second pass, and finally 

quantitates the total intensity within the segmented nucleoli, per nucleus. ACHN cells 

untreated (DMSO) and treated with Rapamycin, Temsirolimus and Everolimus present 

numerous active nucleoli, as indicated by a high 5-EU incorporation detected at all 

concentrations tested that represents high amount of nascent rRNA. In contrast, cells 

treated with Torin 1 display a reduction of 5-EU incorporation at the higher 

concentrations tested, indicating that this ATP-competitive inhibitor impairs the 

synthesis of rRNA in ACHN cells. Quantification of the 5-EU incorporation in Figure 

3.13 B) shows the concentration-dependent inhibition of rRNA synthesis in ACHN 
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treated with Torin 1, but the same dose-response curve is not observed in ACHN cells 

treated with the allosteric mTOR inhibitors, suggesting inhibition on mTORC1 and 

mTORC2 is required for effective modulation of the nucleolar function.  

A)
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Figure 3.13. Effect of mTOR inhibitors on the synthesis of rRNA in ACHN cells. ACHN cells were 

treated with different concentrations of mTOR inhibitors for 2 hours and labelled for nascent rRNA 

with 5-EU. A) Fluorescence images showing nucleolar incorporation of 5-EU (red/Cy3) and nuclear 

staining (blue/DAPI). Images were subjected to two-stage thresholding, first to segment individual 

nuclei (blue contours), then to segment individual nucleoli within those nuclei (yellow contours). The 

segmented regions were subsequently used to quantitate the total 5-EU/Cy3 signal per nucleus 

(expressed in arbitrary units – AU).B) Quantification of the 5-EU incorporation from microscopy 

images of ACHN cells treated with Torin 1 (green), Rapamycin (yellow), Temsirolimus  (red), and 

Everolimus (black) for 2 hours and labelled using Click-chemistry. The error bars indicate Standard 

Error of the Mean for replicates of 3 wells (50-300 cells imaged per well) of a single experiment. 

 

A) 
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Figure 3.14. Effect of mTOR inhibitors on the synthesis of rRNA in UoK111 cells. UoK111 cells 

were treated with different concentrations of mTOR inhibitors for 2 hours and labelled for nascent rRNA 

with 5-EU. A) Fluorescence images showing nucleolar incorporation of 5-EU (red/Cy3) and nuclear 

staining (blue/DAPI). Images were subjected to two-stage thresholding, first to segment individual nuclei 

(blue contours), then to segment individual nucleoli within those nuclei (yellow contours). The 

segmented regions were subsequently used to quantitate the total 5-EU/Cy3 signal per nucleus 

(expressed in arbitrary units – AU).B) Quantification of the 5-EU incorporation from microscopy images 

of UoK111 cells treated with Torin 1 (green), Rapamycin (yellow), Temsirolimus  (red), and Everolimus 

(black) for 2 hours and labelled using Click-chemistry. The error bars indicate Standard Error of the 

Mean for replicates of 3 wells (50-300 cells imaged per well) of a single experiment. 

Comparable to ACHN cells, UoK111 cells treated with allosteric inhibitors display 

similar number of active nucleoli than their corresponding untreated controls, as shown 

in Figure 3.14 A). Additionally, quantification of the 5-EU incorporation illustrated in 

Figure 3.14 B) demonstrates that increased concentration of Rapamycin, 

Temsirolimus and Everolimus do not inhibit rRNA synthesis. On the other hand, 

UoK111 cells treated with Torin 1 present reduced nucleolar number and activity with 

concentrations as low as 6.6 nM. UoK111 cells treated with Torin 1 at concentrations 

higher than 100 nM display over 75% reduction of the synthesis of rRNA compared to 

the controls. The quantification of the 5-EU incorporation of UoK111 cells treated with 

Torin 1 presented in Figure 3.14 B) shows that the ATP-competitive inhibitor 

decreases rRNA synthesis in a concentration–dependent manner with an IC50 of 

approximately 6 nM. Similarly to ActD, we characterised the nucleolar changes 

induced by the mTOR inhibitors both with respect to the nucleolar area and the 5-EU 

incorporation per unit area. Figure 3.15 A and B show box and whisker plots for 

nucleolar areas and 5-EU incorporation per unit area, respectively. Neither ACHN nor 
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UoK111 cells show major differences in either parameter, which agrees with our 

observations that these drugs either do not cause or cause a limited an extensive 

inhibition of rRNA synthesis. Appendix 7.5, Figures 7.17, 7.18, and 7.19 show in more 

detailed the distribution of these parameters. 

A 

 
B 

 
Figure 3.15. Effects of mTOR inhibitors on nucleoli. Plots show the distributions of nucleolar areas 

(A) and 5-EU incorporation per unit area (B) for ACHN and UoK111 cells (indicated) treated with 

different drugs at a concentration of 500nM (high end of concentrations used in most experiments) 

or DMSO (Untreated). 

However, while the allosteric inhibitors do not appear to show any dose-dependent 

reduction in 5-EU incorporation, it is noticeable in some cases that the dose response 

curves show a level of 5-EU incorporation that is below the controls (<1.0 in the 

standardised plots). This is unlikely to be a solvent effect since controls include the 

corresponding solvent. 
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Together, these results indicate that despite showing similar capacity to inhibit the 

phosphorylation of the well-known mTOR targets S6K and 4EBP1, only the ATP-

competitive mTOR inhibitor Torin 1 was capable of inhibiting rRNA synthesis. 

Furthermore, the IC50 for rRNA synthesis inhibition by Torin 1 was within 10-fold of 

the IC50 for inhibition of S6K phosphorylation, suggesting that inhibition of rRNA 

observed in cells treated with Torin 1 is mediated by the on-target effect of the drug 

on mTOR.  

3.1.3 Inhibition of phosphorylation of the mTORC1 downstream target TIF-IA is 

a predictor of the activity of mTOR inhibitors on rRNA synthesis 

As described in section 3.1, mTOR inhibitors Rapamycin, Temsirolimus, Everolimus, 

and Torin 1 effectively impair mTORC1 activity in ACHN and UoK111 cells at 

nanomolar concentrations, as shown by the inhibition of the phosphorylation of S6K in 

Thr389. In addition to the abrogation of S6K phosphorylation, treatment of ACHN and 

UoK111 with these mTOR inhibitors also induced phosphorylation changes of 

mTORC1 substrate 4EBP1 in a concentration-dependent manner at nanomolar 

concentrations, as shown by decreased intensity of α form and enhanced intensity of 

β and γ forms using an antibody against 4EBP1 (Table 2.3). However, to our surprise, 

only ATP-competitive inhibitor Torin 1, and not the allosteric inhibitors, impaired the 

synthesis of rRNA, as presented in section 3.1.2.3.  

Since phosphorylation of S6K and 4EBP1 could not explain the different effect 

observed in rRNA synthesis by Torin 1 and the allosteric mTOR inhibitors, we decided 

to assess the phosphorylation of mTOR substrates involved in the modulation of or 

participating in the synthesis of 48S rRNA. We selected the transcription factor TIF-IA 

because it is a fundamental component of the RNA Pol I machinery needed to initiate 

rDNA transcription (185), which has been reported to be a downstream target of 

mTORC1 (186) (see introduction section 1.4.1.2.2).  

Unlike the antibodies against phosphorylated forms of S6K and 4EBP1, antibodies 

against phosphorylated forms of TIF-IA were not vastly referenced, which meant that 

we could not rely on existing data to be confident of their specificity. In addition, the 

signals observed in Western blot were consistently weak. For these reasons, we 

decided to confirm the specificity of the bands detected with these antibodies by siRNA 

knockdown of TIF-IA/RRN3 previous to their use to assess the effects of the mTOR 
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inhibitors. ACHN cells were transfected with TIF-IA siRNA for 24 and 48 hours as 

described in section 2.6. Scrambled siRNA was used as negative control and, due to 

the weak TIF-IA signals detected in Western Blot, we also included a knockdown 

control using p53 siRNA well-known in our laboratory. After transfection, cells were 

harvested and lysed as detailed in section 2.7.2. Subsequently, Western Blot analyses 

were performed as described on sections 2.7.4 to 2.7.7, using the appropriate 

antibodies to detect TIF-IA and phosphorylated TIF-IA at serine 649 detailed in table 

2.3. The resulting Western Blots are illustrated in Figure 3.16.  

        

Figure 3.16. Western Blot of relative levels of TIF-IA in ACHN cells transfected with siRNA 

transfection. A) ACHN cells were transfected with siRRN3 for 24 and 48 hours as described in section 

2.6. Subsequently, cells were harvested and lysed as described in section 2.7. A total of 20 µg of protein 

from lysates obtained from transfected cells were analysed in each lane with the antibodies listed in 

section 2.1.4. Vinculin was used as loading control.  

The expected band of TIF-IA was reduced in cells treated with siRRN3 with respect to 

the untreated, scrambled siRNA and p53 siRNA-treated cells, especially after 48-hour 

incubation. The phosphospecific antibody for TIF-IA (S649) detects several bands, 

with the specific one identifiable by siRNA knockdown at the expected molecular 

weight of 74 kDa. Although p53 appears to be depleted in cells transfected with p53 

siRNA and the negative control, transfection with the scrambled siRNA did not 

knockdown TIF-IA and was still a valid negative control for TIF-IA siRNA transfection 

having no effect on the phenotype of interest. 

A) 
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To make an initial assessment of the effects of the different mTOR inhibitors on the 

phosphorylation of TIF-IA, ACHN and UoK111 cells were treated with 100 nM of 

Rapamycin, Temsirolimus, Everolimus and Torin 1, a concentration which was in the 

range of 100-fold higher than the IC50s observed for the inhibition of the mTOR kinase 

activity against S6K and 4EBP1.  Cells were treated for two hours, then harvested and 

lysed as detailed in section 2.7.2. Subsequently, Western Blot analyses were 

performed as described on sections 2.7.4 to 2.7.7, using the appropriate antibodies to 

detect TIF-IA and phosphorylated TIF-IA at Ser649 detailed in table 2.3. The resulting 

Western Blots and the densitometry analysis of the blot used to detect phosphorylated 

TIF-IA are shown in Figures 3.17 and 3.18. As can be observed in Figure 3.17 A), 

ACHN cells treated with 100 nM of Torin 1, Rapamycin, Temsirolimus and Everolimus 

show constant relative amounts of TIF-IA, indicating that mTOR inhibitors do not affect 

the availability of TIF-IA. Nevertheless, ACHN cells treated with 100 nM Torin 1 display 

reduced relative amount of phosphorylated TIF-IA compared to ACHN treated with 

allosteric inhibitors, the DMSO control and the lysates from transfected ACHN with 

TIF-IA siRNA, which were used as negative control, indicating that treatment with Torin 

1 strongly abrogates the phosphorylation of TIF-IA in ACHN cells. The densitometry 

analysis shown in Figure 3.17 B) confirms that only Torin 1 reduces phosphorylation 

of TIF-IA at Ser649.  
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Figure 3.17. Western Blot and densitometry analysis of relative levels of TIF-IA and 

phosphorylated TIF-IA in ACHN cells treated with 100 nM of Torin 1, Rapamycin, Temsirolimus, 

and Everolimus. A) ACHN cells were treated with 100 nM of Torin 1, Rapamycin, Temsirolimus, and 

Everolimus for 2 hours as described in section 2.7. Subsequently, cells were harvested and lysed as 

described in section 2.7. A total of 20 µg of protein from lysates obtained from transfected cells were 

analysed in each lane with the antibodies listed in section 2.1.4. Pan and phospho-protein signals were 

first normalised using house keeping protein actin. The normalised phospho-protein signal was then 

divided by the normalised pan-protein signal (see detailed method in section 2.7.7). B) Densitometry 

analysis of the blot used to detect phosphorylated TIF-IA shows that 100 nM Torin 1 but not the other 

mTOR inhibitors abrogate the phosphorylation of TIF-IA. Torin= Torin 1; Rapa=Rapamycin; 

Tems=Temsirolimus: Evero=Everolimus: ctrl=DMSO control: siRNA=ACHN transfected with TIF-IA 

siRNA for 48 hours (negative control). Densitometry analysis was performed on a single set of blots.   

 

Similarly to ACHN cells, the resulting Western Blots from UoK111 treated with 100 nM 

mTOR inhibitors illustrated in Figure 3.18 show lower amount of phosphorylated TIF-

IA in UoK111 cells treated with Torin 1 than that observed with the other mTOR 

inhibitors, the DMSO and the negative control. Although the amount of total TIF-IA 

appears to be lower in UoK111 cells treated with Torin 1, the loading control indicates 

a lower concentration of protein. The densitometry analysis shown in Figure 3.16 B) 

takes into account the fluctuations on native TIF-IA observed in Figure 3.16 A) and 

confirms that Torin 1 reduces phosphorylation of TIF-IA at Ser649 further than the 

allosteric mTORis. These results suggest that in UoK111 cells, the phosphorylation of 

TIF-IA can also be used as a marker to predict the effect of Torin 1 on cell viability and 

rRNA synthesis.  
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Figure 3.18. Western Blot and densitometry analysis of relative levels of TIF-IA and 

phosphorylated TIF-IA in UoK111 cells treated with 100 nM of Torin 1, Rapamycin, Temsirolimus, 

and Everolimus. A) UoK111 cells were treated with 100 nM of Torin 1, Rapamycin, Temsirolimus, and 

Everolimus for hours as described in section 2.7. Subsequently, cells were harvested and lysed as 

described in section 2.7. A total of 20 µg of protein from lysates obtained from transfected cells were 

analysed in each lane with the antibodies listed in section 2.1.4. Pan and phospho-protein signals were 

first normalised using house keeping protein actin. The normalised phospho-protein signal was then 

divided by the normalised pan-protein signal (see detailed method in section 2.7.7). B) Densitometry 

analysis of the blot used to detect phosphorylated TIF-IA shows that 100 nM Torin 1 but not the other 

mTOR inhibitors abrogate the phosphorylation of TIF-IA. Torin= Torin 1; Rapa=Rapamycin; 

Tems=Temsirolimus: Evero=Everolimus: ctrl=DMSO control: siRNA=ACHN transfected with TIF-IA 

siRNA for 48 hours (negative control). Densitometry analysis was performed on a single set of blots.   

 

These results suggest that inhibition of TIF-IA phosphorylation might predict the ability 

of an mTOR inhibitor to downregulate rRNA synthesis. If this was the case we would 

expect the dose-response curve of Torin 1 for inhibition of TIF-IA phosphorylation to 

be similar to that for S6K and 4EBP1 phosphorylation, particularly to display an IC50 

in the low nanomolar range. To analyse in detail the effect of Torin 1 on the 

0

100000000

200000000

300000000

400000000

500000000

600000000

Torin Rapa Tems Evero ctrl siRNA

N
o

rm
al

is
ed

 s
ig

n
al

 (
A

U
)

Treatment (nM)

B)



148 
 

phosphorylation of TIF-IA, ACHN and UoK111 cells were treated with a range of 

concentrations of Torin 1 from 0.02 to 200 nM for 2 hours, cells were harvested and 

lysed as described in section 2.7. Western Blot analyses were then performed as 

described on sections 2.7.4 to 2.7.7, using the antibodies to detect TIF-IA and 

phosphorylated TIF-IA at Ser649 detailed in table 2.3. The resulting Western Blots and 

the densitometry analysis are shown in Figure 3.19. In Figure 3.19 A) the amount of 

TIF-IA appears to be consistent through the samples of ACHN cells treated with 

increasing concentrations of Torin 1. The ninth lane containing 20 µg of lysate of 

ACHN cells transfected with siRRN3 was used as a negative control and is the only 

lane that presents a significant decrease of the amount of TIF-IA. In contrast, the 

amount of the phosphorylated form of TIF-IA decreases consistently with increased 

concentrations of Torin 1.  These observations can be confirmed by the densitometry 

analysis of the Western Blot on Figure 3.19 C), which was performed taking into 

account the reduction of native TIF-IA with Torin 1, and shows that the phosphorylation 

of TIF-IA at S649 in ACHN cells treated with Torin 1 decreases in a concentration-

dependent manner with an IC50 of 0.13 nM calculated using ATT Bioquest IC50 

Calculator (463). Figure 3.19 B) shows a slight reduction of the amount of TIF-IA in 

the samples from UoK111 cells treated with Torin 1 concentrations above 1 nM. Of 

particular interest is the reduction of the amount of the phosphorylated form of TIF-IA 

which appears to be consistent with increased concentrations of Torin 1, excluding the 

sample on the fourth lane obtained from UoK111 treated with 2 nM Torin 1. 

Densitometry analysis of the phosphorylated form of TIF-IA in relation with native TIF-

IA, displayed in Figure 3.19 D), shows a concentration-dependent decrease of the 

amount of phosphorylated TIF-IA in UoK111 treated with Torin 1 with an IC50 of 1.08 

nM according to the ATT Bioquest IC50 Calculator (463). 
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Figure 3.19. Western Blot and densitometry analyses of relative levels of TIF-IA and 

phosphorylated TIF-IA in RCC cells treated with increasing concentrations of Torin 1. A) ACHN 

and B) UoK111 cells were treated with different concentrations of Torin 1 for two hours, and 

subsequently harvested and lysed as described in section 2.7. A total of 20 µg of protein per sample 

were detected in each lane with the antibodies listed in section 2.1.4. Pan and phospho-protein signals 

were first normalised using house keeping protein actin. The normalised phospho-protein signal was 

then divided by the normalised pan-protein signal (see detailed method in section 2.7.7). Densitometry 

analyses of the blot used to detect phosphorylated TIF-IA in C) ACHN and D) UoK111 cells show that 
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Torin 1 reduces the phosphorylation of TIF-IA in a concentration-dependent manner in ACHN and 

UoK111 cells. Data was standardised as described in section 2.7.ctrl=DMSO control: siRNA=ACHN 

transfected with siRRN3 for 48 hours (negative control). Densitometry analysis was performed on a 

single set of blots.  

From these results, we conclude that the ATP-competitive Torin 1 inhibits TIF-IA 

phosphorylation at S649 with dose-response behaviour similar to that for inhibition of 

S6K and 4EBP1 phosphorylation. Allosteric mTOR inhibitors, on the other hand, fail 

to inhibit TIF-IA phosphorylation at S649. Although rapamycin has been reported to 

inactivate TIF-IA by decreasing phosphorylation at S44 and enhancing 

phosphorylation at S199 (186), our findings suggest that the differential effect of 

allosteric and ATP-competitive mTOR inhibitors on rRNA synthesis might be mediated 

by inhibition of another mTOR-mediated phosphorylation site of TIF-IA, which is a 

fundamental component of the RNA polymerase I machinery. 

3.1.4 Inhibition of mTOR reduces cell viability of RCC cells 

The results above show that we can use an mTOR inhibitor, the ATP-competitive Torin 

1, to induce the mTOR-dependent modulation of rRNA synthesis in RCC cell lines. 

Hence, Torin 1 offers a system by which we can test our hypothesis of sensitisation of 

cells to the action of a NFI by means of mTOR-mediated modulation on nucleolar 

activity. Unexpectedly, we have found that allosteric mTOR inhibitors have no 

noticeable effect on rRNA synthesis. TIF-IA phosphorylation correlates with this 

differential effect among mTOR inhibitors and presents a plausible mechanism to 

explain this difference. The lack of rRNA synthesis inhibitory activity by allosteric 

mTOR inhibitors offers an extra control for our hypothesis since they inhibit mTOR in 

a manner that does not affect rRNA synthesis. Thus, we would extend our working 

hypothesis to predict that allosteric mTOR inhibitors would fail to sensitise cells to the 

action of a NFI. 

Therefore, the next step was therefore to determine whether mTOR inhibitors affect 

cell viability of RCC cell lines using MTT assay. Of particular interest, we wanted to 

determine whether the differential effect observed on rRNA synthesis would be 

recapitulated in cell viability. To study overall changes in cell viability we resorted to 

using the MTT assay (418,464). 
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 3.1.4.1 Optimisation of MTT assay 

Prior to conducting the MTT assay to assess cell viability, it was necessary to optimise 

the seeding density to ensure that a dynamic range sufficient for all the possible cell 

densities reached in up to three days in culture was achieved. We also optimised the 

plate layout to account for any edge effects that might cause uneven cell proliferation 

or drug response. Firstly, a 96-well plate was seeded with 5x10⁴ cells per well, 10x10⁴ 

cells per well and 20x10⁴ cells per well using triplicates. Cells were treated with 

increasing concentrations of Torin 1 to enable observation of cell confluency within a 

range of growth rates, considering the cytostatic effects of Torin 1. After 72-hour 

incubation at 37°C it was observed that the wells that were seeded with 10x10⁴ and 

20x10⁴ cells per well reached 90-100% confluence, while those seeded with 5x10⁴ 

cells per well were 85% confluent. Similar results were obtained for all the RCC cell 

lines tested. The seeding density used for all upcoming MTT assays presented in this 

thesis was 5x10⁴ cells per well, which ensured that growth saturation would not be 

reached by 72hs. 

The edge effect has been documented as a problem affecting cell culture using 

microplates (465), thus, the next step in optimisation involved the assessment of the 

impact of the distribution of the replicates on the plate on the assay results. In order to 

be consistent with the range of cell growth rates that would be tested in the following 

assays, the effect was tested in the presence of Torin 1 for 72 hours. When triplicates 

were arranged in consecutive groups of three wells the resulting plot of MTT response 

vs Torin 1 concentration did not follow the expected smooth curve; rather it displayed 

periodic "jumps" which largely followed the position along a plate row (Figure 3.20). 

As can be seen in Figure 3.20, the cell viability response (blue, orange and grey dots) 

was lower in triplicate groups that contained wells close to the edges of the plate 

(columns 1 and 12, indicated with black border) than in central regions of the plate (the 

responses within individual rows are indicated in the Figure). The variability within 

triplicates was also largest in those groups that contained wells close to the edges of 

the plate, as can be observed by the distribution of the three replicates for each 

treatment set (Figure 3.20). 

The results shown in Figure 3.20, in addition to changes observed in the colour of the 

culture medium across the plate during the incubation due to the phenol red indicator, 
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which suggested differential evaporation, indicated that the problem of response in 

homogeneity across the multiwell plate had to be addressed. For this purpose, 12 ml 

of sterilised distilled water were added into the space between the wells to preserve 

humidity within the plate. Additionally, the plate layout was modified as described in 

section 2.3.1 to distribute the different treatments evenly throughout the plate. After 

these changes were implemented, the Torin 1 dose-response curve displayed the 

expected dependence of cell viability (Figure 3.21), and the standard deviation for 

each concentration set diminished. Thus, the addition of sterilised distilled water to the 

plate and distribution of the replicates according to plate layout shown in section 2.3.1 

were used in all subsequent multiwell plate assays. 

 

Figure 3.20. Plate effect on cell viability using successive replicates. The blue, orange and grey 

series represent the cell viability response of the first, second and third replicate, respectively, of ACHN 

cells treated with increasing concentrations of Torin 1. The black border highlights those wells in the 

first and last column of the plate, which are the more exposed wells to the evaporation effect.  The 

yellow, green, blue and orange lines represent the distribution of the treatment groups in the different 

rows of the plate. The plot displays the results of a single experiment. 
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Figure 3.21. Plate effect using alternated replicates. The blue, orange and grey series represent the 

cell viability response of the first, second and third replicate, respectively, of ACHN cells treated with 

increasing concentrations of Torin 1. The black border highlights those wells in the first and last column 

of the plate, which are the more exposed wells to the evaporation effect.  The yellow, green, blue and 

orange lines represent the distribution of the treatment groups in the different rows of the plate. The plot 

displays the results of a single experiment.    

Following optimisation of the plate layout, optimisation of the treatment incubation time 

for assessment of cell viability with MTT assay was performed on two different RCC 

cell lines, ACHN and UoK111 cells. Cells were treated with increasing concentrations 

of ActD for 24, 48 and 72 hours, ensuring a full dynamic range of possible responses 

to test cell loading that includes cell cycle arrest at low concentrations and cell death 

at high concentrations. As shown in Figures 3.22 and 3.23, at 24 hours the inhibitory 

effects of ActD were not as clearly displayed, with a reduction of cell viability of merely 

40% and 65% with the highest dose of ActD in ACHN and UoK111 cells, respectively. 

In comparison, a reduction of 93% and almost 98% of cell viability was achieved with 

100 nM of ActD after 72 hours in ACHN and UoK111 cells, respectively. Given that 72 

hours was the incubation period that consistently induced a maximal reduction of cell 

viability in the RCC cell lines, this incubation time was selected for use in all following 

MTT assays. 

Since the maximum screening concentration of ActD used in our assay is 100 nM, we 

considered that it is unlikely that the effect of ActD on cell viability is mediated by DNA 

damage, as shown by colleagues in our laboratory (Figure 3.24) (466). This has also 

been reported by others, see for example (467).   
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Figure 3.22. Effect of the incubation time with ActD on viability of ACHN cells. The plot shows a 

decrease of viability in ACHN cells treated with increasing doses of ActD for 24 hours (blue), 48 hours 

(orange), and 72 hours (grey). The error bars indicate Standard Error of the Mean for replicates of 3 

wells of a single experiment. 

 

Figure 3.23. Effect of the incubation time with ActD on viability of UoK111 cells. The plot shows 

a decrease of viability in UoK111 cells treated with increasing doses of ActD for 24 hours (blue), 48 

hours (orange), and 72 hours (grey). The error bars indicate Standard Error of the Mean The error bars 

indicate Standard Error of the Mean for replicates of 3 wells of a single experiment. 
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Figure 3.24. Low concentrations of ActD do not promote DNA damage. Detection of γ-H2AX was 

performed in U2Os cells treated with 10 nM and 200 nM ActD for 1 hour and 10 nM, 200 nM ActD, 10 

µM etoposide, 1 U/ml Bleomycin, and UV 20 J/m² for 24 hours. Figure courtesy of (466).  

Considering the evidence of cytotoxicity of DMSO and ethanol on cell culture 

(468,469), we examined if these solvents used to dissolve the drugs had an effect on 

cell viability. A titration of DMSO and ethanol revealed that after 72 hours, 

concentrations below 1% v/v have no apparent effect on cell viability (Figure 3.25). To 

confirm the lack of effects of these solvents on cell viability, additional assessment 

was performed on ACHN cells treated with 0.1% v/v ethanol, used as solvent for 

Temsirolimus, and 0.1% v/v DMSO, used as solvent for the remaining drugs, for 72 

hours. The concentration corresponded to the maximum volume of drug stock dilution 

used in the cell viability assays. An untreated control and a blank were used for each 

solvent as described in the materials and methods section 2.3.1. The effect of the 

carriers (in all cases <3%) was not significant when compared to untreated cells 

(Figure 3.26). Therefore, we conclude that neither solvent has a significant effect on 

cell viability at the highest concentrations used. 
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Figure 3.25. Effect of solvents on cell viability. The plot shows the standardised cell viability 

response of ACHN cells treated with increasing concentrations of ethanol and DMSO for 72 hours. The 

error bars indicate Standard Error of the Mean. The error bars indicate Standard Error of the Mean for 

replicates of 3 wells of a single experiment. 

 

Figure 3.26. Effect of ethanol and DMSO on cell viability in comparison with untreated (UT) ACHN 

cells. All observations were standardised by dividing by the average of the UT readings as described 

in the materials and methods section 2.3.3. The error bars indicate Standard Error of the Mean for 

replicates of 3 wells of a single experiment.   

3.1.4.2 ATP-competitive but not allosteric mTOR inhibitors reduces the viability 

of RCC cells in vitro 

To identify any cell line with differential sensitivity to Rapamycin and Temsirolimus that 

would provide a better system to study effects of mTORis on nucleolar rRNA synthesis, 

cell viability of 785-O, A704, ACHN, Caki-1 and UoK111 cell lines in response to these 

drugs was assessed using the MTT assay as described in section 2.3.1. As observed 
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in Figure 3.27, none of the cell lines displayed a typical response curve within the 

range of concentrations tested. Higher concentrations of Rapamycin were not used 

because, as shown in section 3.1.1, the IC50 of Rapamycin for inhibition of 

phosphorylation of S6K at Thr389 is 5.35 nM and 0.09 nM in ACHN and UoK111 cells 

respectively, and we reasoned that any effect observed at 100nM or higher could be 

attributed to other off-target effects of the drug. This criterion for not extending the 

concentration range in cell viability assays to higher than approximately 100-fold that 

of the S6K phosphorylation IC50 was subsequently applied to all the allosteric 

inhibitors which did not show a clear dose response in the MTT assay.  

A) 

 

 
Figure 3.27. Effect of Rapamycin on cell viability of RCC cell lines. A) The plot shows the cell 

viability of RCC cells in response to increasing concentrations of Rapamycin, calculated as the 

response in MTT assay standardised by the control, as described in materials and methods, section 

2.3.3. The RCC cell lines tested are 785-O (blue), A704 (grey), Caki-1 (yellow), ACHN (green), and 
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UoK111 (orange). The error bars indicate Standard Error of the Mean for replicates of 3 wells of a single 

experiment. B) The effect of low, median and high concentrations of rapamycin on the cell viability of 

each of the cell lines tested was compared to the control using triplicates of a single experiment. * 

denotes significance with p-values <0.05. Rapamycin concentrations for cell lines were as follows: 786-

O=0.19 nM, 12.5 nM, 100 nM; A704=0.13 nM, 11.11 nM, 100 nM; Caki-1=0.13 nM, 11.11 nM, 100 nM; 

ACHN= 0.12 nM, 15.62 nM, 125 nM; UoK111= 0.12 nM, 15.62 nM, 125 nM.  

It is nevertheless noticeable that in some cell lines (particularly ACHN and UoK111) 

the standardised MTT signal over the whole concentration range of Rapamycin used 

is clearly below controls (<1.0 in the standardised plots). Moreover, while an IC50 

cannot be calculated and no maximum effect within the concentration range tested, 

cell decreases with concentration in all cell lines tested (p<0.05). While this 

concentration-dependent reduction in cell viability does not resemble a typical dose-

response curve, it is significant compared to the control (p-value<0.05) (Figure 3.27 B) 

and is likely caused by the drug since the data shown in Figure 3.25 make it unlikely 

to be a solvent effect. It should be noted that this effect on cell viability recapitulates 

the reduction in incorporation of 5-EU by allosteric mTOR inhibitors discussed above 

(section 3.1.2.3). We also note that these results differ slightly from the Genomics of 

Drug Sensitivity in Cancer (GDSC) database (470), where 786-O cells were reported 

to be more sensitive to Rapamycin than ACHN (Figure 3.27). 

The same cell lines were then treated with Temsirolimus for 72 hours. With 

concentrations as high as 500 nM, none of the cell lines displayed a response curve 

within the range of concentrations tested (Figure 3.28). However, we still observed a 

small but significant (p<0.05 for all cell lines except A704) concentration-dependent 

reduction of cell viability over the concentration range tested. Interestingly, some cell 

lines (including UoK111) showed a response below the controls (<1.0 following 

standardisation) for the whole concentration range tested. As discussed above for 

Rapamycin, we do not consider this reduction in cell viability to be a solvent artefact. 
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A) 

 

 

Figure 3.28. Effect of Temsirolimus on cell viability of RCC cell lines. A) The plot shows the cell 

viability of RCC cells in response to increasing concentrations of Temsirolimus, calculated as the 

response in MTT assay standardised by the control, as described in materials and methods, section 

2.3.3. The RCC cell lines tested are 785-O (blue), A704 (grey), Caki-1 (yellow), ACHN (green), and 

UoK111 (orange). The error bars indicate Standard Error of the Mean for replicates of 3 wells of a single 

experiment. B) The effect of low, median and high concentrations of temsirolimus on the cell viability of 

each of the cell lines tested was compared to the control using triplicates of a single experiment. * 

denotes significance with p-values <0.05. Temsirolimus concentrations for cell lines were as follows: 

786-O=0.25 nM, 20.58 nM, 555.5 nM; A704=0.22 nM, 18.52 nM, 500 nM; Caki-1=0.22 nM, 18.52 nM, 

500 nM; ACHN= 0.24 nM, 15.62 nM, 500 nM; UoK111= 0.24 nM, 15.62 nM, 500 nM. 

Since no differential effect was observed in vitro with either drug, among cell lines, we 

selected ACHN and UoK111 cells, which the lab was familiar with their growth 

characteristics and that provided an example of p53wt and p53mut. The reason for 

this is the role of the nucleolus as a modulator of p53 levels. However, p53wt in RCC 
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does not appear to have any functional activity (471). As observed in Figures 3.29 and 

3.30, the viability of ACHN and UoK111 cells was inhibited by Torin 1 in a 

concentration-dependent manner, with an IC50 of 29 nM for ACHN cells and 76.4 nM 

for UoK111 cells. ACHN cells treated with Rapamycin, Temsirolimus and Everolimus 

do not display a response curve within the range of concentrations tested for either 

allosteric mTOR inhibitor. However, the concentration-dependent reduction in MTT 

signal is clearly observable for Rapamycin and Temsirolimus, as was discussed earlier. 

A) 

 
B) 

 
Figure 3.29. Effect of mTOR inhibitors on cell viability of ACHN cells. A) The plot shows the cell 

viability response of ACHN cells to increasing concentrations of Torin 1 (orange), Rapamycin (yellow), 

Temsirolimus (green), and Everolimus (blue), calculated as the response in MTT assay standardised 

by the control as described in materials and methods section 2.3.3. The error bars indicate Standard 

Error of the Mean for replicates of 3 wells of a single experiment. B) The effect of 0.12 nM, 31.25 nM, 
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and 1000 nM of different mTORis on the cell viability of ACHN cells was compared to the control using 

triplicates of a single experiment. * denotes significance with p-values <0.05. 

Similar to ACHN cells, UoK111 cells treated with increasing concentrations of Torin 1 

also show a reduction of cell viability (Figure 3.30). Even though the maximum effect 

is not observed within the range of concentrations tested, a clear concentration-

dependent inhibition of cell viability is observed in Torin 1-treated UoK111 cells. As in 

the case of ACHN cells, UoK111 cells treated with the allosteric mTOR inhibitors 

Rapamycin and Temsirolimus show again a lower MTT signal across all the 

concentrations tested, although there is no apparent concentration-dependent 

reduction in cell viability (Figure 3.30). Although a slight reduction of viability is 

observed in Uok111 cells treated with Everolimus, there is not a response curve 

observed but rather the effect remains stable within the whole range of concentrations 

tested. Together, these results suggest that, at least in RCC cell lines, inhibition of 

both mTORC1 and mTORC2, which is achieved by ATP-competitive inhibitor Torin 1, 

is necessary to reduce cell viability effectively. 

A) 
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Figure 3.30. Effect of mTOR inhibitors on cell viability of UoK111 cells. The plot shows the cell 

viability response of UoK111 cells to increasing concentrations of Torin 1 (orange), Rapamycin (yellow), 

Temsirolimus (green), and Everolimus (blue), calculated as the response in MTT assay standardised 

by the control as described in materials and methods section 2.3.3. The error bars indicate Standard 

Error of the Mean for replicates of 3 wells of a single experiment. B) The effect of 0.12 nM, 31.25 nM, 

and 1000 nM of different mTORis on the cell viability of UoK111 cells was compared to the control using 

triplicates of a single experiment. * denotes significance with p-values <0.05. 

Having demonstrated that Torin 1 but not the allosteric inhibitors, a) reduces rRNA 

synthesis of ACHN and UoK111 cells (Figures 3.13 and 3.14) and inhibits 

phosphorylation TIF-IA (Figures 3.17 and 3.18); and b) reduces the cell viability of 

ACHN and UoK111 cells (Figures 3.29 and 3.30), we speculated that nucleolar 

function inhibition could be a major mediator of the cell viability reduction caused by 

Torin 1 in vitro. It would have been desirable to be able to test this interesting 

hypothesis directly. However, this cannot be done directly since abrogation of 

nucleolar function in order to detect any nucleolus-independent activity of Torin 1 on 

cell viability would cause cell death. Instead, we explored to what extent the dose 

responses for rRNA synthesis and cell viability inhibition matched each other. As can 

be observed in Figures 3.31 A and B, both cell lines displayed curves with response 

regions closely matching each other. This is particularly noticeable in UoK11 cells, 

where the cell viability and rRNA synthesis curves overlap extensively throughout the 

response range. These results give strength to our hypothesis that nucleolar function 

inhibition is a major component of the cell viability reduction caused by Torin 1 in vitro. 

0

0.2

0.4

0.6

0.8

1

1.2

control 0.12 nM 31.25 nM 1000 nM

St
an

d
ar

d
is

ed
 c

el
l v

ia
b

ili
ty

B)

Torin 1

Rapamycin

Temsirolimus

Everolimus

*

*

*

* * *



163 
 

 

 

Figure 3.31. Inhibition of cell viability and rRNA mediated by Torin 1 in RCC cells. The effect of 

Torin 1 on cell viability (blue) was assessed on A) ACHN and B) UoK111 cells treated with Torin 1 for 

72 hours. The effect of Torin 1 on rRNA synthesis (orange) was measured in A) ACHN and B) UoK111 

treated with Torin 1 for 2 hours and labelling nascent rRNA for the last 30 min with 5-EU. 5-EU detection, 

imaging and analysis were performed as described in materials and methods section 2.5 The error bars 

indicate Standard Error of the Mean for replicates of 3 wells of a single experiment. 

 

3.1.5 ActD and Torin 1 cause different cell cycle changes associated with loss 

of cell viability 

The cell viability assay used so far does not inform us on whether any reduction in the 

number of viable cells is due to a reduction in the rate of proliferation or an induction 

of cell death. Thus, cell cycle analysis was performed using flow cytometry. 
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3.1.5.1 Optimization of flow cytometry assay 

Prior to conducting the flow cytometry assay we optimised the detection of S-phase 

cells by incorporation of EdU in nascent DNA followed by detection with Click-

chemistry. In order to determine the EdU-incubation time that provides the optimal 

incorporation of EdU to detect the cell cycle stage of the cells, cells were pulsed with 

EdU for 15, 30 or 60 minutes as described in section 2.4.3, followed by fixation, 

staining for incorporated EdU with FITC-azide (Click detection) and total DNA with 7-

AAD, and flow cytometric analysis.  As can be observed in the density plots on Figure 

3.32, a 60-minute incubation provides a better resolution of the percentage of cells in 

S phase from the percentage of cells in G1 and G2, due to a higher incorporation of 

EdU detected with the BL-1 channel (see materials and methods section 2.4.3 for 

description of the channels used), while still maintaining an acceptable labelling time.  

To confirm that the assay is capable of identifying cell cycle changes in ACHN and 

UoK111 cells, cells were treated with ActD for 72 hours, then pulsed with EdU, fixed 

and stained as described in the materials and methods section 2.4. The concentrations 

of ActD used in this assay were determined as the concentrations of ActD that achieve 

minimum, half-maximum, and maximum inhibitory effect in cell viability. As can be 

observed in Figure 3.33, ACHN cells treated with 2.5 nM ActD show a decreased 

percentage of cells in S-phase and an increased percentage of cells in G1 compared 

to control and cells treated with 0.25 nM ActD (concentration that induces minimum 

inhibition of cell viability), which is consistent with cell cycle arrest at 2.5nM ActD and 

no effect on cell cycle or cell viability at 0.25nM. A slight increase in the percentage of 

cells with sub-G1 DNA content is also observed in cells treated with 2.5 nM ActD 

reflecting cell death, which for ActD is typically apoptotic (472). A complete shutdown 

of S-phase occurs in ACHN cells treated with 25 nM ActD, along with significant 

increase of cell death compared to control and cells treated with 0.25 nM and 2.5 nM 

ActD. Correlation between increasing concentrations of ActD with increased cell death 

and decreased percentage of cells in S-phase was confirmed with Spearman’s 

correlation coefficients of 0.8 and -0.8, respectively, although the correlation is not 

significant as there is not enough data. Figure 7.7 in the appendix presents the dot 

plots and histograms created for identification of percentage of ACHN cells in G1, S, 

G2 and cell death after treatment with increasing concentrations of ActD.  
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Figure 3.32. Testing of different EdU-incubation times for optimal segmentation of cell cycle 

stages using labelled nascent DNA with EdU and detection using Click and flow cytometry. The 

density dot plots illustrate gating of cell populations in G1 (R1), S (R3), G2 (R2) phases, and dead cells 

(R4) depending on the signal of total DNA detected by 7-AAD staining on the X-axis and the nascent 

DNA labelled with Click-chemistry, detected by 6-FAM staining on the Y-axis. The histogram displays 

an overlay of the cell populations in G1 (green), S (pink), G2 (blue), and cell death (red) identified in the 

density plots, in respect to the 7-AAD fluorescent intensity, which is correlated to the amount of DNA 

within each cell. The tables on the right present the percentage of cells in the different stages of cell 

cycle according to intensity of 7-AAD and 6-FAM in the density plots. Initial population was gated to 

reject doublets using Attune recommended peak height vs Area, as described in method and materials 

section 2.4.6. 
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Figure 3.33. Identification of cell cycle changes in ACHN cells treated with ActD by labelling 

nascent DNA with EdU and detecting using Click and flow cytometry. Identification of cell 

populations in ACHN cells treated with increasing concentrations of ActD was performed as described 

in materials and methods section 2.4.6. The percentage of cells in S-phase diminishes in ACHN cells 

treated with increasing concentrations of ActD. The percentage of dead cells increases with increasing 

concentrations of ActD. The percentage of the cells distributed in the different stages of cell cycle was 

performed on data obtained from a single experiment.  

 

 

Figure 3.34 Identification of cell cycle changes in UoK111 cells treated with ActD by labelling 

nascent DNA with EdU and detecting using Click and flow cytometry. Identification of cell 

populations in UoK111 cells treated with increasing concentrations of ActD was performed as described 

in materials and methods section 2.4.6. The percentage of cells in S-phase diminishes in UoK111 cells 

treated with increasing concentrations of ActD. The percentage of dead cells increases with increasing 

concentrations of ActD. The percentage of dead cells increases with increasing concentrations of ActD. 

The percentage of the cells distributed in the different stages of cell cycle was performed on data 

obtained from a single experiment. 
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UoK111 cells treated with 1.5 nM ActD (IC50 for inhibition of viability of UoK111 cells, 

Figure 3.34) also display arrest of cell cycle with decreased percentage of cells in S-

phase and increased percentage of cells in G2, compared to the control (Figure 3.34). 

The percentage of dead cells increases in this group compared to the control and 

treatment with 0.2 nM ActD. UoK111 treated with 100 nM display complete shutdown 

of S-phase and induction of cell death. As with ACHN cells, a strong correlation was 

established between increasing concentrations of ActD and increased sub-G1 

population with a Spearman’s correlation coefficient of 0.8, while a strong negative 

correlation between increasing concentrations of ActD and percentage of cells in S-

phase was observed, with a coefficient of -0.8, however there is no enough power to 

establish significance. Figure 7.8 in the appendix shows the analysis of flow cytometry 

data using dot plots and histograms for identification of percentage of UoK111 cells in 

G1, S, G2 and cell death after treatment with increasing concentrations of ActD. 

To further demonstrate the capacity of our system to detect cell cycle changes we 

assessed the changes in ACHN cells in conditions of perturbation of the cell cycle 

completely independent from the ones we intended to test. For this purpose, ACHN 

cells were treated either with 10µM etoposide, which induces arrest in the G2 phase 

(473) or with 1 µM staurosporine, which is a potent inducer of apoptosis (474) for 24 

hours, then pulsed with EdU, fixed and stained as described in section 2.4. As can be 

observed in Figure 3.35, ACHN cells treated with etoposide show the expected 

increase in G2 phase cells at the expense of G1 and S phases, While ACHN cells 

treated with staurosporine display a marked increase in sub-G1 cells (cell death). 

Taken together, these results confirm that the technique is capable of detecting 

changes in all phases of the cell cycle. 
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Figure 3.35. Identification of cell death and segmentation of cell populations into cell cycle 

stages in ACHN cultures treated with staurosporine and etoposide for 24 hours. The stacked 

column plot shows the different cell populations (G1, S, G2, and cell death) identified within the control, 

etoposide-treated and staurosporine-treated cultures by detection of EdU-labelled DNA with Click-

chemistry and 7-AAD staining using flow cytometry. 

3.1.5.2 Cell cycle changes induced by ActD in RCC cells 

Having validated the flow cytometry technique used, we next analysed the cytostatic 

and cytotoxic effect of ActD on ACHN and UoK111 cells, we compared the observed 

percentages of S-phase cells and sub- G1 cells in independent experiments. Figure 

3.36 shows the percentages of cells observed for each of those populations in ACHN 

and UoK111 cells treated with ActD doses that corresponded to the IC50 and minimum 

and maximum plateau regions of the cell viability response curves (Figures 3.22 and 

3.23). As can be seen in Figure 3.36 A and B, the effect of ActD doses over the 

maximum slope region (IC50) of the viability dose response curve is more marked on 

the proportion of cells in S-phase, while strong induction of cell death is only observed 

at high doses. It is noticeable that the error bars for most of the means are relatively 

small for n=5, demonstrating the strong reproducibility of the flow cytometry analysis. 

The exceptions to this are the error bars in S-phase fraction of UoK111 cells at IC50 

(probably due to an underestimation of the IC50 in a region of maximal dose 

dependence), and the fraction of dead cells in both cell lines at maximum ActD dose 

(probably due to cell fragility and variability in the recovery of dead cells). 
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Figure 3.36 Percentage of S-phase cells (A) and sub-G1 cells (B) detected by flow cytometry on 

ACHN and UoK111 cells (indicated) treated either with DMSO (Ctrl) or with different doses of 

ActD. The ActD doses were obtained from the cell viability dose-response curves and were as follows: 

ACHN cells: Min=0.25nM, IC50=2.5nM, Max=25nM; UoK111 cells: Min=0.2nM, IC50=1.5nM, 

Max=100nM. Bars indicate mean percentages from 5 independent experiments. The error bars indicate 

Standard Error of the Mean. 
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differences in percentages of a cell cycle population under different treatments; 

however, the statistical distributions of percentages or proportions are not symmetrical 

and normal, thus precluding the standard ANOVA approach. The solutions to this 
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correlation is statistically significant and the sign of the  parameter indicates whether 

the effect increases (+) or decreases (-) with increasing ActD concentration. Table 3.2 

shows the p-values obtained using each of those approaches.  

 

Table 3.2. Multifactorial analysis of the cell cycle fractions shown in Figure 3.36 A and B. 

Numbers indicate the p-values calculated for the different statistical tests indicated in the text, except 

for Spearman’s analysis, where  is also shown. Note that for ANOVA the Bonferroni-corrected 

significance level is 0.0125. 

Fraction  
Cell 
Line  

Uncorrected  logit  K-W  

Spearman 

n  


p-
value 

sub-G1  

ACHN  0.0026  0.0002  0.0057  0.826 
7.1 

x10-06 
5  

UoK111  0.0002  0.0011  0.0099  0.752 0.0001 5  

S-phase  

ACHN  8.50x10-11  
6.77x10-

6  
0.0022  -0.84 

3.41 
x10-06 

5  

UoK111  4.25x10-5  
1.26x10-

6  
0.0120  -0.628 0.003 5  

  
The data shown in Table 3.2, validates the conclusions from Figure 3.36  A and B that 

both the S-phase and sub- G1 fractions vary with ActD treatment in a dose-dependent 

manner in both cell lines studied. This data supports the conclusions from Figure 3.36 

A and B mentioned above, that cell death becomes prominent only at high ActD doses 

(the maximum plateau region in the cell viability dose-response curve – see figures 

3.22 and 3.23).  

 

3.1.5.3 ATP-competitive mTORC1/2 inhibitors have a cytostatic effect on RCC 

cells 

To examine the effect of mTOR inhibitors on the cell cycle, and to determine if the 

reduction of cell viability of ACHN and UoK111 cells treated with Torin 1 observed in 

section 3.1.3 is caused by a cytostatic effect driving cell cycle arrest or by promotion 

of cell death, the cell cycle profiles at key concentrations were analysed on ACHN and 

UoK111 cells treated with increasing concentrations of Torin 1. ACHN cells were 

treated with 0.5 nM, 15 nM and 500 nM Torin 1 for 72 hours, and processed for 

EdU/7AAD labelling and flow cytometric analysis as described in section 2.4. Analysis 

of flow cytometry data is shown in the appendix section 7.4. 
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As observed in Figure 3.37 A), 0.5 nM Torin 1, a concentration within the region with 

no effect on cell viability (see Figure 3.29), has no apparent effect on the cell cycle of 

ACHN cells, with comparable percentages of cells in G1, S, G2 and cell death to those 

obtained in the untreated control. The percentage of cells in S-phase is slightly 

reduced in a concentration dependent manner in concentrations between 0.5-100 nM. 

However, complete shutdown of S-phase is achieved in ACHN treated with 500 nM 

Torin 1.  

Similarly, Figure 3.37 B) shows that treatment of UoK111 cells with increasing 

concentrations of Torin 1 taken from Figure 3.30, reduce the percentage of cells in S-

phase in a concentration-dependent manner. Together, these results suggest that 

Torin 1 has a cytostatic effect on ACHN and UoK111 cells, promoting cell cycle arrest.  
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Figure 3.37. Effect of increased concentrations of Torin 1 on the cell cycle of A) ACHN and B) 

UoK111 cells. The stacked column plot displays the percentage of cells identified as populations in G1, 

S, G2, and cell death detecting EdU-labelled DNA with Click-chemistry and 7-AAD staining using flow 

cytometry. The percentage of dead cells increases with increasing concentrations of ActD. The 

percentage of the cells distributed in the different stages of cell cycle was performed on data obtained 

from a single experiment. 

An analysis similar to the one shown for ActD in Figure 3.36 was also performed on 

flow cytometry data for Torin 1-treated cells and is shown in Figure 3.38 A and B. The 

doses for each experiment were determined from an accompanying cell viability dose-

response study and fell in the concentration ranges indicated in the figure legend.  
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Figure 3.38. Percentage of S-phase cells (A) and sub-G1 cells (B) detected by flow cytometry on 

ACHN and UoK111 cells (indicated) treated either with DMSO (Ctrl) or with different doses of 

Torin 1. The Torin 1 doses were obtained from the cell viability dose-response curves and were as 

follows: Min=doses below 5nM, IC50=10-50nM, Max=100nM or larger. Bars indicate mean percentages 

from 3-4 independent experiments. Error bars indicated SEM. The scale of the vertical axis in B was 

set to match the one used for ActD treatment (Figure 3.36). 

The multifactorial statistical analyses (Table 3.3) indicate that there is a dose effect of 

on the fraction of S-phase cells, as seen in Figure 3.38. There is no statistically 

significant effect of Torin 1 on cell death, but this part of the analysis may be slightly 

underpowered; nevertheless, the fraction of sub-G1 cells observed in Figure 3.38 B is 

similar for all treatments and untreated control such that even reaching statistical 

significance the biological relevance would be minimal.  
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Table 3.3. Multifactorial analysis of the cell cycle fractions shown in Figure 3.38 A and B. 

Numbers indicate the p-values calculated for the different statistical tests indicated in the text except 

for Spearman’s analysis, where  is also shown. Significant p-values are indicated in bold Note that for 

ANOVA the Bonferroni-corrected significance level is 0.0125. 

Fraction  
Cell 
Line  

Uncorrected  logit  K-W  

Spearman 

n 


p-
value 

sub-G1  

ACHN  0.4346  0.3409  0.2370  0.0089 0.976 3 

UoK111  0.1557  0.1441  0.1690  0.358 0.209 4 

S-phase  

ACHN  2.93x10-7  0.0006  0.0249  -0.751 0.002 3 

UoK111  4.38x10-5  0.0023  0.0189  -0.86 8x10-5 4 

To assess if allosteric inhibitors can promote cell cycle arrest in RCC cell lines, ACHN 

and UoK111 were treated with different concentrations of rapamycin, temsirolimus and 

everolimus for 72 hours and the DNA was labelled using Click-chemistry as described 

in the methods section 2.4. Figure 3.39 illustrates the effects of Rapamycin, 

Temsirolimus and Everolimus on the cell cycle of ACHN cells and the entire analysis 

of the flow cytometry data is available in the appendix Figures 7.11, 7.12, and 7.13, 

respectively. As can be observed, the percentage of cells in S-phase is reduced 

slightly upon treatment with rapamycin. Nevertheless, reduction of the percentage of 

cells in S phase does not appear to be driven by higher concentrations of the drug 

since the Spearman’s correlation is not statistically significant (p-value= 0.2). The 

percentage of cell death remains below 3% even 500 nM, and the Spearman’s 

correlation among higher concentration of Rapamycin and increased percentage of 

cell death is not statistically significant (p-value=0.6). These results indicate that 

rapamycin does not induce cell cycle arrest nor cell death in ACHN cells, and are 

consistent with the observations made in section 3.1.4.2, where it was shown that 

rapamycin does not affect cell viability of ACHN cells (see Figure 3.29). Rapamycin 

treatment does not affect the cell cycle of UoK111 cells either. As illustrated in Figure 

3.40 and in the appendix Figure 7.14, the percentage of cells in S-phase is only 

reduced by 8% at the highest concentration of Rapamycin tested (500 nM) compared 

to the control. In addition, decrease of the percentage of cells in S phase does not 

correlate with increasing concentrations of Rapamycin used in this assay (p-

value=0.6). The percentage of cell death is increases by 1.36%, 1.22% and 2.33% in 
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Uok111 cells treated with 15 nM, 50 nM, and 500 nM, respectively, with no correlation 

(p-value=0.6), suggesting that rapamycin does not associate with a cytostatic nor a 

cytotoxic effect in UoK111 cells. These results are consistent with absence of effects 

of rapamycin on cell viability of UoK111 cells, presented on section 3.1.4.2 (see Figure 

3.30). 

Figure 3.39 and appendix Figure 7.12 demonstrate that Temsirolimus does not affect 

significantly the cell cycle of ACHN cells, with a reduction of the percentage of cells in 

S-phase from 43.82% in the control to 40.52%, 40.42%, and 38.17% in cells treated 

with 15 nM, 50 nM and 500 nM Temsirolimus, respectively. Although Spearman 

correlation between increased concentration of Temsirolimus and reduction of the 

percentage of cells in S-phase is statistically significant with a p-value of 2.22x10⁻¹⁶, 

the percentage of cells in S-phase is only reduced by 5.65% at the highest 

concentration tested (500 nM) compared to the control, which renders the alteration 

observed in the cell cycle as not relevant for the purposes of this study. Additionally, 

a minor change in the percentage of cell death is observed, from 1.77% to 3.24% in 

ACHN cells treated with 500 nM Temsirolimus, but the correlation between the 

concentration of this drug and the slight increase of cell death is not significant (p-

value=0.2). These results are consistent with the lack of effect of Temsirolimus in 

viability of ACHN cells observed in section 3.1.4.2 (see Figure 3.29). 

 

Figure 3.39. Effect of increased concentrations of allosteric mTORis on the cell cycle of ACHN 

cells. The stacked column plot displays the percentage of cells identified as populations in G1, S, G2, 
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and cell death by detecting EdU-labelled DNA with Click-chemistry and 7-AAD staining using flow 

cytometry. The percentage of dead cells increases with increasing concentrations of ActD. The 

percentage of the cells distributed in the different stages of cell cycle was performed on data obtained 

from a single experiment. 

As illustrated in Figure 3.40 and appendix Figure 7.15, UoK111 cells treated with 

Temsirolimus present a slight decrease in the percentage of cells in S-phase 

compared to the control, shifting from 41.50% to 39.95%, 37.18%, and 34.08% when 

treated with 15 nM, 50 nM and 500 nM, respectively. The variation in the percentage 

of S-phase cells correlates with the increased concentrations of Temsirolimus 

(p=2.22x10⁻¹⁶), however, the percentage of cells in S-phase after treatment with 500 

nM only decreases by 7.4%. The percentage of cell death also displays a minor 

increase of almost 4% in cells treated with 500 nM Temsirolimus compared to the 

control, but the correlation of cell death and the concentration of Temsirolimus is not 

significant (p-value=0.2). Overall, Temsirolimus does not appear to have a cytostatic 

effect in UoK111 cells, which is consistent with the effects on cell viability of UoK111 

treated with Temsirolimus observed in the section 3.1.4.2 (see Figure 3.30).  

Figure 3.40. Effect of increased concentrations of allosteric mTORis on the cell cycle of UoK111 

cells. The stacked column plot displays the percentage of cells identified as populations in G1, S, G2, 

and cell death by detecting EdU-labelled DNA with Click-chemistry and 7-AAD staining using flow 

cytometry. The percentage of dead cells increases with increasing concentrations of ActD. The 

percentage of the cells distributed in the different stages of cell cycle was performed on data obtained 

from a single experiment. 
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Lastly, results of ACHN and UoK111 cells treated with Everolimus are displayed in 

Figures 3.39 and 3.40, and the appendix Figures 7.13 and 7.16, respectively. As 

observed in said Figures, Everolimus had no effect on the cell cycle of either ACHN 

or UoK111 cells, nor did it induce cell death, which is consistent with the lack of effect 

of Everolimus on viability of ACHN and UoK111 cells described in section 3.1.4.2 (see 

Figures 3.29 and 3.30). 

Since Rapamycin is a good representation of allosteric mTOR inhibitors and appears 

to show some small degree of activity on the viability of RCC cells (Figure 3.27) we 

analysed the flow cytometric profiles of RCC cells treated with Rapamycin in a manner 

similar to the cases of ActD and Torin 1 treatments (Figures 3.36 and 3.38) Figure 

3.41 A and B show the percentages of cells in the S-phase and sub-G1 populations. 

Since there was no clear dose-response curve observed for cell viability (see Section 

3.1.4.2), Figures 3.41 A and B were constructed by grouping Rapamycin doses into 

low (≤100nM) and high (>100nM) concentrations. As can be seen in Figure 3.41 and 

confirmed by statistical analyses in Table 3.4, there is no significant effect of 

Rapamycin at any of the concentrations studied.  
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Figure 3.41. Percentage of S-phase cells (A) and sub-G1 cells (B) detected by flow cytometry on 

ACHN and UoK111 cells (indicated) treated either with DMSO (Ctrl) or with different doses of 

Rapamycin. The Rapamycin doses were obtained from the cell viability dose-response curves and 

were as follows: Low=doses below 50, High=500nM. Bars indicate mean percentages from 2 

independent experiments. Error bars indicated SEM. The scale of the vertical axis in B was set to match 

the one used for ActD treatment (Figure 3.36). 

 

Table 3.4. Multifactorial analysis of the cell cycle fractions shown in Figure 3.41 A and B. 

Numbers indicate the p-values calculated for the different statistical tests indicated in the text. except 

for Spearman’s analysis, where  is also shown. Significant p-values are indicated in bold Note that for 

ANOVA the Bonferroni-corrected significance level is 0.017. 

Fraction 
Cell 
Line 

Uncorrected logit K-W 

Spearman 

n 


p-
value 

sub-G1  

ACHN  0.773  0.721  0.795  -0.158 0.709 2  

UoK111  0.129  0.104  0.095  -0.109 0.816 2  

S-
phase  

ACHN  0.149  0.152  0.223  -0.727 0.041 2  

UoK111  0.231  0.233  0.331  -0.073 0.877 2  

 

Together, these results suggest that the ATP-competitive mTOR inhibitor Torin 1 can 

act as a cytostatic drug that can also induce cell death in certain cell lines, while 

allosteric inhibitors that only target mTORC1 do not promote cell cycle arrest nor cell 

death. 
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3.1.6 Conclusion 

This chapter aimed to establish a model system with which to test the hypothesis that 

modulation of nucleolar activity by targeting signalling pathways would sensitise the 

cells to the cytostatic/cytotoxic effect of the NFI ActD. Our data show that Torin 1 fulfils 

the requirement for the model system since it is a) demonstrably active at inhibiting 

phosphorylation of mTOR downstream targets (S6K and TIF-IA); b) capable of 

inhibiting rRNA synthesis as demonstrated by decreased 5-EU incorporation and c) 

capable of reducing cell viability. Moreover, the similarity of IC50s for those effects 

further supports the notion that they are related. 

Our results also suggest that the effect of mTORis on cell viability might be dependent 

on inhibition of nucleolar function. This will be discussed further in the general 

conclusions. 

In conclusion, these results demonstrate that the Torin 1/ActD is a suitable model 

system to test our hypothesis. 
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3.2 Sensitising RCC cells to nucleolar function inhibitors  

As discussed in section 1.5, the main hypothesis of this thesis is that cancer cells can 

be sensitised to chemotherapy directed against the nucleolus by using targeted 

therapies against selected metabolic pathways. In section 3.1, we demonstrated that 

an ATP-competitive mTOR inhibitor, Torin 1, was capable of: 1) inhibiting the 

phosphorylation of two key regulators of nucleolar activity; 2) inhibiting rRNA synthesis; 

3) reducing cell viability. Furthermore, the fact that the mTOR allosteric inhibitors 

tested had a minimal effect on both inhibition of rRNA synthesis and reduction of cell 

viability supported the notion that the two effects might be related in the 

cytostatic/cytotoxic action of mTOR inhibitors in vitro. Thus, we concluded that Torin 

1 offers a suitable model with which to test our hypothesis and that the allosteric mTOR 

inhibitors studied (Rapamycin, Temsirolimus and Everolimus) would constitute an 

optimal negative control.  

3.2.1 ATP-competitive inhibition of mTOR enhances the inhibition of rRNA 

synthesis by ActD 

We needed to determine two crucial points of our model. First, whether ActD and an 

ATP-dependent mTOR inhibitor would each maintain its rRNA synthesis inhibitory 

activity in the presence of the other drug; second, whether the inhibitory actions of 

both drugs would add. 

For this section of the work, the effect of drug combinations on rRNA synthesis, we 

changed the ATP-competitive mTOR inhibitor from Torin 1 to AZD8055 (404) for two 

reasons. First, while we had expected Torin 1 to enter clinical trials, this did not happen; 

instead, AZD8055 has completed four Phase I trials (see https://clinicaltrials.gov/) which 

makes it a more realistic therapeutic agent than Torin 1. Second, while we had 

successfully performed cell viability experiments using the ActD/Torin 1 combination, 

when we started the 5-EU incorporation studies for drug combinations we encountered 

problems with a new batch of Torin 1 (likely to be due to drug solubility) which 

produced unreliable results with IC50s several fold higher than those observed earlier 

(see Figures 3.13 and 3.14). Interestingly, AZD8055 is an ATP-competitive inhibitor of 

mTOR that inhibits phosphorylation of mTORC1 downstream targets S6K and 4EBP1, 

as well as mTORC2-dependent phosphorylation of Akt. Inhibition of the kinase activity 

of both mTOR complexes is key to prevent the over-activation of Akt that results from 

https://clinicaltrials.gov/
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feedback loop signalling upon rapamycin-induced inhibition of mTORC1. AZD8055 

has been observed to inhibit proliferation and cell cycle progression in vitro and to 

achieve significantly better tumour growth inhibition than rapamycin in vivo 

(404,475,476). Various phase 1 studies have proved AZD8055 to be safe and 

tolerable for patients with advanced solid tumours and lymphoma with a maximum 

tolerated dose of 90 mg twice a day (406,407,477). Thus, we continued with the work 

for this section using the ATP-competitive mTOR inhibitor AZD8055. 

To study rRNA synthesis in the presence of drug combinations, we first established 

the rRNA synthesis inhibition dose-response curves for each drug separately (not 

shown). With this information, we identified a concentration of AZD8055 alone that 

would produce an intermediate inhibitory effect (50 nM) and constructed the drug 

combination assay shown in Figures 3.42 A and B, which comprised a range of 

concentrations of the individual drugs plus a combination of varying ActD with constant 

AZD8055 at 50 nM. Figure 3.42 A and B show that, as predicted, the ATP-competitive 

mTOR inhibitor produced a Hill-like dose-response curve of 5-EU incorporation in both 

cell lines, confirming that it can cause rRNA synthesis inhibition as observed with Torin 

1 (Figures 3.13 and 3.14). When combined with AZD8055, the cellular response to the 

lower concentrations of ActD was capped to a maximum 5-EU incorporation equal to 

that of 50 nM AZD8055 alone (grey line in Figure 3.42 A and B), indicating that 

AZD8055 maintained its activity for the whole combination range. At higher ActD 

doses, 5-EU incorporation progressively diminished (grey line in Figure 3.42 A and B), 

indicating that ActD retained its inhibitory capacity in the mixture. From these results, 

we conclude that in a mixture of ActD and AZD8055 both drugs contribute to the 

inhibition of rRNA synthesis. Furthermore, these results give strength to our prediction 

that ATP-competitive mTOR inhibitors would inhibit rRNA synthesis. 
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Figure 3.42. rRNA synthesis dose-response curves for ActD and AZD8055 alone and in 

combination. A) ACHN cells and B) UoK111 cells were treated for 2 hours with the indicated doses of 

ActD alone (black line), AZD8055 alone (red line) or variable doses of ActD in the presence of a constant 

dose of 50nM AZD8055 (grey line), then labelled with 5-EU followed by fixation and Click detection as 

described in section 2.5. The white rhombus indicates the estimated response of AZD8055 alone at 

50nM. The dashed grey lines indicate the prediction interval of 95% confidence for the effect of 50 nM 

AZD8055. The error bars indicate Standard Error of the Mean for replicates of 3 wells (50-300 cells 

imaged per well) of a single experiment. 
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3.2.2 ATP-competitive inhibition of mTOR enhances the suppression of cell 

viability induced by ActD 

Having established that ActD and AZD8055 both cooperate to inhibit rRNA synthesis, 

we then studied whether the two drugs would similarly cooperate to suppress cell 

viability, as predicted by our model. To achieve this, we followed a strategy identical 

to that of the previous section (3.2.1) this time applied to an MTT assay. 

 

 
Figure 3.43. Cell viability dose-response curves for ActD and AZD8055 alone and in combination. 

A) ACHN cells and B) UoK111 cells were treated for 72 hours with the indicated concentration of ActD 

alone (black line), AZD8055 alone (red line) or variable concentration of ActD in the presence of a 

constant concentration of 50nM AZD8055 (grey line), then incubated with MTT and developed as 

described in section 2.3.1. The white rhombus indicates the estimated response of AZD8055 alone at 
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50nM. The dashed grey lines indicate the prediction interval of 95% confidence for the effect of 50 nM 

AZD8055. The error bars indicate Standard Error of the Mean for replicates of 3 wells of a single 

experiment. 

We constructed the drug combination assay shown in Figures 3.43 A and B, 

comprising a range of concentrations of the individual drugs plus a combination of 

varying ActD with constant AZD8055 at 50 nM. Figure 3.43 A and B show that 

AZD8055 supresses cell viability in both cell lines. When combined with AZD8055, the 

cellular response to the lower concentrations of ActD was capped to a maximum cell 

viability equal to that of 50 nM AZD8055 alone (grey line in Figure 3.43 A and B), 

indicating that AZD8055 maintained its activity for the whole combination range. At 

higher ActD concentrations cell viability progressively diminished (grey line in Figure 

3.43 A and B), indicating that ActD retained its inhibitory capacity in the mixture. From 

these results, we conclude that in a mixture of ActD and AZD8055 both drugs 

contribute to the suppression of cell viability. This is therefore an observation that 

strongly supports our working hypothesis. 

As stated above, we had also performed drug combination studies on the effects of 

ActD and Torin 1 on cell viability. The strategy that we followed was identical to that 

used for AZD8055, with a range of ActD concentrations in a mixture with a constant 

concentration of Torin 1 of 50 nM. 
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Figure 3.44. Cell viability dose-response curves for ActD and Torin 1 alone and in combination. 

A) ACHN cells and B) UoK111 cells were treated for 72 hours with the indicated concentrations of ActD 

alone (black line), Torin 1 alone (red line) or variable concentrations of ActD in the presence of a 

constant concentration of 50nM Torin 1 (grey line), then incubated with MTT and developed as 

described in section 2.3.1. The white rhombus indicates the estimated response of Torin 1 alone at 

50nM. The dashed grey lines indicate the prediction interval of 95% confidence for the effect of 50 nM 

Torin 1. The error bars indicate Standard Error of the Mean for replicates of 3 wells of a single 

experiment.  
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Figure 3.44 A and B shows that Torin 1 supresses cell viability in ACHN and UoK111 

cells. Similar to AZD8055, combination of low concentrations of ActD with Torin 1 

reduced cell viability to a comparable effect than that achieved by 50 nM Torin 1 alone,  

(grey line in Figure 3.44 A and B), indicating that the activity of Torin 1 was maintained 

throughout the combination range. Viability of ACHN and UoK111 cells was gradually 

reduced at higher concentration of ActD (grey line in Figure 3.44 A and B), indicating 

that the inhibitory effect of ActD was retained in the combinations with Torin 1. From 

these results we conclude that in a mixture of ActD and Torin 1 both drugs contribute 

to the suppression of cell viability. This observed behaviour of another ATP-

competitive mTOR inhibitor further supports our working hypothesis. 

3.2.3 Effect additivity analysis of the mixture of drugs in the suppression of 

cell viability 

As stated above, the results presented in Figures 3.43 and 3.44 indicate that both 

drugs retain inhibitory activity on cell viability in the presence of each other. Therefore, 

we wanted to confirm that the effects of both drugs are at least additive, that is, that 

there is no antagonism that the analyses of Figures 3.43 and 3.44 might miss. 

Furthermore, we wanted to extend our analyses to a range of concentrations for both 

drugs simultaneously, not just ActD. To achieve this, we applied the isobolographic 

analysis method, based on the drug additivity model of Loewe, which is mechanism-

independent (447,478) and we considered to be the most appropriate method for our 

purposes. 

The most commonly used approaches for the assessment of drug additivity are Bliss 

score and Loewe additivity (isobolograms) (for a comparison see (447,451,479). The 

Bliss model assumes that the targets of two drugs are independent and that the 

probability of a combination of such drugs achieving an effect on a cell is the 

multiplicative probability calculated for the statistically independent target eliminations 

(479). However, in the Bliss model a combination of a drug with itself may appear as 

synergistic or antagonistic (it violates the principle of sham combination – see 

explanation in (447). Loewe additivity, on the other hand, assumes that the two drug 

concentrations are equivalent if they produce the same effect, and that the total effect 

of the combination is the addition of the effects contributed by each drug (447). Thus, 

due to both the self-interaction issues presented by Bliss additivity, and the fact that 

Loewe additivity assumes identical targets (in our case, rRNA synthesis inhibition); 
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thus, the Loewe isobolograms was chosen to analyse the drug interactions tested in 

this investigation. However, while Bliss score, a “response additivity” method (447), 

only requires comparison of effects at a given concentration, Loewe isobologram, a 

“dose additivity” method (447), depends on estimation of the single drug 

concentrations that would give the same effect as observed in the combination. 

Specifically, the calculation of the most common drug combination measure obtained 

from isobolograms, the Combination Index (CI, or α, also called Interaction Index 

(447,478) requires, for a given effect level, the determination of the doses of the 

individual drugs that would achieve that effect, as well as the determination of the drug 

concentrations in the mixture that achieve the effect: 

𝛼 =
𝐴𝑀𝑖𝑥

𝐴𝐼𝑛𝑑𝑖𝑣
+

𝐵𝑀𝑖𝑥

𝐵𝐼𝑛𝑑𝑖𝑣
 

 

Where 𝐴𝐼𝑛𝑑𝑖𝑣 and 𝐵𝐼𝑛𝑑𝑖𝑣 are the doses at which each drug A and B would separately 

achieve the effect, and 𝐴𝑀𝑖𝑥 and 𝐵𝑀𝑖𝑥 are the concentrations of the drugs in a mix that 

reach that effect (note that CI/α may vary for different effect levels/concentrations). 

Therefore, the method requires full determination of the response curve parameters 

(which is assumed to follow the Hill equation - (446)).  

According to the drug dose equivalence principle on which an isobologram is 

constructed (447), if we determine the concentrations A₀ and B₀ of the individual drugs 

that produce a certain effect (typically 50%, in which case A₀ and B₀  are called IC50s), 

all mixing proportions of those drugs at those concentrations (that is, all combinations 

of p A₀ + (1-p) B₀, with 0≤p≤1) will produce the same level of effect. The resulting 

predicted curve of same effect is illustrated in Figure 3.45 A for a 50% effect (IC50).  

 

Drug B

Drug A

IC50

IC50

Drug B

Drug A

IC50

A B
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Figure 3.45. Isobologram construction scheme used in this work. A) Scheme of a basic 

isobologram. The dashed line indicates the pairs of concentrations of drugs A and B predicted to 

produce the same effect (50% in this case) when combined. From the dose response curves determined 

for each drug, isobolograms for any desired effect can be constructed. B) Combination response for 

constant A/B ratio mixing. 

Once an isobologram is constructed, any pair of combined concentrations can be 

tested (𝐴𝑀𝑖𝑥 and 𝐵𝑀𝑖𝑥 in the equation above). Here we test drugs mixed at a constant 

ratio (Figure 3.45 B) as it allows for the fitting of a dose response curve from which 

any effect level can later be extracted. 

Figure 3.46 A and B show the cell viability dose response curves for ActD, Torin 1, 

and a mixture of ActD and Torin 1 at constant ratio of concentrations for ACHN and 

UoK111 cells, respectively. Figure 3.46 C and D show the isobolograms constructed 

from the data of Figure 3.46 A and B, respectively (see legend for details). Figure 3.46 

E and F shows the Combination Indices calculated for the concentration pairs 

indicated in C and D, respectively. The 95% confidence intervals for the Combination 

Indices that span the value 1.0 indicate that at such concentrations the level of cell 

viability suppression caused by a combination of ActD and Torin 1 is compatible with 

an effect additivity model. These results confirm that both drugs maintain their activity 

in the presence of each other and that these activities combine to produce an added 

effect. 
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Figure 3.46. Isobolographic analysis of the cell viability response of a combination of ActD and 

Torin 1 mixed at constant concentration ratio. A: Curves for ACHN cells, B: curves for UoK111 cells, 

depicting the standardised MTT response for ActD alone (black), Torin 1 alone (red) and a mixture of 

ActD and Torin 1 at constant ration(grey). Cell treatments and times were performed as in Figure 3.44. 

The error bars indicate Standard Error of the Mean for replicates of 3 of a single experiment. C and D: 

isobolograms constructed for ACHN and UoK111 cells, respectively, constructed for effect levels of 

25%, 50% (thicker line), 70%, 80% and 90%, with the IC50 and its standard error indicated for each 

drug; the circles indicate the concentration pairs at which the drug combinations were tested. E and F: 

Plot for ACHN and UoK111 cells, respectively, indicating the Combination Indices measured for the 

various drug combination pairs tested. Only the ActD concentration is indicated on the vertical axis. 

Bars indicate the 95% confidence interval for the Combination Index of each pair. 
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3.2.4 Rapamycin also enhances the rRNA synthesis and cell viability 

suppression activity of ActD 

We next tested Rapamycin in combination with ActD as we were intrigued by the fact 

that it displayed an unaccountable ability to suppress both rRNA synthesis and cell 

viability. While this activity did not cause a significant suppression of either phenotype 

and did not produced a Hill-like saturation response curve, it was nevertheless 

consistently observed across all experiments and cell lines. 

Therefore, we first determined whether the addition of Rapamycin would have any 

effect on the capacity of ActD to inhibit rRNA synthesis. We performed this analysis 

with UoK111 cells only because in our experiments it was the cell line that more 

consistently and strongly showed an effect of Rapamycin on 5-EU incorporation. 

Figure 3.47 shows an rRNA synthesis response analysis performed identically to that 

of Figure 3.42, although the constant Rapamycin concentration was increased to 100 

nM in order to obtain a good response. It is clear from the Figure 3.47 that Rapamycin 

contributes to the inhibitory activity of ActD and that both drugs are simultaneously 

active in the mixture to suppress rRNA synthesis. 

 

Figure 3.47. rRNA synthesis response curves for ActD and Rapamycin alone and in combination. 

UoK111 cells were treated for 2 hours with the indicated concentrations of ActD alone (black line), 

Rapamycin alone (red line) or variable concentrations of ActD in the presence of a constant 

concentration of 100 nM Rapamycin (grey line), then labelled with 5-EU followed by fixation and Click 

detection as described in section 2.5. The error bars indicate Standard Error of the Mean for replicates 

of 3 wells (50-300 cells imaged per well) of a single experiment. 
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Next we studied the behaviour of the mixture of Rapamycin and ActD with respect to 

suppression of cell viability. Figure 3.48 A and B show the response curves for ACHN 

and UoK111 cells, respectively. Again, it can be seen that in both cell lines Rapamycin 

contributes to the inhibitory activity of ActD and that both drugs are simultaneously 

active in the mixture to suppress cell viability. 

 

Figure 3.48. Cell viability dose-response curves for ActD and Rapamycin alone and in 

combination. A) ACHN cells and B) UoK111 cells were treated for 72 hours with the indicated 

concentrations of ActD alone (black line), Rapamycin alone (red line) or variable concentration of ActD 

in the presence of a constant concentration of 50nM Rapamycin (A, grey line) or 30nM Rapamycin (B, 

grey line), then incubated with MTT and developed as described in section 2.3.1. The error bars indicate 

Standard Error of the Mean for replicates of 3 wells of a single experiment. 

From these results we speculate that Rapamycin, and possibly other allosteric 

inhibitors as well, exerts a limited amount of inhibition of rRNA synthesis which is not 

normally strong enough to cause a dramatic change in cell viability. However, when 
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Rapamycin is mixed with a NFI, this inhibitory effect adds to elicit a more dramatic 

phenotypic change. This possibility is further considered in the Discussion section. 

It is important to note that the Loewe additive method (also Bliss score) applies to any 

dose dependent phenotype, provided it can be quantitated. Therefore, here we shall 

apply this same mechanism independent analysis to inhibition of both cell viability 

(MTT response) and rRNA synthesis (5-EU incorporation). However, time-dependent 

changes in cell viability can be due to cell cycle arrest or to cell death (cytostatic or 

cytotoxic effects), but isobolograms cannot detect any changes in the mechanism of 

cell viability reduction that might occur when drugs are combined, only total cell 

viability. Therefore, transitions from cytostatic to cytotoxic responses will be studied by 

cell cycle analysis as well. 

3.2.5 Cytostatic and cytotoxic components of the inhibition of cell viability with 

drug combinations 

The drug combination analyses that we utilised above measure changes in cell viability 

(standardised MTT assay response) in response to varying concentrations of the 

drugs studied. However, this analysis does not resolve whether those changes in the 

numbers of viable cells are due to cell cycle arrest or to cell death. As we showed in 

section 3.1.5.2, the reduction in cell viability caused by treatment with Torin 1 appears 

to be mediated mainly by cell cycle arrest (reduction of the proportion of cells in S-

phase) with very limited cytotoxicity. ActD, on the other hand, was both cytostatic and 

cytotoxic, with the effects prominent at lower and higher concentrations, respectively 

(see section 3.1.5.1 and see below). Therefore, we also needed to determine which 

effect dominated the cell viability response when drugs were combined. In particular, 

we wanted to determine whether the cytotoxic effect of ActD might be boosted by the 

presence of Torin 1, something suggested as possible by the stronger maximum 

inhibitory effects observed in the drug combinations compared with the individual 

drugs (see particularly Figure 3.44 A). 

To study the cytostatic and cytotoxic components of the cellular response to the drug 

combinations, again we resorted to cell cycle analysis (see section 2.4). Figure 3.49 

shows the proportions of cell cycle phases observed in ACHN (3.49 A) and UoK111 

cells (3.49 B) treated with ActD and Torin 1 either alone or in combination, using drug 

concentrations that represent regions of maximum slope (near the IC50) and of 
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maximum effect. As can be seen for both cell lines (Figure 3.49 A, B), near the IC50 

ActD causes a strong reduction in the proportion of S-phase cells with a moderate 

increase in the sub-G1 fraction, which indicates cell death (presumed here to be 

apoptosis based on the behaviour of ActD (472), but not experimentally confirmed). At 

high concentrations there is a virtual disappearance of S-phase cells and a prominent 

cytotoxic response. Torin 1, on the other hand, induces practically no cell death at any 

concentration but induces a concentration-dependent decrease of the S-phase 

population in both cell lines (Figure 3.49 A, B). In both cell lines, the combinations of 

drugs at the concentrations of maximum effects cause an increase in the sub-G1 

fraction (Figure 3.49 A, B). The Bliss approach statistically independent target 

elimination by both agents (447) is valid here, and applied to the data of Figure 3.49 

A, B, results in Scores of 1.44 and 1.00 for ACHN and UoK111 cells, respectively, 

suggesting that the combination is additive, if not synergistic for cell death. 

Nevertheless, it should be noted that, unlike the Loewe additivity model, if one of the 

drugs of the combination has no activity at all, the Bliss model would still produce a 

score of 1.0. 

It is interesting to notice that, as our studies show (see for example Figures 3.31 A 

and B), drug treatments that cause prominent cell death always coincide with a 

massive shutdown of rRNA synthesis (~90%), while sub-maximal rRNA synthesis 

inhibition correlates with a cytostatic effect. This correlation suggests a possible 

explanation for the additive effect on cell death by a drug (Torin 1) which in our system 

appears only to be cytostatic: the rRNA synthesis inhibition caused by Torin 1, while 

by itself not strong enough to cause cell death, in combination with a sub-maximal 

dose of ActD might drive cells to abrogate enough nucleolar function to mediate cell 

death. This possibility is further explored in the Discussion section. 
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Figure 3.49. Effect of ActD and Torin 1 combinations on the cell cycle of RCC cells. A) ACHN and 

B) UoK111 cells treated with ActD and Torin 1 alone and in combination for 72 hours, followed by 

labelling of DNA with click chemistry, staining with 7-AAD, and flow cytometry analysis, as described in 

sections 2.4.5 and 2.4.6. A) The combination of 2.5 nM ActD with 50 nM Torin 1 significantly reduces 

the percentage of ACHN cells in S phase compared to the single drugs, while the combination of 25 nM 

ActD and 50 nM Torin 1 increases the percentage of cell death compared to the single drugs. B) The 

combination of 0.2 nM ActD with 50 nM Torin 1 significantly reduces the percentage of cells in S phase 

compared to the single drugs. The combination of 100 nM ActD and 50 nM Torin 1 increases the 

percentage of cell death compared to the single drugs. The percentage of the cells distributed in the 

different stages of cell cycle was performed on data obtained from a single experiment. Torin=Torin 1 
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Similarly, to demine if the reduction in viability of ACHN and UoK111 cells treated with 

combinations of ActD and AZD8055 observed in section 3.2.2 (Figure 3.43) is due to 

cell cycle arrest or to cell death we implemented cell cycle analysis using flow 

cytometry (see section 2.4). Figure 3.50 A) shows that in ACHN cells treated with 

increasing concentrations of ActD, the S-phase cell populations decrease dramatically, 

from 39.87% in cells treated with 0.25 nM to 4.39% when increasing the concentration 

by ten-fold, and to 0.43% when increasing ActD concentration by 100-fold. These cells 

also present increased percentages of cell death that change from 2.81% in ACHN 

treated with 0.25 nM ActD, to 4.56% and further 23.7% when treated with 2.5 nM and 

25 nM, respectively. The effect of increased concentrations of AZD8055 in ACHN cells 

is less prominent than that of ActD, but decreased percentage of cells in S-phase is 

observed, diminishing from 48.8% to 41.81% and 35.78% when treated with 5 nM, 50 

nM and 500 nM, respectively. There was no increase in the percent of cell death 

observed in ACHN cells treated with any AZD8055 concentration. Importantly, the 

combinations of 2.5 nM and 25 nM ActD with 50 nM AZD8055 show decreased 

populations of cells in S-phase compared to those observed with the single drugs. 

Additionally, the cells treated with 25 nM ActD and 50 nM AZD8055 display increased 

cell death (38.75%) compared to those observed in ACHN cells treated with 25 nM 

ActD alone (23.7%). These results are consistent with the effects observed for these 

combinations on viability of ACHN cells, presented in section 3.2.2.  

Figure 3.50 B shows that UoK111 cells treated with increased concentrations of ActD 

display reduced populations of cells in S-phase that change from 34.52% when treated 

with 0.2 nM to 21.28% and 1.05%, when increasing the ActD concentration to 1.5 nM 

and 100 nM, respectively. Increased concentration of AZD8055 resulted in a 4.46% 

increase of cell death, and 11.16% decrease in the population in S-phase, comparing  

UoK111 cells treated with 500 nM versus 5 nM AZD8066. The combinations of ActD 

with 50 nM AZD8055 resulted in reduced percentages of cells in S-phase compared 

to treatment with ActD alone. The combination of 100 nM ActD with 50 nM AZD8055 

also increased the percentage of cell death.  
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Figure 3.50. Effect of ActD and AZD8055 combinations on the cell cycle of RCC cells. A) ACHN 

and B) UoK111 cells treated with ActD and AZD8055 alone and in combination for 72 hours, followed 

by labelling of DNA with click chemistry, staining with 7-AAD, and flow cytometry analysis, as described 

in sections 2.4.5 and 2.4.6. A) The combination of 2.5 nM ActD with 50 nM AZD8055 significantly 

reduces the percentage of cells gated in S phase compared to the single drugs, while the combination 

of 25 nM ActD and 50 nM AZD8055 decreases the percentage of S-phase cells and increases the 

percentage apoptotic cells compared to the single drugs. B) The combination of 100 nM ActD and 50 

nM AZD8055 decreases the percentage of S-phase cells and increases the percentage apoptotic cells 

compared to the single drugs. The percentage of the cells distributed in the different stages of cell cycle 

was performed on data obtained from a single experiment. 
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To further explore if the effects of the combinations of ActD and Rapamycin on viability 

of ACHN and UoK111 cells observed in section 3.2.4 (Figure 3.48) is due to cell cycle 

arrest or to cell death, we implemented cell cycle analysis using flow cytometry (see 

section 2.4).  

Figure 3.51. Effect of ActD and Rapamycin combinations on the cell cycle of RCC cells. A) ACHN 

and B) UoK111 cells treated with ActD and Rapamycin alone and in combination for 72 hours, followed 

by labelling of DNA with click chemistry, staining with 7-AAD, and flow cytometry analysis, as described 

in sections 2.4.5 and 2.4.6. A) The combination of 2.5 nM ActD with 50 nM Rapamycin further reduces 

the percentage of cells in S phase compared to 2.5 nM ActD alone, while the combination of 25 nM 
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ActD and 50 nM Rapamycin slightly increases the percentage cell death compared to the single drugs. 

B) The combination of 50 nM Rapamycin and ActD at 0.2 nM, 1.5 nM and 100 nM increase the 

percentage of cell death compared to the single drugs. The percentage of the cells distributed in the 

different stages of cell cycle was performed on data obtained from a single experiment. 

Rapa=Rapamycin. 

 

Figure 3.51 A) shows reduction of the percentage of cells in S-phase and increased 

cell death in ACHN cells treated with increasing concentrations of ActD, as it has 

consistently being shown, while Rapamycin treatment did not elicit any changes in the 

cell cycle. The combination of ActD 2.5 nM with Rapamycin 50 nM displays slight 

reduction of the percentage of cells in S-phase compared to ActD alone. In Figure 3.51 

B), UoK111 cells treated with increasing concentrations of ActD display reduced 

percentage of cells in S-phase and increased cell death. Treatment with Rapamycin 

showed a slight increase of cell death and reduction of the percentage of cells in S-

phase. Combination of ActD 100 nM with Rapamycin 50 nM increased the percentage 

of cell death compared to ActD 100 nM alone.  

 

Together, these results suggest that the combination of competitive mTOR inhibitors 

with ActD increase the cytostatic/cytotoxic effect of ActD alone, by reducing the 

percentage of cells in S-phase and promoting cell death at higher concentrations.  

 

3.2.6 Conclusion 

In this chapter, we aimed to test the hypothesis that modulation of nucleolar activity 

by targeting signalling pathways would sensitise the cells to the cytostatic/cytotoxic 

effect of the NFI ActD. The data presented shows that when used in combination, 

competitive inhibitors of the mTOR pathway maintain their inhibitory effect on the 

synthesis of rRNA and cell viability and it suggests that their additive interaction 

contributes to enhance the cytostatic/cytotoxic effects of ActD. 

Our data shows that even when the allosteric inhibitor Rapamycin display limited 

inhibition of rRNA synthesis and cell viability at the concentrations tested, it contributes 

to the inhibitory activity of ActD when used in combination. This can be observed in 

figure 3.48, where ACHN and UoK111 cells treated with low concentrations of ActD in 

combination with rapamycin display decreased cell viability compared to cells treated 

with ActD alone. 
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In conclusion, these results demonstrate that in the combination of the NFI ActD with 

mTOR inhibitors, the inhibitory effect of both drugs on the synthesis of rRNA and cell 

viability is maintained, and suggests that the cytostatic/cytotoxic activity of ActD might 

be elicited. 
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4. Discussion  

As outlined in section 1.5, the primary aims of this thesis were to assess if mTOR 

inhibitors effectively modulate nucleolar function in RCC cell lines, and if they can be 

used to sensitise cancer cells to the effects of nucleolar function inhibitors. The 

rationale behind these research aims included first the relevance of kidney cancer 

being among the ten types of cancer with highest incidence in the UK, and for which 

mortality rates have increased over 70% since the early 1970s (1). Of particular 

interest for this research is the fact that RCC accounts for 85% of kidney cancers and 

that survival to this type of cancer is deeply associated with the stage at diagnosis, 

where only a 12% 5-year survival rate is observed in patients diagnosed with 

metastatic RCC (2). As discussed in section 1.2, patients with metastatic cancer are 

often treated with systemic therapies and this is also the case for patients with 

advanced RCC, for whom treatment has changed drastically over the last 20 years 

with the development of new treatments such as mTOR inhibitors (480). Nevertheless, 

toxicity of these drugs, consequence of limited therapeutic index, remains a relevant 

issue as side effects severely affect the quality of life of the patients and their ability to 

continue the administration of the treatment (3–5). This, in addition to the expensive 

and time-consuming processes involved in the development of new drugs, underline 

the need to optimise the efficacy of the existing drugs for the treatment of patients with 

advanced RCC. The approach to address the latter proposed in the present thesis, 

relies in a strategy to sensitise RCC cells to the effects of nucleolar function inhibitors, 

particularly given the fact that changes in the morphology of the nucleoli are 

associated with high aggressiveness and poor prognosis of RCC patients (6), and the 

role that dysregulated nucleolar activity plays on increased proliferation of cancer cells 

(7). Additionally, identification of cellular pathways that modulate the nucleolar function 

for which targeted therapy exist, as is the case for the mTOR pathway (8,9), propels 

mTOR inhibitors as potential candidates for target-sensitised chemotherapy, 

especially when mTOR inhibitors are amongst the standard treatments for metastatic 

RRC. The proposed therapeutic strategy presented here will be the focus of discussion 

in this section.  

Data presented in section 3.1 begins to address the aims of this thesis by assessing 

the effect of two types of mTOR inhibitors, allosteric and ATP-competitive inhibitors, 
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on the activity of mTOR using Western Blot to identify changes in the phosphorylation 

of two mTORC1 substrates, S6K and 4EBP1, which are the best known and most 

widely used markers of mTOR activity. The results shown in this section revealed that 

both types of mTOR inhibitors abrogate the phosphorylation of S6K at Thr389 in ACHN 

and UoK111 cells at low nanomolar concentrations. Additionally, the Western Blots of 

ACHN and UoK111 cells treated with mTOR inhibitors probing for 4EBP1 show that 

at concentrations around 1-2 nM there is a transition from an α-rich to β-rich pattern 

that is consistent with the concentrations at which inhibition of S6K phosphorylation at 

S389 is observed. A heightened intensity in the β and γ bands is observed in both cell 

lines treated with any mTOR inhibitor studied at concentrations 10 nM, 20 nM and 200 

nM, which indicate, as expected (481,482), that the mTOR inhibitors tested effectively 

affect mTORC1 activity. While the use of an antibody against phosphorylated 4EBP1 

at Thr37/46 was assessed here, 4EBP1 is actually known to have at least 7 

phosphorylation sites out of which 5 are known to be phosphorylated by mTOR (455). 

For this reason, it was decided to use an antibody against total 4EBP1, and rely on 

the analysis of the different bands, which represent conformational variations of 

4EBP1 that results from distinct phosphorylation pattern. Therefore, these data serve 

to inform the phenotypic studies to follow and draw attention to possibly different 

behaviours between allosteric and ATP-competitive inhibitors. 

Increased signal of 4EBP1 β- and γ-forms in ACHN and UoK111 following treatment 

with allosteric and ATP-competitive mTOR inhibitors might  indicate changes in the 

phosphorylation status of 4EBP1 and/or increased expression of 4EBP1. Interestingly, 

hyper-phosphorylation and over-expression of 4EBP1 have been widely reported 

across different types of cancer, including ccRCC, and these markers are associated 

with worsening prognosis of cancer patients (483–485). It has been observed that 

activation of ERK and p38 decrease expression of 4EBP1 (486). Considering that ERK 

and p38 are mitogen-activated protein kinases, an inhibitory off-target effect of 

mTORis on these kinases could be causing increased expression of 4EBP1. 

Furthermore, HIF-1α has been reported to contribute to 4EBP1 expression (487), 

while HIF-1α transcription has been shown to be promoted by mTORC1 activity and 

repressed following rapamycin treatment (488). Thus, reduced transcription of HIF-1α 

following inhibition of mTORC1 activity in ACHN and UoK111 treated with mTORis 
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could account for the increased signal of 4EBP1 β- and γ-forms observed in figures 

3.5 and 3.7. The increased signal of 4EBP1 bands following treatment with mTORis 

could also be the outcome of prevention of 4EBP1 degradation. Although 

phosphorylation is an important mechanism for protein ubiquitination and subsequent 

degradation, in proteins that require multi-site phosphorylation such as 4EBP1, which 

has at least 7 phosphorylation sites, it can contribute to the stabilisation of short-lived 

protein (485). Therefore, changes in the phosphorylation of 4EBP1 after treatment 

mTORis might not be sufficient for ubiquitination and degradation of 4EBP1.  

The microplate-based analysis of rRNA synthesis used through this thesis to assess 

the effects of the drugs on the nucleolar function, consists on detection of nascent 

RNA labelled with 5-EU using Click chemistry, for which pulse labelling recommended 

time is between 30 to 60 minutes (489). Having compared the signal of 5-EU-labelled 

rRNA in cells that were pulsated with 5-EU for 30, 45 and 60 minutes, we concluded 

that 60 minute-pulse were required for optimum detection of newly synthetized rRNA 

(see Figure 3.10). Subsequently, the treatment time with ActD and mTOR inhibitors 

was determined taking into consideration that treatment with low concentrations of 

ActD has been shown to significantly inhibit the synthesis of rRNA after only 30 

minutes (490). Ideally, treatment length is required to be longer than the pulse so that 

and that 5-EU-labelled rRNA provides a brief picture of the rDNA transcription status 

after treatment (491). The length of the drug treatment preceding the 5-EU pulse 

labelling was determined to be 2 hours, ensuring that the pulse would last a third of 

the treatment, while remaining short enough to visualise the effects of ActD on rRNA 

synthesis before other effects on the cell functions that might affect the results take 

place.   

Detection of 5-EU-labelled rRNA using Click chemistry after treatment with a range of 

concentrations of ActD (0.1-100 nM) provided a full dose-response curve for both cell 

lines, ACHN and UoK111 cells. It is noticeable that the IC50s for rRNA synthesis 

inhibition by ActD are consistently similar across cell lines. In addition to the dose 

response data shown in Figure 3.11 for ACHN and UoK111 cells showing remarkably 

similar IC50s, in our lab we have also observed such similarity with other human cell 

lines and even murine embryo fibroblasts (Rogoysky, Moreno-Laporta et al., 

manuscript in preparation). The same is not true for the IC50s for the inhibition of cell 
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viability, where other factors play a role, particularly the p53 status of cells (Rogoysky, 

Moreno-Laporta et al., manuscript in preparation). This similarity in IC50s for rRNA 

synthesis inhibition by ActD across cell lines may not be surprising. A simple model of 

chemical equilibrium for a target (T) and a ligand (L) shows that the ratio of ligand 

bound to the target to free ligand is 
[𝐿𝑇]

[𝐿]
= [𝑇]𝑘𝐴𝑓𝑓. Given the fact that the target in this 

case is rDNA, its high conservation across species (Gerbi, 1986) would imply almost 

identical 𝑘𝐴𝑓𝑓, while the consistent number of nucleolar organising regions (NORs) per 

diploid genome ensures a similar [𝑇] across cell lines. Thus, it would be reasonable to 

expect that a measured activity of ActD could be extrapolatable to other systems. 

Detection of labelled rRNA with 5-EU in ACHN and UoK111 cells treated with mTOR 

inhibitors revealed that only Torin 1 but none of the allosteric mTOR inhibitors 

(Rapamycin, Temsirolimus and Everolimus) inhibits rRNA synthesis in a 

concentration-dependent manner within the concentration range tested. In contrast to 

our findings, decreased rDNA transcription following treatment with rapamycin has 

been previously reported in lymphosarcoma cells (492). However, these results were 

observed after an incubation period of 24 hours whereas our results were observed 

after only 2-hour treatment. This is relevant because prolonged treatment with 

rapamycin has been reported to inhibit mTORC2 activity along with mTORC1 

(392,493), hence reduced rDNA transcription could be caused by the effect of the 

allosteric inhibitor on both mTOR complexes, which we were able to observe after only 

2-hour treatment with the  ATP-competitive inhibitor Torin 1.  

Importantly, we observed that treatment with Torin 1 not only decreased 5-EU 

incorporation, but also significantly reduced nucleolar area compared to the allosteric 

inhibitors. Increased size of nucleoli is associated with amplified ribosomal biogenesis 

and higher protein turnover, which are frequently found in cancer (195), whereas 

reduction of nucleolar size is associated to inhibition of rDNA transcription and 

nucleolar disruption. Accordingly, our results show that the ATP-competitive inhibitor 

Torin 1, decreases 5-EU incorporation, reduces nucleolar area, and inhibits the 

phosphorylation of TIF-IA at S649, which is required for TIF-IA activity and initiation of 

rDNA transcription. Thus, our results suggest that inhibition of TIF-IA phosphorylation 

by Torin 1 might affect nucleolar function and morphology by repressing rDNA 
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transcription. Interestingly, small nucleoli have been associated with longevity and 

recently the use of mTOR inhibitors to treat age-related pathologies as well as to 

extend lifespan has been the focus of research (494–496). Our findings showing the 

effect of the ATP-competitive inhibitor of mTOR Torin 1 on the phosphorylation of TIF-

IA and reduction of nucleolar size could provide another mechanism underlying the 

involvement of mTOR and nucleolar function on the regulation of aging.  

Although treatment with allosteric mTORis did not reduced rDNA transcription in a 

concentration-dependent manner, cells treated with allosteric mTOR inhibitors display 

a slightly reduced incorporation of 5-EU when compared to the control, for which we 

do not have a full explanation. The Cy3 signal is reduced by 10-40% with respect to 

controls and this reduction appears variable over experiments. Interestingly, Valentina 

Iadevaia and colleagues reported partial inhibition of rDNA transcription following 

treatment with 5 nM rapamycin for 90 minutes, and observed that higher 

concentrations of rapamycin inhibited synthesis of RNA to a similar extent than that 

achieved at 5 nM (9). We speculate that this small reduction may be due to an mTOR 

target protein, or a phosphorylation site within a protein that we fail to detect in Western 

blot (8,208,497). It may also be due to a change in subcellular localisation of a small 

fraction of an mTOR target (498). If only a small fraction of a target is involved, then it 

is reasonable to assume that any effect observed would be small and that would 

preclude detection of a shoulder typical of a Hill-type of dose response curve.  

Having observed consistent inhibition of the phosphorylation of S6K, along with 

increased presence of β and γ forms of 4EBP1 in cells treated with in cells treated with 

both types of mTOR inhibitors, the differential effect of these drugs on the synthesis 

of rRNA suggested alternate effect on the mTOR activity. It is well documented that 

while allosteric inhibitors only affect the activity of mTORC1, ATP-competitive 

inhibitors abrogate the activity of both mTOR complexes (499). However, modulation 

of the nucleolar function by the mTOR pathway has been attributed to the activation 

of RNA Pol I transcription factor TIF-IA by the mTORC1 substrate S6K (186), which 

would not explain the differential effect observed on rRNA synthesis. Given that, Torin 

1 is a kinase inhibitor which are known to produce off-target effects (500), study of 

alternative targets of Torin 1 that might explain the differential effect of Torin 1 on the 

synthesis of rRNA using siRNA was considered. Nevertheless, said studies would 
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require incubation of cells without some mTOR components for at least 24 hours that 

might cause even larger, indirect, off-target effects which would make the 

interpretation of such results even more difficult. Considering the aforementioned 

reasons, in section 3.1.3 we focused on TIF-IA and examined whether Torin 1 and the 

allosteric inhibitors differently affected phosphorylation of this transcription factor at 

concentrations in the range of the S6K and 4EBP1 phosphorylation inhibition ranges, 

which are assumed to be on-target. Western Blot analyses presented in section 3.1.3 

showed that indeed, phosphorylation of TIF-IA at S649 was inhibited in cells treated 

with Torin 1 with IC50s of 0.13 nM and 1.08 nM for ACHN and UoK111 cells 

respectively, while none of the allosteric inhibitors affected TIF-IA phosphorylation. 

Importantly, TIF-IA activity is regulated through multi-site phosphorylation, and while 

S199 has been observed to be dependent on mTORC1 activity and inhibited by 

rapamycin (186), of S633 and S649 are phosphorylated by ERK and ribosomal S6 

kinase (RSK), respectively (184). Importantly, RSK is also activated though 

phosphorylation by ERK, PDK1, and RSK itself (501). Interestingly, mTORC2 

substrate AKT negatively regulates the activation of ERK by phosphorylating inhibitory 

sites in the Raf N-terminus (502). This could explain why ATP-competitive inhibitor 

Torin 1, but not the allosteric inhibitors, inhibits phosphorylation of TIF-IA at S649 and 

reduces rDNA transcription. In order to further demonstrate whether inhibition of 

mTORC2 by the ATP-competitive inhibitor is causing inhibition of TIF-IA 

phosphorylation and rDNA synthesis, knockdown of mTORC2 using RICTOR siRNA 

could be performed. The effect of Rictor siRNA on TIF-IA phosphorylation and rDNA 

transcription could be then compared to the effects of treatment with Torin 1 and Akt 

siRNA to establish if it is Torin 1-mediated inhibition of mTORC2 activity what is 

actually causing decreased rDNA transcription through inhibition of TIF-IA S649 

phosphorylation.   

This finding was relevant to identify Torin 1 as a modulator of nucleolar function and a 

potential candidate to test the primary hypothesis of this thesis. Since investigating the 

precise mechanism by which ATP-competitive but not allosteric mTOR inhibitors 

modulate rRNA synthesis was not the aim of the present thesis, we did not performed 

additional studies. Nevertheless, we recognise that further studies, including analysis 

of the phosphorylation of mTORC1 and mTORC2 substrates on cells treated with 
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allosteric and ATP-competitive mTOR inhibitors using mass-spectrometry would be 

required for a better understanding of how the different type of drugs affect the activity 

of both mTOR complexes and their interaction with their respective substrates. An 

example of such study was performed by Christine Mayer and colleagues, who 

demonstrated that Rapamycin impairs initiation of rDNA transcription by inhibiting the 

activity of TIF-IA, and identified that mTOR signalling-dependent phosphorylation of 

TIF-IA at S44 is required for TIF-IA activation (186).  

Finding that Torin 1, but not allosteric inhibitors, modulate the synthesis of rRNA in 

RCC cells, and that the differential effect on nucleolar function is mirrored by the 

phosphorylation of TIF-IA proposed Torin 1 to be the system to test whether cells can 

be sensitised to the action of a nucleolar function inhibitor through mTOR-mediated 

modulation of the nucleolar activity. We then investigated if the mTOR inhibitors have 

an effect on cell viability of RCC cell lines, and if so, whether the effect is consistent 

with the nucleolar modulation previously observed. Results from the cell viability 

assays presented on section 3.1.4 indicate that RCC cells treated with allosteric 

inhibitors do not display a typical response curve within the range of concentrations 

tested. We limited the concentration range of the mTOR inhibitors considering that the 

phosphorylation of S6K on T389 is the best-known marker for mTOR activity, and that 

effects observed at concentrations higher than 100-fold the IC50 for inhibition of the 

phosphorylation of S6K could be off-target effects. The lack of effect of allosteric 

mTOR inhibitors Rapamycin, Temsirolimus and Everolimus observed on viability in 

vitro was unexpected considering that sensitivity of these drugs has been reported in 

the Genomics of Drug Sensitivity in Cancer database (cancerrxgene.org) (503), and 

that the drugs work with RCC patients. The major discrepancies observed among our 

findings and the cancerrxgene.org database were the reported IC50s for inhibition of 

cell viability of ACHN and 786-O cells treated with rapamycin of 0.0489 µM and 0.0368 

µM, respectively, in contrast to the lack of effect observed in our assays. While the 

maximum screening concentration of Rapamycin used by the Cancer Genome Project 

at the Wellcome Sanger Institute was 0.1 µM, which is within the concentration range 

that we used, experimental conditions varied, including the type of assay used to 

measure cell viability, which in their case Promega CellTiter-Glo, whereas we used 

MTT assay. Additionally, Rapamycin IC50s for inhibition of cell viability reported for 
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A704 and Caki-1 are 0.1866 µM and 0.3544 µM. However, these values are higher 

than the maximum screening concentration of Rapamycin that we used 0.125 µM. The 

IC50s of Temsirolimus for inhibition of cell viability of ACHN, A704, Caki-1 and 786-O 

were all above 4.2 µM, which is almost 10-fold the maximum screening concentration 

of Temsirolimus that we used 0.5 µM.  

As for the therapeutic effect observed by Temsirolimus and Everolimus in RCC 

patients, it is important to note that mTOR inhibitors target various hallmarks of cancer 

apart from preventing dysregulation of the mTOR pathway that lead to oncogenic 

capacity for self-sufficiency in growth signals and insensitivity to growth-inhibitory 

signals (see introduction section 1.4.3). mTOR inhibitors also display anti-angiogenic 

properties by reducing endothelial cell proliferation, survival and migration, decreasing 

vascular endothelial growth factor (VEGF) production, and inducing polarization of 

tumour-associated macrophages to an anti-angiogenic phenotype (504). Additionally, 

the mTOR pathway influences immunity within the tumour microenvironment through 

modulation of the responses of immune cells including T-cells, macrophages and B-

cells (505). Thus, it is likely that the clinical response to mTOR inhibitors Temsirolimus 

and Everolimus is a consequence of the interaction of the drugs with the tumour 

microenvironment and other signalling pathways associated with different hallmarks 

of cancer.  

Subsequent analyses of the effect of mTOR inhibitors on cell viability revealed that 

only the competitive inhibitor Torin 1 reduced viability of ACHN and UoK111 cells in a 

concentration-dependent manner, and that reduction of cell viability was achieved at 

a similar concentration range than that observed to decrease rRNA synthesis. This 

raises the question of whether it is reasonable to assume that the observed correlation 

between inhibition of rRNA synthesis and cell viability reduction is actually causal. 

Considering the well-established role of nucleolar disruption in the induction of tumour 

cell death (see and references therein)(141,506), it is quite possible that inhibition of 

nucleolar function is an important part of the mechanism of action of these drugs.  

While MTT assay showed us that ActD and Torin 1 inhibit cell viability of ACHN and 

UoK111, this assay does not provide information regarding the cellular outcome(s) 

mediating said inhibition of cell viability. To understand whether inhibition of cell 
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viability by these drugs was caused by cell cycle arrest or induction of cell death we 

performed cell cycle analysis using flow cytometry. Cells treated with ActD displayed 

concentration-dependent decreased percentage of S-phase cells and increased cell 

death, which in the case of ActD is presumably apoptosis (472). Interestingly, at 

concentrations closer to the IC50 for inhibition of cell viability, a marked reduction of 

cells in S-phase is observed, while at higher concentrations (closer to that where 

maximum inhibition of cell viability is observed) S-phase is completely shut down and 

the percentage of apoptotic cells increases significantly. Considering that the 

calculated IC50s of ActD for inhibition of cell viability (approx. 0.8 nM and 1.9 nM for 

ACHN and UoK111 cells respectively) and the IC50 for inhibition of rRNA synthesis 

(approx. 1.25 nM and 1.26 nM for ACHN and UoK111 cells respectively) are similar, 

it can be suggested that partial inhibition of rRNA synthesis at concentrations around 

the IC50, elicits the cytostatic effect of ActD mediated by reduction of cells in S-phase, 

whereas extensive inhibition of rRNA synthesis (still achieved at low-doses) prompts 

its cytotoxic effect promoting apoptosis. If this supposition were true, one could then 

argue that low concentrations of ActD (around the IC50) could turn the effect of ActD 

from cytostatic to cytotoxic when combined with a nucleolar modulator, such as the 

mTOR inhibitors like Torin 1 that can inhibit rRNA synthesis while displaying only a 

cytostatic effect (see Figure 4.1 below). 

Having proved that the ATP-competitive mTOR inhibitor Torin 1 is an adequate system 

to test the working hypothesis of this thesis, we proceeded to assess the effect of the 

combination on rRNA synthesis. As mentioned before (see section 3.2.1), we changed 

the ATP-competitive inhibitor used in combination with ActD to the ATP-competitive 

mTOR inhibitor AZD8055 when investigating the effect of the drug combination on the 

synthesis of rRNA. Similarly to Torin 1, this drug inhibits mTOR kinase, repressing the 

activity of both mTOR complexes (404), and it displayed concentration-dependent 

inhibition of rRNA synthesis and cell viability when used alone. Detection of 5-EU-

labelled rRNA with Click chemistry in ACHN and UoK111 cells treated with ActD and 

AZD8055, as single drugs and in combination, revealed that, when combined both 

drugs maintained their individual inhibitory effects on rRNA, while they both contribute 

to the inhibition of rRNA. These results are encouraging and suggest there the 

combination is additive (507).  
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We followed to examine whether the effect of the combination of ATP-competitive 

inhibitor with the nucleolar function inhibitor ActD on cell viability of ACHN and UoK111 

cells would be consistent with the inhibitory effect they displayed on rRNA synthesis.  

Results from the MTT assay from ACHN and UoK111 treated with ActD and AZD8055, 

alone and in combination shows that as single drugs, ActD and AZD8055 inhibit cell 

viability and that when combined, each drug maintains their individual effect, 

contributing to inhibition of cell viability. Similar results were obtained for ActD and 

Torin 1, highlighting that our hypothesis is not exclusive for Torin 1, but that it can 

apply to other ATP-competitive mTOR inhibitors – and even other kinase inhibitors – 

as long as they modulate the nucleolar function. Evaluation of the drug interaction 

between ActD and Torin 1 using isobolograms confirms that in the combination, the 

drugs retain their individual inhibitory effects on cell viability, contributing to an added 

effect (447,478).  

Flow cytometry analysis of ACHN and UoK111 cells treated with ActD and an ATP-

competitive inhibitor alone and in combination were undertaken in order to determine 

the nature of the cellular effects responsible for the loss of cell viability in the different 

treatment conditions. As observed in Figure 3.50, treating cells with a concentration of 

ActD close to the IC50 of inhibition of rRNA synthesis with 50 nM AZD8055 (a 

concentration that inhibits rRNA synthesis), reduces the percentage of cells in S-phase 

compared to the single drugs. Alternatively, cells treated with a combination of a 

concentration of ActD close to the maximum inhibitory effect with 50 nM AZD8055 

display an increase in the percentage of cell death. 

The fact that at high concentrations the cellular response tends to switch from 

proliferation arrest to cell death means that assessing overall cell viability by MTT may 

not be quantitatively reliable at those concentrations. Isobolograms were constructed 

on the basis of quantitating an overall cell viability response. However, the underlying 

cellular change that causes the change in MTT response appears to change along the 

dose-response curve, from proliferation arrest to cell death. The calculation of an 

isobologram depends on using the dose-response curves of the individual drugs to 

predict what dose would produce an effect equivalent to the one reached by the mix. 

Given the qualitative changes observed, the isobolographic calculation may not be 

strictly valid at high concentrations.  
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Hence, at high concentrations we find the data from Figures 3.43 and 3.44 to be more 

reliable. It is important to note, from the earlier comment, that in the cases of Figures 

3.43 and 3.44 the isobolographic calculation cannot be performed: since the 

isobolographic calculation depends on estimating the concentrations of the individual 

drugs require to reach a certain effect level observed in the mix, if both individual drugs 

cannot reach such an effect level (as in Figures 3.43 and 3.44), then the isobologram 

is not defined (i.e. calculable) at such concentrations. 

In fact, when cell viability curves for ActD are constructed with a large number of 

concentrations points in the high slope region, it can be observed that the curves are 

actually bimodal (bimodality is apparent in Figures 3.22 and 3.23), with one response 

correlating mainly with cell cycle arrest and the other with cell death (see Figures 3.33 

and 3.34). The response of rRNA synthesis inhibition by ActD, on the other hand does 

not seem to show more than one mode. This different behaviour of the rRNA synthesis 

and cell viability responses is described in Figure 4.1. 

Torin 1 and AZD80555, on the other hand, never reach high levels of rRNA synthesis 

inhibition, and we speculate that this is the reason why they usually do not cause a 

significant increase in cell death in vitro. As discussed, they do not push cells into the 

cell death region within the concentrations tested in the scheme of Figure 4.1. In 

summary, to draw our conclusions on the behaviour of the drug combinations at high 

concentrations we rely on the cell viability plots of Figures 3.43 and 3.44 and the cell 

cycle analysis of Figures 3.49 and 3.50. 

In conclusion, we propose that drugs that inhibit pathways that regulate nucleolar 

function may be combined with drugs that target nucleolar function to achieve a 

cytotoxic effect at lower concentration of both drugs. As depicted in the scheme shown 

below (Figure 4.1), the targeted therapy drug serves to contribute to drive rRNA 

synthesis down to allow a NFI to reach a cytotoxic level of rRNA synthesis shutdown. 

It is not yet fully understood how nucleolar disruption can be translated into cell death. 

Our group has established a link between nucleolar stress and p53 activation 

(141,506), but this mechanism would not operate in tumour cells harbouring TP53 

mutations. However, recently Thoms and Stark have proposed a mechanism by which 

nucleolar stress translates into a NF-kB response (168). Regardless of the mechanism, 
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we propose that nucleolar function is determinant of the cellular fate, which can 

progress from full replicative capacity with no or weak inhibition to cell cycle arrest and 

cell death at strong inhibition. This mechanism is depicted in the scheme of Figure 

4.1.The targeted therapeutic thus serves to sensitise the nucleoli and does not have 

to be (and generally is not) cytotoxic: the final cytotoxic effect is achieved by the degree 

of rRNA synthesis shutdown (Figure 4.1). 

 

Figure 4.1. Model for sensitised nucleolar chemotherapy. The scheme depicts cell populations 
with varying degrees of rRNA synthesis inhibition, which for untreated (UT) cells corresponds to no 
inhibition, and their proliferative status. 

We consider that this proposed mechanism offers the means for the rational design of 

potentially useful anti-cancer therapies that take advantage of the high specificity of 

targeted therapies and of the cytotoxicity of chemotherapy. 
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5. Conclusions 

The present work identifies a novel feature of nucleolar targeting-based chemotherapy, 

in that it can be sensitised by targeted therapeutic agents. To our knowledge, the more 

common DNA damage-based forms of chemotherapy are difficult to sensitise in order 

to increase the therapeutic index. Often, this is achieved by combinations of two or 

more chemotherapeutic agents, but these combinations can be limited by the fact that 

a cell cycle arresting chemotherapeutic agent might prevent the activity of another 

agent that arrests the cell cycle at a different stage. This phenomenon is called cell 

cycle mediated resistance (CCMR) (111). Separate research in our laboratory has 

shown that NFIs offer a therapeutic opportunity in this respect. Since nucleoli are 

active at all stages of the cell cycle, except mitosis (508,509), so are NFIs effective at 

all stages and we have observed that combinations of DNA-based chemotherapeutics 

with ActD can overcome CCMR (Rogoysky, Moreno-Laporta et al., manuscript in 

preparation). Another strategy for the sensitisation of cancer cells to DNA-based 

chemotherapeutics that has been explored is “cyclotherapy”, which depends on the 

tumour cells harbouring mutated or otherwise inactivated TP53 (472). Cyclotherapy 

exploits the fact that normal cells express functional p53 and, in principle, could 

undergo cell cycle arrest by an appropriate agent, which would render them less 

sensitive than tumour cells to an anti-proliferative agent. This approach to increasing 

the therapeutic index of an agent is therefore based on diminishing the sensitivity of 

normal cells, rather than increasing that of tumour cells (472).  

In the present work we show that nucleoli can be sensitised to the action of a 

nucleolus- (or rRNA synthesis-) specific agent by compounds that specifically target a 

signalling pathway that modulates nucleolar activity. The consequence of this 

sensitisation is that a NFI can then be applied at a lower dose to achieve the same 

therapeutic effect. Thus, the approach combines the target specificity of biochemical 

pathway inhibitors with the cytotoxicity of a chemotherapeutic agent. This approach, 

which can be called “target-sensitised chemotherapy”, opens a number of 

opportunities to explore. While we resorted to mTOR as the most likely candidate for 

proof of concept, other signalling pathways that modulate the metabolic activity of 

cancer cells can and should be explored. Emerging NFIs as well as established 

chemotherapeutic drugs that might comprise nucleolar disruption as part of their 
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mechanism of action are also candidates. Finally, other nucleolar processes apart 

from rRNA synthesis, such as rRNA processing, that we can currently target (231,510) 

should also be explored for combinatorial potential. However, one important 

advantage of the drug combination strategy presented here is that it can be 

implemented with existing oncology drugs, and can therefore be readily subjected to 

pre-clinical studies and, if successful, easily translated from bench to bedside. 
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6. Future Work 

A number of possible research lines emerge from the validation of our hypothesis that 

the nucleolus can be sensitised by targeted therapies to the action of nucleolar 

function inhibiting chemotherapeutic agents. 

In terms of the sensitising targeted therapy, mTOR appears to be the best choice at 

present, since we know that it is a major controller of cell metabolism, including 

nucleolar function. Importantly, mTOR targeting is a currently used cancer therapeutic 

strategy, which would make a successful combination easily translatable to pre-clinical 

and clinical trials. However, the Western blot approach that we have followed here, 

while sufficient for proof of concept that we sought, leaves a number of questions 

unanswered regarding the exact identity and cellular location of the signalling events 

involved. It would therefore be interesting to apply mass spectrometry of 

phosphorylated proteins to resolve the cause of the difference between the actions of 

allosteric and ATP-competitive mTOR inhibitors, and also to identify any 

phosphorylation events that might form the basis for the activity of Rapamycin in 

combination with ActD. This information might not be required to plan pre-clinical 

studies, but it might help to stratify tumours that would present higher or lower 

sensitivity to an anti-nucleolar drug combination. 

In terms of other potentially useful targeting drugs, it would be interesting to explore 

other signalling pathways such as EGFR, ERK, MAPK, etc., which are currently 

clinically exploited. As mentioned in the previous section, other NFIs, particularly those 

targeting nucleolar functions different from 48S rRNA synthesis, should also be 

explored. 

For a better understanding of the role of nucleoli as stress sensors, investigation of 

nucleolar morphological changes and nucleolar protein translocation to explore if there 

is any process associated with the stages of cell proliferation, arrest and cell death. 

This would shed light on the mechanism by which nucleolar function inhibition 

translates to cell stress. 

Finally, we believe that the data presented here outlines the opportunity of applying 

the combination of ActD and AZD8055 to a pre-clinical murine system. One advantage 

of the mechanism of action that we propose here is that it can be validated in vivo 
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because 5-EU incorporation to label RNA synthesis can also be performed on whole 

animals. This means that all aspects of the model studied here in vitro (rRNA synthesis, 

phosphorylation, cell proliferation and death) could in principle be studied in vivo as 

well. Thus, a transition to an in vivo system need not be limited to studying tumour 

reduction only but could include assessment of the validity of the proposed underlying 

mechanism as well. 
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7. Appendix  

7.1 Certificates of cell line authenticity for RCC cells 
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7.2  Analysis protocol for 5-ethynyl uridine-labelled nucleolar images 

Analyses were implemented in CellProfiler (436) and SQLiteStudio v3.3.3 

(https://sqlitestudio.pl/) running SQLite version 3.35.4. 

Table 7.1 Segmentation of nuclear images 

Input One- or more-channel images of nuclei (DAPI). 

Image metadata CSV file (plate location, treatment, cell line, etc.) 

Output Binary masks of nuclei. The filling number of the mask corresponds to the 

object number. 

Step Purpose 

Metadata 

extraction 

Metadata is extracted from folder and file names and CSV files and 

images are matched to metadata. 

DoG filter A Difference of Gaussian bandpass filter both reduces image noise and 

low frequency intensity variations across the field of view. 

Nuclei 

segmentation 

DAPI images are segmented with a Minimum Cross-Entropy method to 

produce raw nuclear masks 

Object 

filtering 

Nuclear masks are filtered by size and form factor to eliminate poorly 

resolved nuclei. 

Saving Binary masks of nuclei are exported. 

 

 

https://sqlitestudio.pl/
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Figure 7.1. Screenshot of CellProfiler window taken while preforming segmentation of nuclear 

images. 

 

Table 7.2 Analysis of nucleolar images 

Input Two-channel images of nucleoli (Cy3) and nuclei (DAPI). 

Nuclear masks. 

Image metadata CSV file (plate location, treatment, cell line, etc.) 

Output Images of nuclear and nucleolar contours. 

Shading reference image. 

Background reference image. 

SQLite database of quantitated data linked to original images, contours 

and metadata as well as parent-child relationships between nuclei and 

nucleoli. 

Step Purpose 

Metadata 

extraction 

Metadata is extracted from folder and file names and CSV files and 

images are matched to metadata. 

Feature 

enhancing 

A Top Hat transform of a diameter similar to that of a typical nucleolus is 

applied in order to contrast the images of nucleoli. 

Nucleoli 

segmentation 

Transformed images are segmented with a Robust Background method to 

produce nucleolar masks. 

Object 

filtering 

Nucleolar masks are filtered by size to eliminate small size artefacts. 

Expansion of 

masks 

Nucleolar masks are expanded by 5 pixels to create masks of the 

surrounding nucleoplasm. 

Intensity 

measurement 

Intensities of nucleoli and surrounding nucleoplasm are quantitated. 

Filtering Only nucleolar regions with mean intensities at leas 25% higher than that 

of the surrounding nucleoplasm are retained. 

Parent-child 

matching 

Filtered nucleoli (child) are linked to their enclosing nuclei (parent). 

Intensity 

measurement 

Final intensity measurements are made on nucleoli and nuclei. 

Saving Binary masks of nuclei are exported. 

Exporting A SQLite database is created containing quantitated data, image 

metadata, links to original images, contours and metadata as well as 

parent-child relationships between nuclei and nucleoli. 



225 
 
 

 

 

Figure 7.2. Screenshot of CellProfiler window taken while preforming analysis of nucleolar 

images. 

Data extraction and calculations 

Data was extracted from the SQLite databases using scripts run in SQLiteStudio. 

 

Figure 7.3. Screenshot of SQLiteStudio window taken while preforming data extraction. 
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These scripts grouped multi-well plate wells by treatment and performed calculations of means 

and standard errors of the means (SEM).  

 

7.3 Comparison of the percentage of cells gated on the different phases of cell 

cycle calculated using EdU incorporation vs. histogram deconvolution with 7-

AAD staining 

ACHN cells were treated with 0.01% v/v DMSO (vehicle control) as described in the 

section 1.4.5 of the methods. Data obtained from the flow cytometer was analysed as 

described on section 1.4.6 and four gates representing G1, S, G2 phases and cell 

death were created the density plot shown below (Figure 7.4).  

 

Figure 7.4. Density plot of ACHN cells stained with 7-AAD and 6-FAM. R1=G1; R2=G2; R3=S; 

R4=cell death 

The resulting populations were plotted as overlays on a histogram showing 7-AAD 

staining only (Figure 7.5). 
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Figure 7.5. Histogram showing a comparison of 6-FAM-staining and deconvolution of 7-AAD-

staining data for estimation of the percentage of cells in the different phases of cell cycle. The 

data tagged as “labelled” show the populations of cells in phases G1, G2, S and apoptosis in the density 

plot above. The data tagged as “est.” show the populations of cells in phases G1, G2, S and cell death, 

which is assumed to be apoptosis, estimated by histogram deconvolution of 7-AAD-stained cells.  

A comparison of both methods shows that estimation of the percentage of cells in 

each of the phases of cell cycle is similar (Table 7.3.; Figures 7.5 and 7.6). 

 

Figure 7.6. Comparison of the estimation of cell cycle population distribution by labelling with 

6-FAM and 7-AAD and by data deconvolution of 7-AAD-stained cells.  
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Table 7.3. Estimated distribution of cells through the cell cycle by labelling with 6-FAM and 7-

AAD and by data deconvolution of 7-AAD-stained cells. 

 

7.4 Flow cytometry analysis of the effects of mTORis on the cell cycle 

This section of the annex includes the analysis of flow cytometry data through density 

dot plots and overlaid histograms to determine the percentage of ACHN and UoK111 

cell populations on G1, S, G2 and cell death after 72-hour treatment with mTOR 

inhibitors.  
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Figure 7.7. Analysis of cell cycle of ACHN cells treated with ActD using click chemistry-labelled 

DNA detected with flow cytometry. The density dot plots illustrate the identification of cell populations 

in G1 (R1), S (R3), G2 (R2) phases, and dead cells (R4) depending on the signal of total DNA detected 

by 7-AAD staining on the X-axis and the nascent DNA labelled with click chemistry, detected by 6-FAM 

staining on the Y-axis. The histogram displays an overlay of the cell populations in G1 (green), S (pink), 

G2 (blue), and cell death (red) gated in the density plots, in respect to the 7-AAD fluorescent intensity, 

which is correlated to the amount of DNA within each cell. The tables on the right present the percentage 

of cells in the different stages of cell cycle according to intensity of 7-AAD and 6-FAM in the density 

plots. Initial population was gated to reject doublets using Attune recommended peak height vs Area, 

as described in method and materials section 2.4.6.    
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Figure 7.8. Analysis of cell cycle of UoK111 cells treated with ActD using click chemistry-labelled 

DNA detected with flow cytometry. The density dot plots illustrate the identification of cell populations 

in G1 (R1), S (R3), G2 (R2) phases, and dead cells (R4) depending on the signal of total DNA detected 

by 7-AAD staining on the X-axis and the nascent DNA labelled with click chemistry, detected by 6-FAM 

staining on the Y-axis. The histogram displays an overlay of the cell populations in G1 (green), S (pink), 

G2 (blue), and cell death (red) gated in the density plots, in respect to the 7-AAD fluorescent intensity, 

which is correlated to the amount of DNA within each cell. The tables on the right present the percentage 

of cells in the different stages of cell cycle according to intensity of 7-AAD and 6-FAM in the density 

plots. Initial population was gated to reject doublets using Attune recommended peak height vs Area, 

as described in method and materials section 2.4.6. 
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Figure 7.9. Analysis of cell cycle of ACHN cells treated with Torin 1 using click chemistry-

labelled DNA detected with flow cytometry. The dot plots on the left side show the selection 

performed for doublet discrimination. The density dot plots illustrate the identification of the cell 

populations in the different stages of cell cycle. The histograms display an overlay of the cell populations 

in G1 (green), S (pink), G2 (blue), and apoptosis (red) gated in the density plots, in respect to the 7-

AAD fluorescent intensity (black), which is correlated to the amount of DNA within each cell. The tables 

on the right present the percentage of cells in the different stages of cell cycle according to intensity of 

7-AAD and 6-FAM in the density plots. 
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Figure 7.10. Analysis of cell cycle of UoK111 cells treated with Torin 1 using click chemistry-

labelled DNA detected with flow cytometry. The dot plots on the left side show the selection 

performed for doublet discrimination. The density dot plots illustrate the identification of the cell 

populations in the different stages of cell cycle. The histograms display an overlay of the cell populations 

in G1 (green), S (pink), G2 (blue), and apoptosis (red) gated in the density plots, in respect to the 7-

AAD fluorescent intensity (black), which is correlated to the amount of DNA within each cell. The tables 

on the right present the percentage of cells in the different stages of cell cycle according to intensity of 

7-AAD and 6-FAM in the density plots.    
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Figure 7.11. Analysis of cell cycle of ACHN cells treated with Rapamycin using click chemistry-

labelled DNA detected with flow cytometry. The dot plots on the left side show the selection 

performed for doublet discrimination. The density dot plots illustrate the identification of the cell 

populations in the different stages of cell cycle. The histograms display an overlay of the cell populations 

in G1 (green), S (pink), G2 (blue), and apoptosis (red) gated in the density plots, in respect to the 7-

AAD fluorescent intensity (black), which is correlated to the amount of DNA within each cell. The tables 

on the right present the percentage of cells in the different stages of cell cycle according to intensity of 

7-AAD and 6-FAM in the density plots.    
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Figure 7.12. Analysis of cell cycle of ACHN cells treated with Temsirolimus using click 

chemistry-labelled DNA detected with flow cytometry. The dot plots on the left side show the 

selection performed for doublet discrimination. The density dot plots illustrate the identification of the 

cell populations in the different stages of cell cycle. The histograms display an overlay of the cell 

populations in G1 (green), S (pink), G2 (blue), and apoptosis (red) gated in the density plots, in respect 

to the 7-AAD fluorescent intensity (black), which is correlated to the amount of DNA within each cell. 

The tables on the right present the percentage of cells in the different stages of cell cycle according to 

intensity of 7-AAD and 6-FAM in the density plots.    
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Figure 7.13. Analysis of cell cycle of ACHN cells treated with Everolimus using click chemistry-

labelled DNA detected with flow cytometry. The dot plots on the left side show the selection 

performed for doublet discrimination. The density dot plots illustrate the identification of the cell 

populations in the different stages of cell cycle. The histograms display an overlay of the cell populations 

in G1 (green), S (pink), G2 (blue), and apoptosis (red) gated in the density plots, in respect to the 7-

AAD fluorescent intensity (black), which is correlated to the amount of DNA within each cell. The tables 

on the right present the percentage of cells in the different stages of cell cycle according to intensity of 

7-AAD and 6-FAM in the density plots.    



236 
 
 

 

Figure 7.14. Analysis of cell cycle of UoK111 cells treated with Rapamycin using click chemistry-

labelled DNA detected with flow cytometry. The dot plots on the left side show the selection 

performed for doublet discrimination. The density dot plots illustrate the identification of the cell 

populations in the different stages of cell cycle. The histograms display an overlay of the cell populations 

in G1 (green), S (pink), G2 (blue), and apoptosis (red) gated in the density plots, in respect to the 7-

AAD fluorescent intensity (black), which is correlated to the amount of DNA within each cell. The tables 

on the right present the percentage of cells in the different stages of cell cycle according to intensity of 

7-AAD and 6-FAM in the density plots.    
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Figure 7.15. Analysis of cell cycle of UoK111 cells treated with Temsirolimus using click 

chemistry-labelled DNA detected with flow cytometry. The dot plots on the left side show the 

selection performed for doublet discrimination. The density dot plots illustrate the identification of the 

cell populations in the different stages of cell cycle. The histograms display an overlay of the cell 

populations in G1 (green), S (pink), G2 (blue), and apoptosis (red) gated in the density plots, in respect 

to the 7-AAD fluorescent intensity (black), which is correlated to the amount of DNA within each cell. 

The tables on the right present the percentage of cells in the different stages of cell cycle according to 

intensity of 7-AAD and 6-FAM in the density plots.    
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Figure 7.16. Analysis of cell cycle of UoK111 cells treated with Everolimus using click chemistry-

labelled DNA detected with flow cytometry. The dot plots on the left side show the selection 

performed for doublet discrimination. The density dot plots illustrate the identification of the cell 

populations in the different stages of cell cycle. The histograms display an overlay of the cell populations 

in G1 (green), S (pink), G2 (blue), and apoptosis (red) gated in the density plots, in respect to the 7-

AAD fluorescent intensity (black), which is correlated to the amount of DNA within each cell. The tables 

on the right present the percentage of cells in the different stages of cell cycle according to intensity of 

7-AAD and 6-FAM in the density plots.    
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7.5 Analysis of 5-ethynyl uridine-labelled nucleolar images 

The data presented in Figures 3.12 and 3.13 (see section 3.1.2.3) was analysed in 

more detail to explore the single-cell distributions of nucleolar area, total 5-EU 

incorporation signal, and 5-EU incorporation per unit area. The resulting cell 

populations were plotted by individual well in order to visualise well-to-well variations 

and are shown in Figures 7.17, 7.18 and 7.19. Each point in the plots corresponds to 

the totality of the nucleoli of a single cell nucleus. Since the readings from each well 

comprised between 100 and 400 nuclei, to be able to visualise the distributions only 

20 cells from each well are plotted. 

In agreement with the summary descriptors (Mean ±SEM) plotted in Figures 3.12 and 

3.13, only the competitive mTOR inhibitor Torin 1 and ActD show an effect. The 

responses to Torin 1 and to ActD comprise both a reduction in nucleolar size and a 

reduction in mean 5-EU signal intensity (5-EU incorporation rate per nucleolus), with 

the resulting overall reduction of 5-EU incorporation per nucleus being due to both 

changes. Only 20 randomly selected nuclei from each well were compared; ACHN 

and UoK111 cells are shown in A and B panels, respectively, for the mTOR inhibitors 

and the drugs to which each plot correspond are indicated in the horizontal axes. The 

responses to ActD are shown in panels C and D for ACHN and UoK111 cells, 

respectively. The images also illustrate the presence of both intra- and inter-well 

variance, which led us to calculate the standard error of the mean using a two-stage 

nested design approach (450). 
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Figure 7.17. 5-EU incorporation vs. drug dose. A, B, C, D) ACHN and E, F, G, H) UoK111 cells were 

treated with increasing concentrations of mTORis for 2 hours and then processed and analysed as 

described in section 2.5. The dots represent the standardised 5-EU incorporation per nuclei, where 20 

nuclei were randomly selected from each well and compared (each well labelled with a different colour). 

I) ACHN and J) UoK111 cells were treated with increasing concentrations of ActD for 2 hours and 

treated as above.  
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Figure 7.18. Nucleolar area vs. drug dose. A, B, C, D) ACHN and E, F, G, H) UoK111 cells were 

treated with increasing concentrations of mTORis for 2 hours and then treated as described in section 

2.5. The dots represent the nucleolar area from 20 randomly selected nuclei from each well (each well 

labelled with a different colour). I) ACHN and J) UoK111 cells were treated with increasing 

concentrations of ActD for 2 hours and treated as above.  
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J) 

  

Figure 7.19. 5-EU incorporation per unit area vs. drug dose. A, B, C, D) ACHN and E, F, G, H) 

UoK111 cells were treated with increasing concentrations of mTORis for 2 hours and then treated as 

described in section 2.5. The dots represent the nucleolar area from 20 randomly selected nuclei from 

each well (each well labelled with a different colour). I) ACHN and J UoK111 cells were treated with 

increasing concentrations of ActD for 2 hours and treated as above.  

 

Figure 7.20 shows the full data distribution and statistical analyses for the response to 

a typical treatment of interest (ACHN cells treated with 100nM Torin 1) showing the 

individual nuclei for individual wells (each well labelled with a different colour, as in 

Figures 7.17, 7.18 and 7.19). The mean values per well and their SEMs are indicated 

with the corresponding well colour. The overall (grand) mean for the treatment is 

indicated in black. The plots clearly reveal that there are two sources of variation in 

the 5-EU incorporation response: cell-to-cell (within a well) and well-to-well (within a 

treatment). To deal with these two sources of error, the SEM for the overall mean 

(black point and error bars) was calculated using a two-stage nested design (fixed 

effect) as indicated above (450), see also (449) for a graphical explanation of multi-

level replication). The grey point and error bars show the overall mean and SEM for 

the treatment without considering within well variation. The difference between this 

SEM and the two-stage SEM is very small due to the large sample size (n) within each 

well; nevertheless, the two-stage nested analysis was used throughout both for 

analytical accuracy and to cope with possible instances of low cell numbers per well.  
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Figure 7.20. Data distribution for the response to a typical treatment of interest. ACHN cells were 

treated with 100nM Torin 1 for 2 hours and then processed as described in section 2.5. Total 5-EU 

signal is plotted linearly (A) and logarithmically (B) for individual wells and the averages per well and 

per treatment are indicated. The dots represent individual nuclei from each individual well (each well 

labelled with a different colour). The mean values per well and their SEMs are indicated with the 

corresponding well colour. The overall (grand) mean for the treatment is indicated in black. The grey 

point and error bars show the overall mean and SEM for the treatment without considering within well 

variation. 
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